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Abstract

Wind energy plays a crucial role in the transition towards sustainable power gener-
ation. However, the intricate flow dynamics within densely clustered offshore wind
farms pose significant challenges leading to efficiency losses due to wake interac-
tions, larger fatigue loading due to enhanced turbulence within the wind plant and
aeroelastic phenomena.

The estimation of the performance of a wind plant can be done using different
wake models. Analytical models are often used to predict the wake effects and
to assess control-oriented strategies with a lower computation time compared to
higher fidelity wake models. However, few of these engineering tools are able to
perform unsteady wake simulations. There also exist medium-fidelity solvers which
aim to balance the need for accurate dynamic wake modeling while keeping low
computational cost.

This thesis compares various wake simulation models of different fidelities, rang-
ing from analytical steady to multi-body unsteady, to investigate how these models
relate to each other and underlying physical phenomena. The study focuses on the
low-fidelity wake modeling frameworks UFLORIS and FLORIDyn, which are an
extension of the steady wake framework FLORIS. The comparison also involves the
medium-fidelity FAST.Farm framework which is a multi-physics engineering tool for
modeling power performance and structural loads.

First, the intercomparison is carried out on a simplified wind turbine layout
which consists of three turbines in a row with yaw control for the upstream turbine
to assess the routine, accuracy, and flexibility of each model.

Secondly, an analysis in detail of the unsteady VKI solver, UFLORIS, is carried
out and some improvements are proposed. The effects of these changes are illustrated
on a simple simulation, yet retaining all physics of interest.

Finally, this solver is used to simulate a low-pressure system in the North Sea
considering the full Belgian-Dutch offshore cluster. The results compare different
models within UFLORIS and the real operative data of the turbines of one of the
Belgian offshore wind farms. They exhibit a good agreement between the mod-
els which, however, show notable discrepancies from the real data, only capturing
the general trend in the strongly dynamic condition (wind direction and amplitude
change); while converging in steady conditions.

This project contributes to advancing the understanding and prediction of wake
effects in offshore wind farms when dynamic features are important. Such insights
are useful for optimizing wind farm layouts, enhancing energy production, and guid-
ing the development of efficient control strategies, ultimately driving the sustainable
growth of offshore wind energy.
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Chapter 1

Introduction

1.1 Background

1.1.1 Wind energy

Wind energy has a vital role to play in tackling climate change and reducing our
dependence on non-renewable resources. There is a growing expectation that the
global energy system must rapidly transition from fossil fuels to carbon-free sources
in line with international climate change agreements. In this context, wind energy
is expected to reach a significant milestone of 1 TW of installed capacity by the
middle of this year [1]. In addition, wind is expected to dominate, together with
solar photovoltaic, in future scenarios, accounting for over 70% of capacity additions
by 2050 [2]. While offshore wind installations currently only contribute to 15% of
total wind capacity additions [2], there is undeniable potential for offshore wind
to rapidly replace fossil fuels. This is due to its cost effectiveness and widespread
availability as an energy technology, coupled with its ability to generate substantial
amounts of power. In 2023, 21% of the new wind capacity installed in Europe
was offshore. It is expected that the volume of offshore installations will continue
to grow in the future, reaching one-third of the total wind energy production by
2030 [3]. Furthermore, European aspirations include the deployment of up to 450
GW of offshore wind energy across the continent’s seas by 2050, with a projected
installation of 212 GW in the North Sea alone [4].

One source of efficiency loss in a wind farm, both onshore and offshore, is related
to wake effects. Wakes generated by wind turbines affect downstream turbines in
complex and not fully understood ways, leading to a reduction in energy production,
an increase in loads and a reduction in turbine lifetime [5]. From an engineering
perspective, a better understanding of wake flow structure and the development
of models to simulate wake effects will enable the wind industry to design wind
turbine layouts and operational strategies more effectively, thereby reducing overall
wake losses and driving the growth of offshore wind energy.

1.1.2 Wind turbine wake

The presence of a wind turbine in the atmospheric boundary layer influences the
surrounding free stream flow both upwind and downwind. Particularly, the upwind
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Chapter 1. Introduction

region affected by the wind turbine is called induction region and is characterized
by a reduction in the wind speed, compared to the free stream velocity. The flow
behind a turbine is called the wake and can be divided in two regions: near and far
wake. Figure 1.1 offers a schematic representation of the flow regions around a wind
turbine. Here we provide an overview of the main features of a wind turbine wake,
which is based mostly on [6, 7].

Figure 1.1: Schematic representation of the instantaneous (top) and mean (bottom)
flow regions resulting from the interaction of a wind turbine with the incoming turbulent
boundary layer [6].

1.1.2.1 Near wake

The near-wake region begins immediately behind the wind turbine rotor and can
extend for a distance of 2-4 turbine diameters downstream. The length of this region
is influenced by both the turbulence intensity and the operational settings of the
wind turbine. It is characterized as three-dimensional, heterogeneous, unsteady, and
directly influenced by the turbine’s characteristics due to its proximity to the rotor.

During its operation, the turbine extracts momentum and energy from the flow,
thus causing the presence of a positive pressure gradient in the induction region and
a negative one behind the rotor with a pressure drop at the rotor plane. Despite
its more complex nature, the time-averaged near wake region is typically modelled
defining a potential core region where the velocity deficit is considered uniform.
The region outside the potential core, called wake shear layer, is characterized by a

2



1.1. Background

transition in velocity from the potential core to the flow outside the wake. Because
velocity gradients exist in the shear layer, turbulence eddies are generated, turning
it into a mixing region.

However, upon examining the instantaneous flow near the wind turbine, a more
intricate nature of the near wake becomes evident. As illustrated in Figure 1.1, tip
and root vortices with a helicoidal shape are periodically shed. These vortices result
from the pressure difference between the upper and lower sides of the turbine blades.
Additionally, a vortical structure at the hub height propagates downstream; this is
known as the hub vortex.

1.1.2.2 Far wake

The far wake region experiences less impact from rotor-flow dynamic interactions,
leading to more universal characteristics. Within this region, the streamwise veloc-
ity exhibits an axisymmetrical distribution. External flow entrainment causes the
wake to expand in transversal directions as it moves downstream, and turbulence
mixing accelerates the wake recovery process: the velocity deficit decreases, and
small turbulent eddies dissipate more rapidly.

Considering the typical spacing of turbines in a wind farm, downstream turbines
typically operate within the far wake of upstream turbines. Therefore, wake recov-
ery becomes a key factor: the quicker the wake recovery, the closer wind turbines
can operate while still generating the expected power output, allowing for narrower
spacing between turbines. Wake recovery is influenced by turbulence mixing occur-
ring due to velocity gradients in the shear layer; higher turbulence levels promote
faster recovery of mean velocity in the wake.

A typical feature of the far wake is the so-called wake meandering, which con-
sists in the dynamical transversal (in both lateral and vertical) direction of the wake
centerline. These unsteady oscillations of the wake centerline are random and are
induced by the large eddies with dimensions of the order of the rotor plane. Thus,
wind turbines situated downstream of a meandering wake experience dynamic vari-
ations in wake characteristics which lead to yaw-misalignment. Wake meandering
reduces the average velocity deficit over time but also results in increased unsteady
and potentially harmful loads on downstream turbines. This phenomenon under-
scores the complexity and challenges in accurately assessing turbine performance
and structural integrity in real-world wind farm scenarios.

1.1.3 Wake effects in a wind farm

The flow dynamics within a wind plant are more intricate than in the case of a single
wind turbine wake. Integrating offshore wind farms into the electricity grid and
maintaining the operational condition of wind turbines represent significant portions
of the cost for offshore wind farms. To lower deployment expenses for turbines and
grid infrastructure, as well as to reduce operational and maintenance costs, wind
farms are often densely clustered [8]. However, this clustering approach leads to
decreased overall efficiency of the wind farm due to wake losses: turbines within the
farm typically produce less power and experience increased fatigue loads due to lower
wind speeds and higher turbulence levels. It is estimated that wake interactions in

3
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Figure 1.2: Photograph of the Horns Rev 2 danish offshore wind farm. Photo by: Bel
Air Aviation Denmark - Helicopter Services.

offshore wind farms lead to losses of 10% in Annual Energy Production (AEP) [5].
A visualization of the complex wake interactions that can occur in an offshore wind
farm is shown in Figure 1.2.

To predict the power production and the turbine loading and to design optimal
control strategies for improving quality or minimizing the cost of wind energy there
is a demand for numerical wake models that are reliable, efficient, and accurate.

1.1.4 Wake simulation frameworks

Simulating the physical phenomena taking place in a wind farm represents a chal-
lenge due to the wide range of spatial and temporal scales that characterise its flow
dynamics. Indeed, achieving a precise representation of all the phenomena occurring
is frequently challenging and demands high computational costs. Nevertheless, given
that wake effects affect energy production, loads on the turbines, and efficiency, also
inducing fatigue loading and aeroelastic phenomena, there is a growing demand to
develop simulation tools capable of modeling the wake for both onshore and offshore
wind farms.

There are several wind farm simulation tools, each characterised by a level of
fidelity in modelling the wake and turbine. Here we make a distinction based on
the level of accuracy in capturing the wake phenomena, identifying three main cate-
gories: low-, medium- and high-fidelity wake models; it should be stressed that there
is not a unique classification of the simulators. In Table 1.1 we report an overview
of some wake simulation tools commonly used. Simulators with higher accuracy
generally require higher computational efforts, whereas low-fidelity tools provide a
computationally inexpensive method for calculating the wind field.

4



1.1. Background

Simulator Fidelity Model Steady/unsteady Computational cost

FLORIS [9] Low Analytical Steady Milliseconds
PyWake [10] Low Analytical Steady Milliseconds

FLORIDyn [11] Low Analytical Unsteady 1-100 × faster than real time
UFLORIS [12] Low Analytical Unsteady 1-100 × faster than real time
LongSim [13] Low Analytical Unsteady 1-100 × faster than real time
DWM [14] Medium 2D Navier-Stokes Unsteady 1-10 × slower than real time
FAST.Farm Medium 2D Navier-Stokes Unsteady 1-10 × slower than real time
WFSim [15] Medium 2D Navier-Stokes Unsteady 1-10 × slower than real time
SOWFA [16] High 3D Navier-Stokes Unsteady 100 × slower than real time

AMR-Wind [17] High 3D Navier-Stokes Unsteady 100 × slower than real time
Xcompact3d [18] High 3D Navier-Stokes Unsteady 100 × slower than real time

Table 1.1: Description of some wake modeling tools.

1.1.4.1 Low-fidelity

Low-fidelity wake modeling tools are those that use analytical equations to the
describe the velocity deficit behind the turbine rotor and wake recovery at low
computational cost. In these models the power and thrust of the single turbine are
typically computed based on look-up tables whose values are results of averaging
these quantities on the rotor. Since these tools are based on parametric relations,
calibration of the parameters can increase the accuracy of results [19]. However,
parameter tuning is not in the scope of this work.

Many existing tools focus solely on computing time-averaged properties, thus
neglecting both exogenous and internal wind farm dynamic features. Examples of
steady-state wake modeling frameworks are FLORIS [9] and PyWake [10], which
both include different engineering wake models to predict the power production of
a wind farm while considering the wake losses for a given layout configuration at
prescribed turbine settings. Despite their limited accuracy, these tools are highly
valuable as they can simulate entire wind farm layouts within milliseconds, making
them suitable for AEP calculations, control development [20, 21] and layout opti-
mization [22] strategies. A detailed description of the FLORIS framework is given
in Section 2.1.

However, there are also engineering dynamic models capable of capturing rele-
vant unsteady wind farm features while maintaining low computational costs. Few
tools are able to execute dynamic wake simulation tens to hundreds of times faster
than real time. Examples include FLORIDyn [11], an unsteady extension of the
Gaussian FLORIS model [23]; UFLORIS [12], which is an extension of the FLORIS
[9] framework and thus allow to use the same engineering wake models included in
it; LongSim [13], which makes use of fast engineering wake models embedded in an
ambient flow field. These low-fidelity dynamic wake modeling tools are ideal for
wind farm online control strategies, ensuring timely updates on a scale of seconds.
Two of these dynamic tools are described in this thesis, namely FLORIDyn (Section
2.2) and UFLORIS (Section 2.3).
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1.1.4.2 Medium-fidelity

Medium-fidelity tools provide a balance between accuracy in wake modeling and
computational cost, offering higher accuracy than engineering models while still be-
ing less computationally expensive than high-fidelity tools. An example is given by
the Wake Farm Simulation (WFSim) tool [15], a control-oriented dynamical model,
which computes the wind flow at hub height solving the 2D Navier-Stokes (NS)
equations discretized in time and space. The Dynamic Wake Meandering (DWM)
[14] model uses small-scale turbulence filters, thus considering the wake meandering
induced only by the large eddies, and capture the turbine response using aeroelastic
turbine models. Another aeroelastic wind farm simulator, which builds upon the
DWM model, is FAST.Farm [24]. Among these tools, FAST.Farm shows substan-
tial promise by facilitating the simulation of various scenarios. This encompasses
evaluating how individual turbines react structurally to unsteady inflows or wind
transients due to time-varying turbine settings. A general description of this tool is
given in Section 2.4.

1.1.4.3 High-fidelity

Finally, there exist high-fidelity wake simulation tools, which are Computational
Fluid Dynamics (CFD) models typically characterized by high computational costs,
often necessitating clusters to execute simulations within a reasonable timeframe.
In this category, models for solving the Reynolds-averaged Navier-Stokes (RANS)
equations could be included. These models are steady, meaning they do not provide
a time history of the flow; however, the computational resources needed for RANS
are relatively modest compared to more advanced CFD methods. Since the focus
of this work does not involve high-fidelity steady solvers, further details are not
provided here; interested readers are directed to [7] for examples of these models.

When talking about high-fidelity wake simulations tools, one typically refers
to Large Eddy Simulation (LES) models. These models numerically solve the 3D
Navier-Stokes (NS) equations by neglecting small eddies via low-pass filtering and
employing sub-grid models to capture the effects of these small-scale vortices. The
LES model are often used to validate lower fidelity tools [11, 25]. The Simulator
fOr Wind Farm Applications (SOWFA) tool [16] is a commonly used LES solver
implemented within the OpenFOAM framework; it is a finite-volume code with
second-order numerical schemes in both spatial and temporal domains. Other ex-
amples of high-fidelity wake simulators are AMR-Wind [17], which perform LES for
atmospheric boundary layer flows and is often used to simulate the background flow
when coupled with a near-body solver; Xcompact3d [18], which is Fortran-based
framework of high-order finite-difference flow solvers for LES.

1.2 Overview of the thesis

1.2.1 Goals of the project

In the previous section, three different fidelity classes of wake simulation tools were
discussed, highlighting the state of the art for both steady and unsteady solvers.
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Based on this overview, it is evident that each class has its own advantages and
disadvantages. This project seeks to advance the understanding and prediction of
wake effects in offshore wind farms, particularly focusing on dynamic features. These
insights could be valuable for layout optimization, energy production enhancements,
and control strategies development. Ultimately, this study could contribute to the
sustainable growth of offshore wind energy. The goals of this thesis are the following.

1. The primary goal is to investigate how low- and medium-fidelity dynamic wake
modeling tools can effectively capture unsteady wake features while maintain-
ing a low computational cost. To achieve this objective, a comparison of
different solvers is conducted to highlight differences in terms of runtime and
accuracy for a simple wind farm configuration.

2. The secondary goal is to explore the capabilities and limitations of the dy-
namic engineering wake modeling framework UFLORIS, developed at the von
Karman Institute for Fluid Dynamics (VKI) where this project was conducted.
The objective is to address issues within the source code of the solver and pro-
pose modifications that could enhance simulations for both simple idealized
and real full offshore wind farms.

1.2.2 Thesis outline

The structure of this thesis is outlined as follows.
Chapter 2 provides an overview of the wake modeling frameworks utilized in this

project: FLORIS, including its steady engineering wake models; FLORIDyn and
FLORIDYn, both low-fidelity dynamic wake modeling frameworks; and FAST.Farm,
the sole medium-fidelity solver considered.

Chapter 3 describes the set up of three test cases. The initial section conducts
a comparison of the wake modeling solvers discussed in this chapter. This com-
parison is based on a simple layout with three turbines in a row, along with a
time-varying upstream turbine yaw control, aiming to demonstrate the capabilities
of the low-fidelity solvers in capturing unsteady wake features in contrast to their
steady counterparts. Subsequently, the results are compared with those obtained
using FAST.Farm. The second section introduces a simplified test case designed
for a comprehensive analysis of UFLORIS, detailing the modifications and enhance-
ments made in the code. Finally, a real case study is described wherein UFLORIS
is applied to simulate the full Belgian-Dutch cluster in the North Sea.

Chapter 4 presents the simulation outcomes from the preceding chapter. This
chapter is divided into three sections corresponding to the three test cases. Detailed
result analyses are provided along with recommendations for potential future work.

The conclusions, addressing the project’s goals outlined in this chapter, are pre-
sented in Chapter 5.
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Chapter 2

Wake modeling frameworks

2.1 FLORIS

The first wake modeling software used in this thesis is FLOw Redirection and In-
duction in Steady State (FLORIS) [9], which is an open-source control-focused wind
plant simulation tool developed by National Renewable Energy Laboratory (NREL)
and Delft University of Technology with support from the U.S. Department of En-
ergy Wind Energy Technologies Office.

Within the FLORIS framework, various low-fidelity steady-state wake models
are incorporated. These models enable the prediction of wind farm performance
by accounting for wake effects while keeping computational costs low; however, it’s
important to note that FLORIS neglects dynamical effects in its simulations. The
models within FLORIS are commonly constructed as a blend of velocity deficit and
wake deflection models, and some also incorporate custom turbulence and combi-
nation models. Thus, in general, a wake model is composed of four submodels: the
velocity deficit model, responsible for describing the wake velocity profile for a sin-
gle turbine wake; the deflection model to compute the lateral displacement and the
change in the wake shape due to yaw misalignment; turbulence model, represent-
ing the added-turbulence effects introduced in the flow field by operation of a wind
turbine; wake combination model to account for merging of the wakes in the flow
domain.

The following provides an overview of the most common wake models currently
available in FLORIS: Jensen, Gauss-Curl-Hybrid (GCH) and Cumulative-Curl (CC).
In particular, more details are provided on the GCH model, as it is the only one
effectively utilized in this thesis work. This choice stems from the model’s in-depth
validation and demonstrated robustness other than the necessity to make a fair
comparison with the wake model implemented in the solvers presented in the next
sections. Finally, we discuss the different wake combination models available.

2.1.1 Jensen

The Jensen model [27] is one of the oldest velocity deficit models and it is still widely
used due to its simplicity and relatively good accuracy. It was developed in 1983
by N.O. Jensen, who derived the model from the conservation of momentum, thus
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Figure 2.1: Schematic representation of the Jensen velocity deficit model. Figure adapted
from [26].

adding physics to the model. The two main assumptions of the model are: the wake
has a conical shape expanding linearly with increasing downstream distance from
the turbine rotor and the wind speed is homogeneous in each wake plane. Thus,
downstream of the originating wind turbine, the wake cone diameter Dw develop
with a constant expansion coefficient, kw, following the expression

Dw = D + 2kwx (2.1)

where D is the rotor diameter and x indicates the axial distance from the turbine.
Based on the second assumption, it follows that the wake velocity deficit ex-

hibits a top-hat distribution: the velocity profile at each wake plane is constant
and it abruptly adapts to the free stream speed outside the wake boundaries. The
analytical expression for the velocity deficit is

U − u = U(1−
√
1− CT )

(
D

Dw

)2

(2.2)

where U is the free stream velocity, u is the wind speed at distance x from the turbine
rotor and CT is the thrust coefficient evaluated with the velocity at the rotor. Figure
2.1 shows a schematic visualization of the top-hat velocity distribution in the conical
wake.

The wake expansion coefficient is the only empirical parameter governing the
wake development and thus it must be selected taking into account the characteristic
of the inflow to be simulated. A value which lies in the range of 0.02− 0.05 assures
good agreement with the typical atmospheric stability and turbulence conditions
for offshore applications. Thus, for a fixed value, no change in the wake field is
expected for different turbulence intensity values. Moreover, since FLORIS doesn’t
allow the selection of different kw values for each turbine, the Jensen model does
not account for the wake sensitivity to turbulence development. Since the velocity
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Figure 2.2: Top view of the velocity field in the Jensen-Jimenez model for both an aligned
and yaw-misaligned wind turbine when the wind blows from the west. The plot, obtained
in the FLORIS framework, is only intended to give a schematic view of the wake shape.

deficit is inversely proportional to the square of the wake diameter, it is clear that
a higher value of the wake expansion parameter results in greater wake recovery.
Therefore, a higher wake expansion parameter typically translates to increased power
output for downstream turbines. Additionally, as higher turbulence levels also lead
to faster wake recovery, and since turbulence intensity cannot be directly input into
the Jensen model, the selection of kw should consider the effect of turbulence as well.
Generally, greater values of turbulence intensity are associated with higher kw. In
Peña, Réthoré, and Laan [26], the following relationship is suggested

kw = 0.4I (2.3)

where I is the turbulence intensity.

Regarding the wake deflection due to yaw misalignment, the Jensen model is typ-
ically associated with the Jimenez model [28]. The skew angle, which is the angle
with respect to the free stream velocity, is defined as

Θ =

(
D

Dw

)2

cos2 γ sinγ
CT

2
(2.4)

where γ is the turbine yaw angle relative to the incident wind direction. A visu-
alization of the application of the Jimenez deflection model to the Jensen model is
provided in Figure 2.3.

2.1.2 GCH

The Gaussian-Curl-Hibryd (GCH) wake model is implemented based on the Gaus-
sian model by Bastankhah and Porté-Agel [29] and Niayifar and Porté-Agel [30],
incorporating some approximations of the curl model by Martínez-Tossas et al. [31].
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Figure 2.3: Schematic showing of the Jensen-Jimenez model. Figure adapted from [28].

2.1.2.1 Velocity deficit and turbulence models

The Gaussian wake model determines the streamwise velocity deficit at any location
within a turbine’s wake by employing analytical formulations derived from Reynolds-
averaged Navier–Stokes (RANS) equations. The wake model is established on the
principles of self-similarity theory for free shear flows, thus the Gaussian shape
distribution remains constant along the streamwise direction. In this model there
are a near wake zone and a far wake zone which assume different formulations for
wake recovery. In the near wake there is the potential core, a conical region where
both velocity and flow angle are constant. The analytical expression for the wake
velocity deficit in yawed condition is the following:

U − u = U

(
1−

√
1− CT cos γ

8(σyσz)/D2

)
e
−

(y−yj−δ)2

2σ2
y

− (z−zh)2

2σ2
z (2.5)

Here, δ is the wake deflection, yj the turbine rotor center location in spanwise
direction, zh the turbine hub height, γ the turbine yaw angle; σy and σz are the
wake width in y and z directions. The different values for the standard deviation
of the Gaussian velocity distribution is due to the fact that the wake develops at
different expansion rates [23]. These are defined as

σz

D
= kz

x− x0

D
+

σz0

D
where

σz0

D
=

1

2

√
ur

U + u0

(2.6)

σy

D
= ky

x− x0

D
+

σy0

D
where

σy0

D
=

σz0

D
cos γ (2.7)

In the latter equations, ur refers to the velocity at the rotor location, u0 is the
velocity in the potential core and ky and kz define the expansion rate respectively
in lateral and vertical directions. The expansion rates depends on the turbulence
intensity and on two other parameters, ka and kb:

ky = kz = kaI + kb (2.8)
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Figure 2.4: Top view of the velocity field in GCH model for both an aligned and yaw-
misaligned wind turbine when the wind blows from the west. The plot, obtained in the
FLORIS framework, is only intended to give a schematic view of the wake shape.

The default parameter values in FLORIS are ka = 0.38 and kb = 0.004.
Indicating with I0 the initial ambient turbulence intensity (one input in the

FLORIS framework) and with NT,up the number of upstream turbines in the plant
that add turbulence to I0 at a downstream turbine location, the turbulence intensity
is defined as

I =

√√√√NT ,up∑
j=0

(I+j )
2 + I20 (2.9)

Notice that in FLORIS all turbines within a 15D distance give a non-zero contribute
in 2.9. Based on the work of [32], the following formula is used to calculate the added
turbulence intensity:

I+j = kf,aa
kf,b
j I

kf,c
0 (x/Dj)

kf,d (2.10)

where Dj the rotor diameter of turbine j; kf,a, kf,b, kf,c and kf,d are parameters
of the model that weight the foreign turbulence influence; aj is the axial induction
factor of turbine j, which is calculated based on the actuator disc theory as follows:

a =
1

2
(1−

√
1− CT ) (2.11)

where the subscript j has been omitted for simplicity. The axial induction factor
is defined as the ratio between the velocity deficit behind the turbine rotor and the
undisturbed wind speed; it represents the reduction in wind speed experienced by
the flow passing through the rotor disc.

2.1.2.2 Wake deflection model

The wake deflection model used to account for wake steering applications is the one
based on the Gaussian deflection derived by Bastankhah and Porté-Agel [23].
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Figure 2.5: Schematic of the Gaussian wake of a yawed turbine. Figure adapted from
[23].

The deflection angle at the rotor location, due to yaw error, is approximated
with the following equation:

Θ =
0.3γ

cos γ
(1−

√
1− CT cos γ) (2.12)

The wake deflection for near wake is then defined as

δ0 = x0 tanΘ (2.13)

where x0 indicated the start of the far wake, i.e. the near wake length, and is
computed as

x0

D
=

(1 +
√
1− CT ) cos γ√

2[4αI + 2β(1−
√
1− CT )]

(2.14)

where α and β are two parameters that can be set in the FLORIS framework; typical
values in the GCH model are α = 0.58 and β = 0.077.

The deflection in the far wake region is then defined as

δ = δ0 +
γE0

5.2

√
σy0σz0

kykzCT

ln

(1.6 +√CT )
(
1.6
√

σyσz

σy0σz0
−
√
CT

)
(1.6−

√
CT )

(
1.6
√

σyσz

σy0σz0
+
√
CT

)
 (2.15)

where E0 = C2
0 − 3e1/12C0 + 3e1/3 and C0 = 1− u0/U .

A visualization of the Gaussian wake shape of a yawed turbine is offered in Fig-
ure 2.5, where the variables are indicated for both the near and far wake.

2.1.2.3 Secondary wake effects

Compared to the original Gaussian wake model, the GCH introduces significant
modifications while retaining many advantages of the underlying model. Specifically,
vortices are introduced into the wake using the approximations of the curl model
presented by Martínez-Tossas et al. [31]. These vortices are crucial for accounting
for three phenomena:
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1. they drive a yaw-based wake recovery process, leading to increased power in
downstream turbines under yaw misalignment conditions of upstream turbines;

2. the interaction of counter-rotating vortices with the atmospheric boundary
layer induces wake asymmetry;

3. vortices generated in wake steering are transported over long distances, in-
fluencing downstream turbines and causing the so-called secondary steering
effect.

Details of these secondary wake effects introduced in the GCH model can be found
in the work of [33]. Here, only the main principles are given.

To include the aerodynamics of the curled wake it is necessary to compute in the
model also the transversal wake velocities, which are induced by two types of vor-
tices: wake rotation and counter-rotating vortices. The first one is caused by the
wake rotation which needs to be included since it naturally drives the wake in a
preferred direction due to the rotation imposed. The wake rotation vortex strength
is defined as

Γwr =
π(a− a2)UD

λ
(2.16)

where λ is the tip-speed ratio (or TSR) which is a settable parameter in the FLORIS
framework. TSR is defined as the ratio of the tangential velocity at blade tip and
the actual wind speed.

The spanwise and vertical wake velocities induced by wake rotation are defines
as

Vwr =
Γwr(z − zh)

2π[(y − yj)2 + (z − zh)2]

(
1− e

−(y−yj)
2−(z−zh)2

ε2

)
(2.17)

Wwr =
−Γwr(y − yj)

2π[(y − yj)2 + (z − zh)2]

(
1− e

−(y−yj)
2−(z−zh)2

ε2

)
(2.18)

where ε = 0.2D, similar to [31].

In addition to the wake rotation, the model also includes counter-rotating vortices.
When a turbine operates in wake steering conditions, it sheds a series of counter-
rotating vortices at the rotor. In the GCH model, this collection of vortices is simply
represented by a pair of two large vortices: one at the top and one at the bottom.

The circulation strength for these vortices is defined as

Γ =
π

8
ρDUCT sin γ cos2 γ (2.19)

where ρ is the air density. Γtop and Γbottom are computed considering the velocities at
top and bottom of the rotor using the equation written above. Thus, the transversal
wake velocities due to the counter-rotating vortices are defined as

Vtop =
Γtop(z − zh +D/2)

2π[(y − yj)2 + (z − zh −D/2)2]

(
1− e

−(y−yj)
2−(z−zh−D/2)2

ε2

)
(2.20)
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Vbottom =
Γbottom(z − zh −D/2)

2π[(y − yj)2 + (z − zh +D/2)2]

(
1− e

−(y−yj)
2−(z−zh+D/2)2

ε2

)
(2.21)

Wtop =
−Γtop(y − yj)

2π[(y − yj)2 + (z − zh −D/2)2]

(
1− e

−(y−yj)
2−(z−zh−D/2)2

ε2

)
(2.22)

Wbottom =
−Γbottom(y − yj)

2π[(y − yj)2 + (z − zh +D/2)2]

(
1− e

−(y−yj)
2−(z−zh+D/2)2

ε2

)
(2.23)

To account for the ground effect, a mirrored dummy turbine is placed above the
ground in the model, thus including mirrored vortices as described in Martínez-
Tossas et al. [31].

The total spanwise and vertical wake velocities are defined as

Vw = Vtop + Vbottom + Vwr + Vtop,g + Vbottom,g + Vwr,g (2.24)

Ww = Wtop +Wbottom +Wwr +Wtop,g +Wbottom,g +Wwr,g (2.25)

where the subscript “g” refers to the ground effect velocity component.
Finally, to account for the dissipation rate of the vortices as they move down-

stream, the formulation for the transversal wake velocities is

V = Vw

[
ε2

4νT
(x−xj)

U
+ ε2

]
(2.26)

W = Ww

[
ε2

4νT
(x−xj)

U
+ ε2

]
(2.27)

where νT is the turbulent viscosity and is computed using a mixing length model as
described in King et al. [33].

The definition of transversal wake velocities in the GCH model enables the incorpo-
ration of yaw-added wake recovery: enhanced wake recovery occurs in yaw misalign-
ment conditions because of the large-scale flow entrainment into the turbine wake
field. The extra wake recovery is calculated in the GCH model by defining an added
turbulence mixing term Imixed induced by the previously mentioned counter-rotating
vortices. For more information on how Imixed is calculated, please refer to [33].

The previously discussed vortices propagate in the field and directly influence tur-
bines located downstream of the generating turbine in a phenomenon known as
secondary steering. Specifically, the transversal wake velocities generated by these
vortices act similarly to an effective yaw angle, affecting the shape of wakes down-
stream as if the downstream turbines were also implementing wake steering, even
under aligned conditions. In the GCH model this secondary steering effect is in-
cluded defining the effective yaw angle γeffective, which is computed as the difference
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Figure 2.6: Visualization of the secondary wake effects. The expected deflection from
the Gaussian model is depicted in grey, while the deflection model based on yaw-added
recovery and secondary steering effects, as included in the GCH model, is shown in red
[33].

between the velocity direction (based on the calculation of transversal components)
and the downstream turbine direction. Thus, indicating with γturb the yaw error
actually applied by the downstream turbine, the total yaw angle used to compute
the wake deflection is

γ = γturb + γeffective (2.28)

Figure 2.6 provides a visualization of the changes in the deflection model resulting
from the inclusion of secondary wake effects. The wake predicted by the Gaussian
model is depicted in grey, while the wake predicted by the GCH model is shown
in red. The spanwise and vertical velocities induced by the yaw misalignment of
the upstream turbine contribute to an added recovery effect, leading to improved
wake recovery with a larger wake expansion for the upstream turbine. Additionally,
in the GCH model, although the downstream turbine is not actively implementing
wake steering, its wake is deflected based on the effective yaw angle; instead, in the
Gaussian model the downstream turbine wake centerline is perfectly aligned with
the axis of the turbine rotor.

2.1.3 CC

The Cumulative-Curl (CC) model [34] is an extension of the GCH model that incor-
porates enhancements aimed at improving the accuracy of simulations for large wind
farms. Specifically, the GCH model tends to exhibit rapid wake recovery, leading to
underestimated wake losses. The CC model addresses this issue by introducing mod-
ifications that better capture wake dynamics, thus enhancing the overall predictive
capability for large-scale wind energy systems.

Firstly, the CC model replace the SOSFS combination method (described in the
following subsection) implementing the formulations proposed by Bastankhah et al.
[35]; secondly, it substitutes the near wake model incorporating the super-Gaussian
velocity deficit described by Blondel and Cathelain [36]. These changes result in
a faster wake expansion in the near wake region that gradually slows down down-
stream; furthermore, the wake velocity deficit incorporates itself the combination
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Figure 2.7: Top view of the velocity field in the CC model for both an aligned and yaw-
misaligned wind turbine when the wind blows from the west. The plot, obtained in the
FLORIS framework, is only intended to give a schematic view of the wake shape.

model, eliminating the need for a separate superimposition model.
The velocity deficit is defines as:

U − u = UCne
− 1

2
r̂m

σ2
n (2.29)

Here r̂ is the radial distance from the wake center normalized with the turbine
diameter, σn is the defined as

σn = k
x− xj

D
+ ε where k = asI + bs (2.30)

where as and bs are model parameters and ε is function of the thrust coefficient
as reported in the work by Bay et al. [34]; m is the super-Gaussian order and is a
function of the downstream distance from the rotor so that m assumes larger values
close to the rotor and smaller values downstream as defined by the relationship

m = afe
bf

x−xj
D + cf (2.31)

where af , bf and cf are model parameters; finally the Cn is the velocity deficit
amplitude which includes itself a combination method (for further details see [34]).

2.1.4 Wake combinations models

Different wake combination models are implemented in the FLORIS framework to
compute the velocity deficit when multiple wakes superimpose:

• Freestream Linear Superposition (FLS). This model simply add the wake
velocity deficits

∆u =
Nt∑
j=1

∆uj (2.32)
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where Nt is the number of turbines whose wake needs to be combined and ∆uj

is the original wake velocity deficit of turbine j.

• Max. This model define the velocity deficit by selecting the maximum

∆u = max
1≤j≤Nt

∆uj (2.33)

• Sum of Squares Freestream Superposition (SOSFS) [37]. As its name
suggests, the velocity deficit in this combination model is computed using the
sum of squares of the velocity deficits:

∆u =
Nt∑
j=1

∆u2
j (2.34)

The Jensen and GCH models are generally coupled with the SOSFS model, although
the other combination models mentioned above can also be used.

2.2 FLORIDyn

In this section an overview of the FLORIDyn model is offered.
FLOw Redirection and Induction Dynamics (FLORIDyn) is a parametric low-

fidelity wake model for dynamic wind farm simulations. The model is designed for
wake effects prediction in wind plants, controller performance assessment and can
be used for control-oriented studies.

FLORIDyn is derived from the steady-state wake model FLORIS. Both models
predicts the mean wind park flow using highly simplified physics at low computa-
tional cost but if with FLORIS the unsteady features of the wake are neglected,
with FLORIDyn the time delays between changes in the control settings and their
effects on the downstream wind turbines are taken into account; these delays are
due to the finite time requested for the wake advection in the wind farm. So this
dynamic model accounts for the wake unsteady attributes also allowing the simula-
tion of heterogeneous and time-varying wind conditions.

The FLORIDyn model was initially presented in the work of Gebraad and Winger-
den [38] as an extension of the steady-state counterpart [25]. For the sake of clarity in
the following they will be referred to as the Zone FLORIDyn and the Zone FLORIS
models. A new version of the dynamic model was build upon the work by Bas-
tankhah and Porté-Agel [23], known as the Gaussian FLORIS model; this revised
model is referred to as the Gaussian FLORIDyn model [11]. The MATLAB code
[39] used in this thesis is built upon the latter version.

2.2.1 The Zone FLORIDyn model

Building upon its FLORIS counterpart, the Zone FLORIDyn model combines static
nonlinear mappings that delineate the wake velocity profile, utilizing an augmented
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Figure 2.8: Illustration of the zones defined in the Zone FLORIDyn model [38].

Jensen model [27, 40], and the yaw-induced wake deflection, derived from [28]. Fur-
thermore, it incorporates a state-space model that elucidates the advection of control
settings changes along the wake.

2.2.1.1 Zones

Adhering to the FLORIS model, in the dynamic model the wake is partitioned into
distinct zones, as illustrated in Figure 2.8. Unlike the original steady-state model,
FLORIDyn further subdivides the three zones (near wake, far wake and mixing zone)
into left and right segments. Additionally, a new zone is introduced to characterize
the free stream, resulting in a total of 7 wake zones.

2.2.1.2 Observation points

Within each wake zone of every wind turbine, a number of Observation Points
(OPs) is defined; these OPs serve as locations for computing local wake character-
istics. Thus for each turbine a finite set of OPs are present in the flow field. In
particular, the OPs are generated at the rotor plane and propagate downstream
with the effective wind speed they represent.

At each time step, a new set of OPs are generated at the turbine location and a
mass of air moves from one OP to the next one downstream. Thus, turbine and flow
variables measured at the rotor plane are transmitted along the OPs chains using
the time update laws written in the following. Subsequently, these variables are
utilized to calculate the wake characteristics. Moreover, in this unsteady model the
axial distances between the OPs are dynamically adjusted based on the estimated
wind velocity between them.

In Figure 2.9 is illustrated the state update mechanism used in FLORIDyn:
during each time step, certain variables, such as the turbine yaw angle γT , the axial
induction factor aT , and the free stream velocity UT , either directly measured at
the turbines or estimated from turbine measurements, are sequentially transmitted
downstream with the convection of the OPs. Utilizing these quantities, local wake
properties, including lateral position and velocity, are computed at each OP using
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Figure 2.9: Illustration of the state update methodology used in FLORIDyn [38].

the FLORIS model laws. Consequently, at the initial OP, the impact of a yaw
change becomes evident after one time step, and at the next OP, the effects of
the yaw properties from two time steps ago are observed, and so forth. The same
temporal relationship applies to the axial induction and the free stream velocity,
creating a cascading observation of their effects along the wake.

2.2.1.3 State update laws

The world coordinates system (x, y) is the one illustrated in Figure 2.8 with x
pointing in downwind direction and y along the cross-wind direction. The turbine
locations in the wind plant are (xT (t), yT (t)).

We use the index z ∈ {1, ..., 7} to count the different zones in the wake, t ∈
{1, ..., NT} to number the turbines in the wind farm with NT the total number of
turbines in the plant. The index k is used to denote the time step. Indicating the
total number of OPs in a wake zone with NP , we use p ∈ {1, ..., NP} to index the
OPs of a turbine in a zone. Thus with xt,z,p,k and ut,z,p,k we indicate respectively
the position and the velocity of an OP p in the wake zone z of a turbine t at the
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time step k.
Assuming that the velocity between two consecutive OPs is constant along the

wake and indicating with ∆K the time step length, the time updated law for the
OPs downwind positions is:

xt,z,1,k+1

xt,z,2,k+1
...

xt,z,NP ,k+1

 =


0 0
1 0

. . . . . .
0 1 0


︸ ︷︷ ︸

[A]


xt,z,1,k

xt,z,2,k
...

xt,z,NP ,k

+


1
0
...
0


︸︷︷︸
[B]

xT (t) + [A]


ut,z,1,k

ut,z,2,k
...

ut,z,NP ,k

∆K

(2.35)
∀t ∈ {1, ..., NT}, z ∈ {1, ..., 7}

Adopting the same notations as above, the update state laws for the delayed turbine
measurements are:

Ut,z,1,k+1

Ut,z,2,k+1
...

Ut,z,NP ,k+1

 = [A]


Ut,z,1,k

Ut,z,2,k
...

Ut,z,NP ,k

+ [B]UT (t, k) ∀t ∈ {1, ..., NT}, z ∈ {1, ..., 7}

(2.36)


χt,z,1,k+1

χt,z,2,k+1
...

χt,z,NP ,k+1

 = [A]


χt,z,1,k

χt,z,2,k
...

χt,z,NP ,k

+ [B]χT (t, k) ∀t ∈ {1, ..., NT}, z ∈ {1, ..., 6}

(2.37)
with χ = γT or aT . Note that the yaw angle and the induction factor are inherited
by the OPs only in zones 1 to 6 since the free stream zone isn’t influenced by these
turbines variables.

For more details on the equations used in FLORIDyn for the computation of
the wake characteristics and on the Zone FLORIDyn model parameters refer to
Gebraad et al. [25]. No further information about this version of the unsteady
model is given since the framework used in this thesis is built upon the revised
version of FLORIDyn.

2.2.2 The Gaussian FLORIDyn model

The Zone FLORIDyn model has some limitations: it cannot account for shear and
veer effects due to the two-dimensional flow, its simulations are confined to single
wind direction cases, and it does not incorporate turbulent effects since the Jensen
velocity deficit model is insensitive to turbulence intensity parameter changes. Addi-
tionally, because of the speeds used for the propagation of OPs, there is a possibility
of overlapping in certain regions of the wake, leading to a potentially inaccurate
computation of the wake.
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Figure 2.10: Illustration of the 3 regions in the Gaussian wake [11].

In order to overcome this shortcomings, a new version of FLORIDyn was de-
veloped by Becker et al. [11] building upon the steady model by Bastankhah and
Porté-Agel [23]. This work defines a parametric, three-dimensional wake with a
Gaussian-shape velocity deficit in the wake. The unsteady wake model is known as
the Gaussian FLORIDyn model.

The Gaussian model was briefly introduced in the description of the GCH wake
model in the FLORIS framework (see Subsection 2.1.2), although the formulations
differ slightly. For clarity, further details regarding the equations involved are pro-
vided here, written in the form as implemented in the FLORIDyn framework.

2.2.2.1 Coordinate systems

Following the nomenclature used in [11], a distinction is made between the global
coordinate system (x0, y0, z0) and the wake coordinate system (x1, y1, z1). In the
former x0 y0 and z0 are respectively the longitudinal, latitudinal and vertical axes
in the global reference system. Whereas, in the (local) wake coordinate system x1

points in the downwind direction, y1 in the horizontal cross-wind direction and z1
in the vertical direction; moreover, in the local system the rotor centre is always
located at (0, 0, 0).

2.2.2.2 Regions in the Gaussian FLORIDyn

The Gaussian model identifies 3 regions in the wake, as illustrated in Figure 2.10:
potential core, near wake and far wake region. It is emphasized that, unlike what is
described in Subsection 2.1.2, here the near wake zone does not include the potential
core. Each area is characterized by the reduction factor r = ∆u/U where U is the
free stream wind speed and ∆u = U − u is the velocity deficit in the wake at hub
height.

2.2.2.3 Potential core and near wake

By definition, the potential core is a cone-shape region where the velocity is uniform.
After the distance xc the potential core ends and the velocity profile assumes a self-
similar Gaussian distribution. According to [23], the reduction factor in the potential
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core and in the near wake areas are respectively:

rpc = (1−
√

1− CT ) (2.38)

rnw = (1−
√
1− CT )e

− 1
2

[(y1−δ)−wy,pc/2]
2

s2y
− 1

2

[z1−wz,pc/2]
2

s2z (2.39)

which are valid for 0 ≤ x1 ≤ xc, where xc. In the equations above CT is the thrust
coefficient, wy,pc and wz,pc describes the core width in two cross-wind directions, δ
is the wake deflection; sy and sz defines the shear layer width and varies from 0 at
x = 0 to sy = σyc, sz = σzc with

σyc =

√
1

8
D cos γ (2.40)

σzc =

√
1

8
D (2.41)

where D is the rotor diameter and γ is the yaw angle.

The length of the potential core normalized with the rotor diameter is

xc

D
=

(1 +
√
1− CT ) cos γ√

2[α∗I + β∗(1−
√
1− CT )]

(2.42)

where α∗ and β∗ are two of the 13 model parameters and I is the ambient turbulence
intensity, defined in Equation 2.9.

2.2.2.4 Far wake

By following [23], the reduction factor in the far wake region is:

rfw =

(
1−

√
1− CT cos γ

8σyσz/D2

)
e
− 1

2

(
y1−δ
σy

)2
− 1

2(
z1
σz
)
2

(2.43)

The normalized standard deviations of the Gaussian velocity in the far wake region
along y1 and z1 are defined as:

σy

D
= ky

x1 − xc

D
+

cos γ√
8

(2.44)

σz

D
= kz

x1 − xc

D
+

1√
8

(2.45)

The parameters ky and kz are determined using Equation 2.8.
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2.2.2.5 Wake deflection

From [23], the normalized wake deflection equations for near wake, x1 ≤ xc, and for
far wake, x1 > xc, are respectively:

δ

D
= Θ

x1

D
(2.46)

δ

D
=Θ

x1

D
+

Θ

14.7

√
cos γ

kykzCT

(2.9 + 1.3
√
1− CT − CT )

× ln

(1.6 +√CT )
(
1.6
√

8σyσz

D2 cos γ
−
√
CT

)
(1.6−

√
CT )

(
1.6
√

8σyσz

D2 cos γ
+
√
CT

)
 (2.47)

where the total deflection angle at the rotor, Θ, is calculated as described by Equa-
tion 2.12.

2.2.2.6 Atmospheric stability

The wind speed is the only variable that changes in the vertical direction. A power
law is used to define the free stream wind speed along z0:

U(z0)

U(z0 = zh)
=

(
z0
zh

)αs

(2.48)

where U(z0 = zh) is the wind speed at hub height, one input for the model, and αs

is the shear coefficient. According to [41], αs > 0.2 could be used when considering
atmospheric stable conditions, αs < 0.2 for unstable conditions. However, it is
stressed that the power law coefficient does not define the stability condition, which
is also influenced by the surface roughness. Examples for typical αs values, in
particular for offshore application, can be found in [42, 43].

As mentioned above the Jensen model, on which the Zone FLORIDyn is based,
neglects the effect of the turbulence intensity. Instead the Gaussian model takes into
account this influence, also considering added turbulence caused by nearby turbines
(Crespo and Hernández [32]).

This is explicated in Equation 2.8, in which the wake expansion parameters are
directly related to the ambient turbulence intensity. The turbulence intensity and
the added turbulence intensity are described respectively in Equation 2.9 and 2.10

2.2.2.7 Turbine power

For a given turbine in the wind plant, the following formula, derived from [25], is
used:

P =
1

2
ρAU3

TCPη(cos γ)
pp (2.49)

where ρ is the air density, A = πD2/4 is the rotor-swept area, U3
T the effective

velocity at the rotor plane, CP is the power coefficient for zero-yaw, pp is a model
parameter for accounting for yaw misalignment effects on power and η is the turbine
efficiency.
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2.2.2.8 OPs in the revised model

Unlike the Zone FLORIDyn model, the Gaussian one is three-dimensional and has no
regions with defined boundaries. Thus in the revised model OPs must be generated
with an other methodology; in particular, an algorithm based on the sunflower
distribution by Vogel [44] is used.

Now Ops generated at the same coordinate follow each other forming a chain.
The number of chains per turbine, nc, and the number of OPs per chain, nOP , are
two parameters of the model.

In the previous version of the FLORIDyn model, OPs moved with their effective
wind speed, causing slower propagation of changes in the central wake regions com-
pared to the outer areas where the velocity deficit is less relevant. Consequently,
downstream turbines experienced noticeable delays in responding to state changes
(as showed from the comparison with SOWFA simulations results [11]), leading to
overlapping areas with distinct properties and creating ambiguity in the wake repre-
sentation. Instead, in the Gaussian FLORIDyn model OPs propagate with the free
stream, according to Taylor’s frozen turbulence hypothesis [45]. This eliminates the
issue of overlapping wake areas, as neighboring OPs now move at the same speed
and undergo similar state changes. This modification also reduces computational
load since OPs no longer need to calculate the influence of foreign wakes at every
time step, except for those at the rotor plane. Indeed the influence of foreign wakes
would be used only to determine the OPs effective wind speed, now equal to the
free stream velocity. Nonetheless, a trade-off arises: the state changes effects arrive
too quickly at downstream turbines, causing sudden adjustments.

Becker et al. [11] also include directional dependency in the wake orientation and
so in the OPs propagation. Hence it is introduced a rotational matrix [R0,1] to
transform a vector r1, defined in the global coordinate system, into r0, in the local
system of a turbine with rotor-centre t0:

r0 =

x0

y0
z0

 = t0 + [R0,1](φ)r1 =

x0,T

y0,T
z0,T

+

cosφ − sinφ 0
sinφ cosφ 0
0 0 1

x1

y1
z1

 (2.50)

where φ is the wind direction, assumed uniform in this equation.
In practice, each Observation Point is linked to two position vectors, r0,OP and

r1,OP , each within its own coordinate system. When OPs are generated the cal-
culation of r1,OP relies on the arrangement of OPs in the rotor plane, followed by
the computation of r0,OP using Equation 2.50 with the wind direction at the rotor
plane φ0,T . To update r0,OP from time step k to time step k + 1, firstly the OP
location in the wake coordinate system is updated, from r1,OP (k) to r1,OP (k + 1);
then the following equation is used:

r0,OP (k + 1) = r0,OP (k) + [R01](φ0,OP )[r1,OP (k + 1)− r1,OP (k)] (2.51)

Since each OP propagates with its own wind direction φ0,OP , in the Gaussian FLORI-
Dyn model it’s also possible to simulate heterogeneous wind speed cases. Figure 2.11
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Figure 2.11: Visualization of one OP step in the wake and world coordinate systems in
case of non-uniform wind direction [11].

visualizes how Equation 2.51 works; the position vectors index OP is omitted for
simplicity. In Figures 2.11.a and 2.11.b the wind direction is constant and the OP is
convected downstream as indicated by the dotted arrow. Whereas in Figures 2.11.c
and 2.11.d the wind direction is changed and thus the wake depicted in Figure 2.11.c
is no more accurate and so the wake coordinate system is rotated in Figure 2.11.d
coherently with the wind angle rotation. The change in wind direction affects only
the rotational matrix [R01](φ0,OP ), which is calculated differently, whereas r0 and
r1 remain the same in their own coordinate system.

2.3 UFLORIS

In this section the UFLORIS model by Foloppe et al. [12] is presented. This is
an extension of the FLORIS framework accounting for unsteady features like de-
layed wake advection between turbines in a wind farm, time-varying and spatially
heterogeneous wind conditions.

In the following an overview of the algorithm used in UFLORIS is given, also
highlighting the differences and similarities with the Gaussian FLORIDyn model.
Then a comparison between the two versions of the dynamic model, UFLORIS
corrected and “uncorrecte”, is provided.

Except where otherwise indicated, all formulations and theoretical dissertations
are derived from [12].

2.3.1 Outline of the simulation algorithm

UFLORIS falls into the low-fidelity wake models class to which also FLORIDyn
belongs. It is an analytical parametric model, which requires calibration; exploiting
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highly simplified physics it allows to compute the dynamic wake field in wind farms
at low cost.

This new dynamic model, developed at the von Karman Insitute for Fluid Dy-
namics, is inspired by the FLORIDyn model [11, 38]. The basic idea is the same:
at each time step, Observation Points (OPs) are generated and transported along
the wake, thus defining the unsteady field downstream of a wind turbine.

However, there are some differences between the two engineering models. Firstly,
whereas in FLORIDyn a number nc of OPs are generated at the rotor plane for each
turbine, in UFLORIS at each time step only one OP per turbine is created at the
rotor centre; so instead of utilizing multiple chains of OPs to span the entire wake,
the model employs a single chain which defines the wake centerline. In the second
place, in UFLORIS the OPs are convected with the velocities computed at their
location while in FLORIDyn they travel at the free stream speed. Even if the core
of FLORIDyn and UFLORIS is the same, differences can be found in the implemen-
tation of the laws. Indeed, UFLORIS exploits directly the FLORIS three modules
of the wake velocity, wake turbulence and wake combination only changing the way
the unsteady wake centerline is computed.

We use the index p ∈ {1, ..., NP} to index the OPs of a turbine and t ∈ {1, ..., NT}
to number the turbines in the wind plant; k indicates the time step. Thus, xt,p,k

and Ut,p,k = (ut,p,k, vt,p,k) denote respectively the location and the velocity vector in
the horizontal plane of an OP p of a turbine t at the time step k. Indicating with
∆K the time step interval and with (xC(t), yC(t), zC(t)) the rotor centre, the state
update law for the OPs are:

xt,1,k+1 yt,1,k+1

xt,2,k+1 yt,2,k+1
...

...
xt,NP ,k+1 yt,NP ,k+1

 =


0 0
1 0

. . . . . .
0 1 0


︸ ︷︷ ︸

[A]


xt,1,k yt,z,1,k
xt,2,k yt,2,k

...
...

xt,NP ,k yt,NP ,k

+

+


1
0
...
0


︸︷︷︸
[B]

[
xC(t) yC(t)

]
+ [A]


ut,1,k vt,1,k
ut,2,k vt,1,k

...
...

ut,NP ,k vt,NP ,k

∆K

(2.52)

As done in [12], it is assumed that in the cases simulated in this thesis the displace-
ment in the vertical direction of the OPs is negligible compared to the displacements
in the horizontal plane. Therefore, Equation 2.52 reflects a two-dimensional dynamic
model at the hub height.

The local velocities Ut,p,k for all OPs of each turbine are determined through
a FLORIS call (steady-state evaluation), considering the background free stream
velocity and the turbine settings at time step k.

Then, employing a similar approach utilized for yaw misalignment wake deflec-
tion, the wake is adjusted to align with the unsteady wake centerline, which is
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Figure 2.12: Flow chart of the simulation algorithm in UFLORIS.

defined by the OPs.
Disregarding the yaw misalignment, the unsteady wake centerline function is

defines as:
δ(xt,p,k − xt,1,k) = (yt,p,k − yt,1,k) (2.53)

The steps followed in the UFLORIS model are depicted in Figure 2.3.1. These are:

1. initialization of the simulation;

2. creation of a new OP at the rotor centre for each turbine;

3. convection of all OPs for each turbine using Equation 2.52;

4. calculation of the local velocities with a steady computation (FLORIS);

5. calculation of the wake deflection using Equation 2.53;

6. step forward k → k + 1, restarting the loop from step 2.

Before updating time, it’s also possible to compute the full flow field if a visualization
of the horizontal field is requested.

Note that since the total number of OPs, Np, increases during the initial phase,
also the computational cost rises before reaching a plateau.

2.3.2 UFLORIS corrected

Two versions of the model are available: the first one, indicated in [12] as UFLORIS,
and the improved one, UFLORIS corrected. Contrary to what is done by Foloppe
et al. [12], in this work these model versions are respectively indicated as UFLORIS
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Figure 2.13: Illustration of the state update methodology used in UFLORIS. Since the
corrected version of the model is considered, the turbine settings are transported by the
OPs and interpolated along the wake to compute the local velocities. A visualization of the
unsteady wake centerline deflection is offered. The indices t are omitted in the notation.
Figure modified from [12].

“uncorrected” and UFLORIS “corrected” or simply UFLORIS. The improved version
of the model accounts for the variation of the turbine yaw angle, γ, and the thrust
coefficient, CT , along the wake. Therefore, two versions have been used in this thesis:

• UFLORIS “uncorrected”. During the FLORIS call, the velocity deficit is ob-
tained considering the current turbine settings (γ, CT ). The shortcoming is
that this computation isn’t compliant with an unsteady approach.

• UFLORIS, the corrected model. In this version the OPs transport with them
the turbine settings evaluated at the time the OPs were created. Therefore,
the local velocities are computed considering the interpolations of closest γ
and CT .

In Figure 2.13 an illustration of the state update mechanism used in UFLORIS
(corrected) is offered. After time k the turbine is yawed of an angle γ; after three
time steps only the OPs created after the yaw rotation follow the deflected path. This
is how the delayed wake advection is accomplished. Moreover, each OP transports
the turbine settings, allowing the computation of the velocity field interpolating the
closest γ and CT .

2.4 FAST.Farm

FAST.Farm is a nonlinear time-domain multi-physics engineering tool designed for
predicting the power performance and structural loads of wind turbines within a
wind farm [24]. It is developed by the the National Renewable Energy Laboratory
(NREL) as an extension of the OpenFAST framework [46]. The latter is a multi-
physics, multi-fidelity tool for simulating the coupled dynamic response of wind
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turbines, which can be modeled for land or offshore application, on fixed-bottom or
floating substructures.

Hence, utilizing the OpenFAST tool, FAST.Farm solves the aero-hydro-servo-
elastic dynamics for each turbine in the plant, incorporating additional physics for
wind farm-wide ambient wind, a wind-farm super controller, and considerations for
wake velocity deficit, advection, deflection, meandering, and merging.

FAST.Farm can be classified as a medium-fidelity wake dynamic modeling frame-
works, ensuring accurate predictions while maintaining low computational cost.

In FAST.Farm the wake is modelled based on some of the principles of the
Dynamic Wake Meandering (DWM) model [14] but it also deals with some of its
limitations. More details are given in Subsection 2.4.4.

FAST.Farm is composed of multiple submodels representing different physics do-
mains of the wind farm. The submodels hierarchy, depicted in Figure 2.14, includes
the Wake Dynamics (WD) model, the Ambient Wind and Array Effects (AWAE)
model, the super controller (SC) and the OpenFAST (OF) module.

Globally FAST.Farm has four modules and one driver. For each wind turbine
in the farm one OF and WD instance is needed, wheres only one SC and AWAE
module is connected to the driver for the whole wind plant.

Figure 2.14: FAST.farm submodel hierarchy [24].
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Figure 2.15: Modules within OpenFAST [47].

2.4.1 FAST.Farm Driver

The FAST.Farm driver, often referred to as the “glue code”, serves to integrate the
multiple modules and drives the time-domain solution forward. Furthermore, this
driver reads a simulation parameter input file, validates the parameters, initializes
the modules, records results to a file, and deallocates memory upon completion of
the simulation.

2.4.2 Super Controller module

Within FAST.Farm, the Super Controller module empowers users to incorporate
wind farm-wide control strategies, enabling the exchange of commands between the
individual turbine controllers within OpenFAST. So the SC module allows the users
to implement directly their own wind farm-wide control strategies which possess the
capability to enhance overall power output and mitigate turbine loads on a global
scale. This could be achieved, for example, by adjusting wake deficits through
modifications in blade pitch or generator torque, and/or by redirecting wakes via
variation in nacelle yaw or tilt angles.

Inputs to the SC module consist of commands from individual turbine controllers,
sourced from the output of the OF module; conversely, outputs from the SC module
comprise global controller commands and commands for individual turbine con-
trollers, serving as inputs for the OF module.

2.4.3 OpenFAST module

The OpenFAST module is a wrapper that guarantee the integration of OpenFAST
with FAST.Farm. The OpenFAST framework models the dynamics, including loads
and motions, of individual turbines within the wind farm; it also captures environ-
mental factors such as wind inflow and, for offshore systems, waves, current, and
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Figure 2.16: Axisymmetric wake deficit (left) and meandered wake (right) [47].

ice, as well as the coupled system response of various components like the rotor,
drivetrain, nacelle, tower, controller, and, for offshore systems, the substructure and
station-keeping system of each turbine.

OpenFAST is based on different modules corresponding to distinct physical domains
within the coupled aero-hydro-servo-elastic solution, as shown in Figure 2.15.

Among all the modules, the noteworthy ones are: AeroDyn, responsible for com-
puting the aerodynamic loads on both the blades and tower; InflowWind which
handles the wind inflow within the domain; ElastoDyn which manage the structural
properties, initial conditions, and degrees of freedom for the rotor, tower, blades and
platform; ServoDyn in charge of regulating the wind turbine based on input from a
controller.

2.4.4 Wake Dynamics module

The Wake Dynamics module computes wake dynamics for each turbine, so one
instance per rotort is needed in FAST.Farm. It is composed by three modules: the
Wake Advection, Deflection and Meandering, the Near-Wake Correction and the
Wake-Deficit Increment submodels.

In FAST.Farm the wake is modelled based on the DWM model. This model
focuses on capturing crucial wake features, such as the wake deficit evolution for
precise wind farm power performance computation and such as wake meandering
and wake-added turbulence for turbine loads predictions. This model employs the
“splitting of scales” according to which the small turbulent eddies impact wake-deficit
evolution, whereas the large ones influence wake meandering. The wake meandering
evolution is treated in Larsen et al. [48] by modeling the meandering as a passive
tracer that transports the wake deficit transversely, both horizontally and vertically.

In FAST.Farm the passive tracer solution is expanded to include wake deflection
and advection and other physical improvements which offer several capabilities: the
ability for the wake centerline to be deflected resulting from inflow skew; the ca-
pacity for the wake to accelerate from near to far region; changes in wake deficit
evolution based on rotor conditions, exploiting a low-pass time filter; the ability for
the wake to meander not only transversely but also axially; an elliptical wake shape
when looking downwind in skewed flow conditions.

The Near-Wake Correction submodel within the WD module calculates the axial
and radial wake-velocity deficits at the rotor disk that are then used as inlet bound-
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ary condition for the Wake-Deficit Increment submodel. This correction aims to
enhance the accuracy of the far-wake solution by accounting for the decrease in wind
speed and radial expansion of the wake in the pressure-gradient zone (or near-wake
zone) behind the rotor, factors which wouldn’t be addressed using the Wake-Deficit
Increment submodel alone.

The Wake-Deficit Increment submodel allows to shift the quasi-steady-state wake
deficit downwind. In particular, the wake deficit evolution is based on the thin
shear-layer approximation of the RANS equations for quasi-steady conditions in ax-
isymmetric coordinates and with turbulence closure obtained using an eddy-viscosity
formulation [49]. In this approximation, the pressure terms are disregarded and the
velocity gradients in radial direction are assumed bigger than the ones in the axial
direction. Thus the equations of conservation of mass and momentum are respec-
tively:

∂Vx

∂x
+

1

r

∂

∂r
(rVr) = 0 (2.54)
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(
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)
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where Vx and Vr are the axial and radial velocities and where νT = νT (x, r) is the
eddy viscosity. In this thesis no more details are given concerning the wake dynamics
formulation, which can be found in the online documentation [24].

2.4.5 Ambient Wind and Array Effects module

The Ambient Wind and Array Effects module in FAST.Farm manages ambient wind
and wake interactions within the wind farm, incorporating the Ambient Wind sub-
model for processing wind conditions and the Wake Merging submodel for identifying
zones of wake overlap and for merging wake deficits across the wind plant.

FAST.Farm requires two resolutions of ambient wind: low-resolution for spa-
tial averaging of the wind across wake planes and high-resolution for accurate load
computations for individual turbines. The Wake Merging submodel identifies areas
of wake overlap in the wind plant and combines wake deficits using the root-sum-
squared method for axial components and vector sum for transversal components.

For the calculation, the AWAE module exploits wake volumes, defined as volumes
formed by cylinders connecting two consecutive wake planes.

In Figure 2.17 some of the main features of the AWAE modele are illustrated
for a simple two wind turbine layout. Wake planes, wake volumes and wake overlap
regions are illustrated; the green areas represent the high-resolution ambient wind
domains and the yellow dots define the low-resolution domain; the meandered tra-
jectory is defined connecting the center of the wake planes, here indicated as blue
points with an arrow representing the orientation of the corresponding wake plane.

The ambient wind data used by FAST.Farm can originate from either a high-fidelity
precursor simulation or the InflowWind module in OpenFAST.
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Figure 2.17: Illustration of the meandered wake with identification of wake planes, wake
volumes and wake overlap regions [47].

InflowWind allows to generate simple ambient wind scenarios, like uniform wind,
or synthetically generated turbulence thanks to, for example, TurbSim. Major de-
tails concerning how TurbSim works are given in the following subsection.

Alternatively, ambient wind can be generated by a precursor LES of the whole
wind plant, such as the Atmospheric Boundary Layer Solver (ABLSolver) prepro-
cessor of SOWFA [16]. If on one hand a LES ensures a better adherence to physics
compared to synthetic turbulence, on the other hand, the use of a high-fidelity
precursor requires higher computational cost.

2.4.6 TurbSim

TurbSim [50] is a stochastic, full-field, turbulent-wind simulator tool that is used to
generate time series of local wind speeds represented as three-component vectors in
a 2D vertical rectangular grid fixed in space. As stated above, its output can serve
as input for the InflowWind module in OpenFAST. Specifically, turbulent winds are
transmitted through the wind farm based on Taylor’s frozen turbulence hypothesis
[51]: by interpolating the fields generated by TurbSim, local turbulent wind speeds
defined in a 2D plane in TurbSim are used to create a 3D volume in OpenFAST.

TurbSim operates by first defining velocity spectra and spatial coherence in the
frequency domain; then, it utilizes an inverse Fourier transform to convert these into
time series data.

An important limitation is that it is not possible to prescribe a time-varying wind
direction in FAST.Farm using the turbulent inflow generated by TurbSim. The
TurbSim parameters V F lowAng and HFlowAng define respectively the mean ver-
tical and horizontal (crosswise) angles of the wind from the X-axis, defined by the
parameter PropagationDir in the InlowWind module.

Although the time-series data generated by TurbSim can be post-processed to in-
troduce a time-varying mean wind direction (i.e., defining a time-varying HFlowAn),
the InflowWind module marches the full field grids along a single propagation di-
rection set in the module, which can only assume a constant value. Consequently,
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Chapter 2. Wake modeling frameworks

while velocity vectors can be aligned with the desired variable direction, they are
still advanced along a single direction rather than the actual wind direction.

Without modifying the source code, there is no way to obtain accurate simula-
tions with a time-varying wind direction of the TurbSim wind. Instead, it is standard
practice to run many OpenFAST simulations (with different inflow parameters) at
fixed wind directions.

This is the reason why, in the comparison of FAST.Farm with low-fidelity wake
models presented in the next chapter, a test case with a variable wind direction is
not considered.
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Test cases

3.1 Comparison of the dynamic wake models

In this section, the intercomparison of the low- and medium-fidelity wake models
described in the previous chapter is carried out on a simple three wind turbines in
a row layout with time-varying upstream turbine yaw angle control. Firstly, the
comparison involves the low-fidelity models FLORIS, UFLORIS and FLORIDyn
using a steady wind inflow. Secondly, the engineering models are compared with
the medium-fidelity FAST.Farm framework, in which an unsteady turbulent inflow
condition is simulated.

The following describes the turbine settings used for the comparison, providing
an initial description of the turbine model adopted and instructions for the simula-
tion setup for the low-fidelity models with steady inflow and FAST.Farm in which
turbulent inflow is used.

3.1.1 Turbine type

The turbine model used in the simulations of this test case is the NREL 5MW which
is a conventional three-bladed upwind turbine developed at the National Renewable
Energy Laboratory. This turbine has been employed as a reference in several research
projects to establish offshore wind turbine standards and to conduct control-oriented
or design-oriented studies [52, 53].

The selection of the NREL 5 MW as the turbine model in the simulations for the
intercomparison of wake models is due to the accessibility of technical specifications,
including aerodynamic, structural, aeroelastic properties, and control strategies, and
to the availability in the turbine libraries of both FLORIS and OpenFAST.

The general specifications of the NREL 5MW are reported in Table 3.1; for
further details about aerodynamic and structural properties, the reader is referred
to the turbine technical report [54].

In Figure 3.1 it is given the power and thrust coefficient as functions of the wind
speed that are used for the power computation with the different wake models. The
figure also shows the four regions in which the operation life of a wind turbine is
divided. In region I, the wind speed is lower than the cut-in wind speed and is not
able to start the rotation of the turbine rotor. Region II lies between cut-in and
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Property Value

Rated power 5 MW
Rotor orientation Upwind
Blades number 3

Rotor, hub diameter 126 m, 3 m
Hub height 90 m

Cut-in, rated, cut-out wind speed 3 m/s, 11.4 m/s, 25 m/s
Cut-in, rated rotor speed 6.9 rpm, 12.1 rpm

Rated tip speed 80 m/s

Table 3.1: Properties of the NREL 5MW baseline wind turbine [54].

rated wind speed; in this operational zone, the turbine can generate power even
though not the nominal one and the control strategies aim at power maximization.
In region III, between rated and cut-out wind speed, the pitch control assures the
rotational speed to be the nominal one and the wind turbine produces the rated
power. Beyond the cut-out wind speed, there is the region IV where the turbine is
turned off to avoid structural failures due to too high wind speed.

Figure 3.1: Power and thrust curves as a function of wind speed for the NREL 5 MW.
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3.1. Comparison of the dynamic wake models

Figure 3.2: Schematic representation of the turbine configuration and yaw control used
for the test case; the time t0 indicates the initialization time.

3.1.2 Low-fidelity models

3.1.2.1 General setup

The simulation is set up using three NREL 5MW turbines in a row, with spacing
between them equal to seven diameters. A steady inflow is considered: the wind is
blowing from the west at 10 m/s. Regarding the turbine settings, at the beginning
of the simulation the three wind turbines are aligned with the wind direction and at
700 s the upstream turbine starts yawing reaching a final yaw angle of 30 degrees in
300 s; after that the upstream yaw angle is maintained for other 600 s. So a total
simulation time of 1600 s is considered.

3.1.2.2 Initialization time

A schematic representation of the layout and the yaw setting used for this test
case is offered in Figure 3.2, in which t0 is equal to 700 s and is referred to as the
initialization time since no unsteady features are captured.

Indeed, both UFLORIS and FLORIDyn, the two unsteady models, require a
certain amount of time during which there are no changes in the background flow
and the turbine settings. As described in the previous chapter, in these dynamic
wake models, the unsteady features are captured by defining the so-called Observa-
tion Points (OPs), which are convected downstream, defining the wake field. The
initialization time is selected to ensure that the OPs are transported through the
full domain. UFLORIS generally requires a longer initialization time compared to
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Figure 3.3: Visualization of the available OPs distribution modes within FLORIDyn:
from top to bottom there are 2D vertical, 2D horizontal and sunflower distribution modes
respectively.

FLORIDyn since in the former, OPs travel at local velocities, which are lower than
the wind speed, whereas in the latter, they travel at the free stream velocity. A
value of 700 s is sufficient to guarantee a proper quasi-steady initialization of the
UFLORIS simulation. Instead, a lower amount of time, such as 300 s, would be
needed in FLORIDyn. However, since this test case aims to compare the different
solvers, where possible, the same simulation settings are used in the two frameworks,
including the initialization time. For the same reason, the quasi-steady computation
of 700 s isn’t neglected in FLORIS, the steady solver.

Unlike UFLORIS, where a single chain of OPs is generated for each turbine to
define the wake centerline, FLORIDyn generates a number of chains nc of OPs at
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the turbine rotor. For the present test case, the default value of nc = 100 [11] is
considered. Additionally, since the simulation considers a condition of steady in-
flow, with the wind always blowing from west to east, a different number of OPs is
selected for the three turbines. For the upstream turbine, or turbine 1, each chain
contains nOP = 200; for turbines 2 and 3, the downstream turbines, nOP = 150 and
100 are considered respectively.

3.1.2.3 OPs settings

In FLORIDyn, there are currently three different modes for distributing OPs on the
rotor plane: sunrise, 2D horizontal, and 2D vertical. In the 2D vertical distribution
mode, OPs are generated and spread across two vertical planes positioned slightly to
the right and left of the turbine nacelle. In the 2D horizontal mode, two horizontal
planes are defined above and below the hub height. The sunrise distribution mode is
based on the Vogel distribution [44] and ensures an equal three-dimensional spread
of the OPs at the rotor plane. Figure 3.3 offers a visualization of the various OPs
distribution modes during the wake field initialization. It is noteworthy that in the
2D vertical and sunrise distribution modes, OPs above hub height travel faster due
to their convection with the free stream speed and the adoption in the simulation
of a shear law with a power coefficient αs = 0.12. For a proper comparison with
UFLORIS, where a single chain of OPs is generated, and to accurately define the
flow field at hub height, the 2D horizontal distribution mode is employed for this
test case.

Concerning UFLORIS, a set value for the number of OPs for each turbine is not
established. Instead, the default strategy embedded within the framework is em-
ployed: OPs generated at time step k are removed once all of them are transported
out of the domain. Given the simulation settings, it becomes evident that for this
test case, the number of OPs in the individual chain is determined by the OPs from
the wake of the upstream turbine.

3.1.2.4 Wake models

For the intercomparison, the Gaussian FLORIDyn framework is used. This unsteady
wake model is built upon the Gaussian FLORIS defined in the work of Bastankhah
and Porté-Agel [23]. Major details about the velocity deficit, deflection and turbu-
lence submodels are given in Subsection 2.2.2.

To ensure direct correspondence with FLORIDyn, simulations in FLORIS and
UFLORIS are conducted utilizing the GCH model [33]. This is an extension of the
Gaussian model that incorporates yaw-added wake recovery and secondary steering
effect. Further details about the wake model are given in Subsection 2.1.2.

The wake model parameters used in the three simulators are reported in Table
3.2. Different values for the added turbulence parameters are set in the GCH and
Gaussian models, as indicated in Table 3.3. All these values were previously adjusted
to ensure a fair intercomparison.
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Wind field Wake expansion Potential core Power

I0 αs ka kb α = α∗/4 β = β∗/2 η pp

0.06 [9] 0.12 [9] 0.38 [9, 11] 0.004 [9, 11] 0.58 [9, 23] 0.077 [9, 23] 1 [9] 1.8 [9, 38]

Table 3.2: Model parameter values used in three simulators, with references.

Wake model Added turbulence

kf,a kf,b kf,c kf,d

GCH 0.5 [9] 0.8 [9] 0.1 [9] -0.32 [9]
Gaussian 0.73 [11] 0.8325 [11] 0.0325 [11] -0.32 [11]

Table 3.3: Turbulence parameter values used in the GCH (FLORIS and UFLORIS) and
Gaussian (FLORIDyn) wake models, with references.

3.1.3 FAST.Farm setup

Here we describe the test case setup within the FAST.Farm framework, in which
turbulent inflow conditions are simulated. In particular, a total of twelve simulations
are conducted, considering different synthetically generated turbulence inflows in
TurbSim. The purpose of conducting twelve different simulations is to be able to
average the results and obtain a statically relevant solution, that can be more readily
compared with results obtained from low-fidelity wake models, in which we adopt
a steady inflow. This comparison allows for validation of the results obtained with
UFLORIS and FLORIDyn.

We begin by providing a broad overview of the model setup; then we describe
the selection of the main parameters in the FAST.Farm input file; finally, we outline
the settings of TurbSim for generating ambient wind data.

3.1.3.1 General setup

The twelve simulations are conducted using always the same modules input file but
involving different wind inflow originated from TurbSim. All simulations use a mean
wind speed of 10 m/s at hub height with a turbulence intensity of 6% and a shear
power law coefficient equal to 0.12. These values enable a fair comparison with the
results obtained from the low-fidelity wake modeling frameworks.

The total simulation time is 1200 s and the upstream turbine yaw control starts
at t = 300 s. The first 300 seconds of the simulation are omitted since some time
is needed for the initialization of the full wake field in the domain and we are only
interested in comparing the FAST.Farm results with those obtained with the low-
fidelity models starting from the time-varying yaw angle settings for the upstream
turbine.

The input files used are described in the following.

• Three OpenFAST input files, one for each wind turbine in the domain. These
files guarantee the integration of OpenFAST with FAST.farm, enabling to
obtain the aero-hydro-servo-elastic solution for each turbine in the layout.
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• One AeroDyn input file. This module is responsible for computing the aero-
dynamic loads on the blades and on the turbine tower.

• One ElastoDyn input file. This module contains structural properties, initial
conditions and flags for the degrees of freedom of the turbine components.

• One InflowWind input file. This module is responsible for defining the wind
inflow. For this test case, this input file just calls one of the twelve TurbSim
output files which contain the turbulent wind time-series.

• Three ServoDyn input files, one for each turbine. This module defines the
modeling options for the controller of the wind turbines. For this test case
we set a yaw maneuver of the upstream wind turbine with a rate of 0.1 deg/s
from 0 to 30 deg, starting at t = 300 s; instead the downstream turbines are
always aligned with the west-east direction.

• One FAST.Farm input file. This serves for the definition of the low- and high-
resolution domains for the wind farm simulation and the settings of the wake
dynamics parameters.

• Twelve TurbSim input files, used to generate the turbulent inflow for the
FAST.Farm simulations.

The OpenFAST, AeroDyn, Elastodyn, InflowWind and ServoDyn input files used
are the ones written for the NREL 5MW baseline wind turbine that can be found in
the GitHub repository of the NREL-supported OpenFAST and FAST.Farm regres-
sion tests [55]. The only difference can be found in the yaw control settings within
the ServoDyn module, described above. Conversely, tailored parameter values rele-
vant to this test case are configured within the FAST.Farm and TurbSim input files
according to the user’s guides [24, 50], and are described in the following.

3.1.3.2 FAST.Farm input file

In FAST.Farm, different domains are identified: a large low-resolution domain, in
which the wind farm is defined, and several smaller high-resolution domains, one
for each wind turbine, in which the aero-servo-elastic response of the single turbine
is computed. Following the parameter division as presented in the FAST.Farm
input file, we report in Table 3.4 the wind turbines settings, which includes their
location and the origin of the high-resolution domains, and in Table 3.5 all the other
simulation domain settings.

The positions of the three wind turbines in the low-resolution domain are se-
lected according to what is done with the low-fidelity wake models. The quantities
X0_High and Y 0_High, which define the origin of the high-resolution domain,
are set equal 1.1D/2 lower than the turbine location, as suggested in [24]; similarly,
Z0_High is set so that each turbine is contained in its own high-resolution domain.

The low- and high-resolution time steps used for wind data interpolation are
selected according to the following inequalities:

DT_Low ≤ CMeanderD
Wake

10VHub

≈ CMeanderD

10VHub

(3.1)
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Parameter Description and unit Value

WT_X Location of the wind turbine in x direction [m]
Turbine 1: 0

Turbine 2: 882
Turbine 3: 1764

WT_Y Location of the wind turbine in y direction [m] 0
WT_Z Location of the wind turbine in z direction [m] 0

X0_High Origin of high-resolution spatial nodes in x direction [m]
Turbine 1: -70
Turbine 2: 812
Turbine 3: 1694

Y 0_High Origin of high-resolution spatial nodes in y direction [m] -70
Z0_High Origin of high-resolution spatial nodes in z direction [m] 5
dX_High Spacing of low -resolution spatial nodes in x direction [m] 4.5
dY _High Spacing of high-resolution spatial nodes in y direction [m] 4.5
dZ_High Spacing of high-resolution spatial nodes in z direction [m] 4.5

Table 3.4: Wind turbines parameters in the FAST.Farm input file; unless otherwise
stated, individual values are relative to all three wind turbines.

Parameter Description and unit Value

DT_Low Time step for low-resolution wind data interpolation [s] 2.2
DT_High Time step for high-resolution wind data interpolation [s] 0.1
NX_Low Number of low-resolution spatial nodes in x direction [-] 321
NY _Low Number of low-resolution spatial nodes in y direction [-] 81
NZ_Low Number of low-resolution spatial nodes in z direction [-] 31
X0_Low Origin of low-resolution spatial nodes in x direction [m] -200
Y 0_Low Origin of low-resolution spatial nodes in y direction [m] -400
Z0_Low Origin of low-resolution spatial nodes in z direction [m] 5
DX_Low Spacing of low-resolution spatial nodes in x direction [m] 10
DY _Low Spacing of low-resolution spatial nodes in y direction [m] 10
DZ_Low Spacing of low-resolution spatial nodes in z direction [m] 10
NX_High Number of high-resolution spatial nodes in x direction [m] 32
NY _High Number of high-resolution spatial nodes in y direction [m] 32
NZ_High Number of high-resolution spatial nodes in z direction [m] 37

Table 3.5: Low- and high-resolution domain parameters for the InflowWind module in
the FAST.Farm input file.
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DT_Low ≤ 1

2fmax

(3.2)

where CMeandering is a calibrated parameter for wake meandering and is by default
1.9 [24]; DWake, here approximated as the turbine diameter D, is the wake diameter
at the rotor; VHub is the mean wind speed at hub height (10 m/s); fmax is the highest
frequency influencing the structural response of the NREL 5MW, which is equal to
2.9361 Hz [54]. It is emphasized that the time step used in OpenFAST is set to 0.01,
which is lower than the time steps used in the low- and high-resolution domains; in
fact, the former should be smaller than those within FAST.Farm for accuracy and
numerical stability reasons.

Indicating with “S” the general axis-direction (X, Y or Z), the spatial discretiza-
tion parameter values for the low- and high-resolutions domains are selected consid-
ering the upper limits:

DS_Low ≤ DT_LowV 2
Hub

15m/s
(3.3)

DS_High ≤ cmax (3.4)

where cmax is the maximum chord length of the turbine and is equal to 4.652 m [54].
The number of spatial nodes in the three axis-directions for the low-resolution

domain are computed as

NS_Low = CEILING
(
Sdist_Low

DS_low

)
+ 1 (3.5)

where the desired domain size are Xdist_Low = 3200 m, Ydist_Low = 800 m and
Zdist_Low = 300 m. This values are selected simultaneously to the origin of the
low-resolution domain.

For the computation of the spatial nodes for the high-resolution domain the
following equation is used

NS_High = CEILING
(
Sdist_High

DS_High

)
+ 1 (3.6)

where the lower limit Xdist_High = Ydist_High = 1.1D; for the vertical direction,
the following eqaution is used

Zdist_High = HubHeight+
1.1D

2
(3.7)

where the hub height of the NREL 5MW is 90 m [54].
A visualization of the layout with also identification of the low and high-resolution

domains is offered in Figure 3.4.

In Table 3.6 we report the wake dynamics parameter values used. These parameters
define the axisymmetric finite-difference grid in which each wake plane is discretized
and thus influence how the dynamic wake is modelled.

The wake plane radial grid is defined by the parameter dr, which must be selected
so that FAST.Farm can accurately resolves the wake deficit within each plane. The
following inequality is used

dr ≤ cmax (3.8)

45



Chapter 3. Test cases

Figure 3.4: Top view of the wind farm layout defined in FAST.Farm, with also the
indication of the boundaries of the low- and high-resolution domains.

Parameter Description and unit Value

dr Radial increment of radial finite-difference grid [m] 4.5
NumRadii Number of radii in the radial finite-difference grid [-] 43
NumPlanes Number of wake planes [-] 138

f_c Cutoff frequency of the low-pass time-filter [Hz] 0.2

Table 3.6: Wake dynamics parameters in the FAST.Farm input file.

The diameter of each wake plane is defined as 2(NumRadii−1)dr, where the number
of radial points is set according to

NumRadii ≥ 3D

2dr
+ 1 (3.9)

The suggested value for the number of wake planes is given by

NumPlanes ≥ xdist

DT_LowV
(3.10)

where xdist indicates the downstream distance over which the wake deficit decays,
typically set between 10 and 20 diameters, and V is the average convection wind
speed in the wake, that can be computed as

V = VHub

(
1− a

2

)
(3.11)

where a is the temporal-spatial-mean value of the axial induction factor, here ap-
proximated as 1/3 since we are considering below rated wind speed, as suggested in
[24]. Finally, the cutoff of the low-pass time-filter for the wake advection, deflection,
and meandering model is set to 0.2, slightly above the value used in example tests
in [55].

For the additional parameters that influence the wake dynamics computation, we
use the default values [24] which have been calibrated based on SOWFA simulations
for the NREL 5MW wind turbine in the work by Doubrawa, Annoni, and Jonkman
[56].
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Parameter Description and unit Value

NumGrid_Z Vertical grid-point matrix dimension [-] 35
NumGrid_Y Horizontal grid-point matrix dimension [-] 101
TimeStep Time step [s] 0.1

AnalysisT ime Length of analysis time series [s] 1200
HubHt Hub height [m] 175

GridHeight Grid height [m] 340
GridWidth Grid width [m] 1000
V F lowAng Vertical mean flow (uptilt) angle [deg] 0
HFlowAng Horizontal mean flow (skew) angle [deg] 0

Table 3.7: Turbine/model parameters in the TurbSim input file.

3.1.3.3 TurbSim input file

In Table 3.7, the parameter values for the turbine/model specifications section of
the TurbSim input file are presented. These parameters dictate the dimensions and
shape of the grid where turbulent wind is generated, the frequency content of the
time-series data, and the mean wind direction in both lateral and vertical directions.

The selection of the number of grid points in the vertical (NumGrid_Z) and
lateral (NumGrid_Y ) directions is coordinated with the parameters HubHt and
GridHeight, which determine the grid dimensions, ensuring a spatial resolution of
10 meters. Note that in this context, HubHt differs from the actual NREL 5MW
hub height. This is because TurbSim requires that the HubHt parameter be greater
than half the width of GridHeight, necessitating the definition of an artificially
higher hub height. As specified in the TurbSim user’s guide [50], the parameter
should satisfy the condition:

HubHt >
1

2
GridHeight (3.12)

The values assigned to GridHeight and GridWidth are chosen to ensure that the
grid is sufficiently large for the low-resolution domain limits in FAST.Farm.

The parameter TimeStep determines the maximum frequency, fmax = 1/T imeStep,
used in the computation of the inverse Fourier transform to convert velocity spectra
and spatial coherence from the frequency domain to the time domain. The parame-
ter AnalysisT ime is the length of the data to be analyzed and define the sampling
frequency

∆f =
1

AnalysisT ime
(3.13)

Finally, the parameters V F lowAngle and HFlowAngle, which define the mean
vertical and horizontal flow angle, are set equal to zero as we are considering a mean
wind in the west-east direction.

The primary meteorological input parameter values utilized for this test case are
presented in Table 3.8. These values are chosen based on the weather conditions
simulated in the low-fidelity wake model frameworks. Specifically, we employ a
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Input parameter Description and unit Value

IECturbc Turbulence intensity in percent [-] 6
RefHt Height of the reference velocity [m] 90
Uref Mean velocity at the reference height [m/s] 10
PLExp Power law exponent [-] 0.12

Table 3.8: Meteorological parameters in the TurbSim input file.

TurbSim simulation RandSeed1 RandSeed2

I 2073448544 -75384093
II -1749348676 2090281943
III -1420799382 836425661
IV 1998735287 605346869
V -1347477671 -1576098629
VI 1629053665 -1243132589
VII -1956784321 1067890432
VIII 1258198735 -1906174568
IX -1432029291 387221162
X 1749011656 -1132166773
XI 1763254892 -982743165
XII -875421369 1245789632

Table 3.9: Pair of random seeds used for generating the velocity time-series within Turb-
Sim.

power law wind profile with a shear coefficient of 0.12, representing a mean wind
speed of 10 m/s at the hub height (90 m), and a turbulence intensity of 6%.

The IECKAI (International Electrotechnical Commission KAImal) spectral model
is selected for the simulations. This model is defined in the IEC 61400-1 standards
[57, 58], which are the wind turbine design and safety standards published by the
International Electrotechnical Commission. Detailed information regarding wind
turbine standards and spectral models available in TurbSim is beyond the scope of
this thesis, therefore no further details are provided here. Readers are referred to
[50] for more comprehensive information on these topics.

The twelve wind time-series data are generated using the same parameter values, as
detailed above, in the TurbSim input file. The only two parameters that vary are
RandSeed1 and RandSeed2, which are used together to initialize the pseudoran-
dom number generator (pRNG). The random numbers produced by the pRNG are
subsequently utilized to generate random phases (one per frequency per grid point
per wind component) for the velocity time series. Keeping the same pair of random
seeds allows the user to reproduce the same time-series data. Table 3.9 shows the
random seeds used for generating the turbulent wind field in the simulations.
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3.2 UFLORIS development

Here, we present a simplified test case for conducting a comprehensive analysis of the
unsteady VKI solver, UFLORIS. Specifically, we provide a detailed description of
the modifications made to address issues related to the computation of the unsteady
wake centerline and wake deficit. Additionally, we propose an alternative strategy
for eliminating the OPs that can speed up the simulation while maintaining good
accuracy.

The following section is organized as follows: firstly, we provide a description of
the baseline test case; secondly, we explain the modifications made in the UFLORIS
framework; and finally, we outline the novel OPs deletion strategy.

3.2.1 Experiment

This simple test case involves two NREL 5MW wind turbines spaced seven diameters
apart (equivalent to 882 m), with the background flow set to a wind speed of 12
m/s and a turbulence intensity of 6%. Regarding the operational conditions of the
turbines, they are initially aligned with the wind propagation direction. At t = 200
s, the upstream turbine begins changing between 0◦ and 30◦ in cosine-like oscillations
with a period of 600 s during 1400 s. Meanwhile, the yaw angle of the downstream
turbine remains constant throughout the simulation. Figure 3.5 shows the control
settings applied to the upstream wind turbine, highlighting the initialization time,
from 0 to 200 s, after which the unsteady computation begins due to the time-
varying upstream turbine settings. The total simulation time is 1600 s, and a time
step of 10 s is used. The wake deficit is computed using the GCH wake model with
parameter values identical to those utilized in the previous test case, as detailed in
Tables 3.11 and 3.3.

The choice to consider a case study with a time-varying yaw angle and to use
the GCH wake model is related to the issues encountered in UFLORIS under these
conditions. Regarding the parameters, other choices could have been made, and
these would have led to quantitatively different results. However, the specific val-
ues are not of great interest since the present test case aims to provide a simple
example for understanding how the modifications made in UFLORIS can enhance
the framework by ensuring correct dynamic modeling of wake effects. Moreover, the
choice of a simple layout with two turbines is made because the focus is solely on
analyzing the unsteady wake of the upstream turbine and how its variations affect
the downstream turbine. For the same reason, a similar upstream turbine control
as proposed in the work of [12], where UFLORIS is validated against Large Eddy
Simulation, is considered here.

3.2.2 Implementation and improvements

Here we propose some corrections to the UFLORIS framework to address the two
following issues in the solver.
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Figure 3.5: Yaw control settings implemented for the upstream wind turbine. The ini-
tialization time is indicated in yellow; the unsteady computation starts at t = 200 s.

3.2.2.1 Discrepancy with FLORIS in the wake centerline behaviour

The first issue is related to a discrepancy between UFLORIS and FLORIS in the
behaviour of the wake centerline when considering steady conditions.

As described in Subsubsection 3.1.2.2, to yield accurate results, UFLORIS re-
quires a certain amount of time, known as the initialization time. During this phase,
the OPs are transported through the domain in a steady background field, and the
velocity deficit is computed using a quasi-steady approach. One would expect that
during this phase, all OPs follow the same steady path coinciding with the wake
centerline; particularly, concerning the test case under examination, one would ex-
pect straight wake centerline, perfectly aligned with the wind direction. On the
contrary, it turns out that during the initialization phase, the OPs deviate signifi-
cantly from the wake centerline predicted by the steady solver, drifting further as
time progresses. Additionally, at the end of the initialization time, when the un-
steady approach is activated, the wake centerline is instantly adjusted based on the
positions of the OPs, as determined by the algorithm underlying UFLORIS (refer
to Section 2.3 for details). This leads to two effects: the lateral deflection of the
wakes is overestimated in the initial phase of the unsteady simulation (for this spe-
cific case, one would expect zero deflection, as long as the information regarding the
yaw angle variation is transported downstream); a jump in the power output of the
downstream turbine due to the instant modification of the upstream wake.

Figure 3.6 provides a visualization of the velocity field at the turbine hub height
to better understand the issue. In Figure 3.6.a, it is evident that the OPs, indicated
by blue dots, follow a different path from the predicted wake centerline during the
quasi-steady computation, showing a slight deflection to the right (looking down-
stream). Conversely, as depicted in Figure 3.6.b, once UFLORIS is activated, the
wake centerline of the two turbines is instantly adjusted based on the position of
the OPs.
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(a)

(b)

Figure 3.6: Contours of the wind speed at the turbine hub height with visualization of
the unsteady wake centerline before (a) and after (b) the initialization time.

This wake centerline behaviour can be attributed to the inclusion of the aerody-
namics of the curled wake through transversal wake velocities computation. As
detailed in Subsubsection 2.1.2.3, the GCH model (as well as the CC model) calcu-
lates spanwise and vertical wake velocities resulting from wake rotation and counter-
rotating vortices to account for secondary wake effects. However, because OPs are
transported with local axial and spanwise velocities, their positions are also affected
by the spanwise wake velocities. In particular, the transversal velocity component
responsible for the drifting of the OPs during the initialization time is the wake
velocity induced by the ground mirror wake rotation vortex that is defined as

Vwr,g =
−Γwr(z + zh)

2π[(y − yj)2 + (z + zh)2]

(
1− e

−(y−yj)
2−(z+zh)2

ε2

)
(3.14)

where Γwr is the wake rotation vortex strength (defined in Equation 2.16), zh is the
turbine hub height, yj is the lateral position of turbine j and ε is usually set equal
to two diameters. Indeed, Vwr,g is the only non-zero spanwise wake velocity during
the initialization phase. As illustrated in Figure 3.7, it takes on negative values,
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Figure 3.7: Spanwise velocity induced by the ground mirror wake rotation vortex, Vwr,g,
at the OPs axial location computed for the two wind turbines at t = 200 s (before the
unsteady computation).

leading to the lateral drift of the OPs to the right (when looking downwind).

Therefore, to solve the issue of the discrepancy with FLORIS in the wake centerline
behaviour, the computation of Vwr,g is disabled, and for consistency, the other two
velocity components, in both the two transversal directions, due to ground effect
are neglected. Thus, unlike what is done by Martínez-Tossas et al. [31] and King
et al. [33], the mirrored vortices below the ground are neglected in the GCH model
within the UFLORIS framework and the total spanwise and vertical wake velocities,
initially defined as in Equation 2.24 and 2.25, are now computed as

Vw = Vtop + Vbottom + Vwr (3.15)

Ww = Wtop +Wbottom +Wwr (3.16)

For further details about the wake rotation vortex and the counter-rotating top and
bottom vortices the reader is referred to Subsubsection 2.1.2.3.

3.2.2.2 Wrong computation of the wake deficit

The second issue involves an improper calculation of the velocity deficit when the
unsteady version of the solver is activated, resulting in incorrect dynamic wake
modeling. Two clues indicate this problem:
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1. at the end of the initialization phase, the delay between the change in the
upstream turbine settings and its impact on the downstream turbine is wrongly
captured, as the wake shows dynamic effects from the beginning, suggesting
the absence of such delay;

2. the power output of the downstream turbine follows a time trend that is in-
consistent with the unsteady approach: at the end of the quasi-steady phase,
in fact, the power immediately begins to vary and does not show a consistent
trend with the turbine settings.

This issue is specifically related to the “corrected” version of UFLORIS (or sim-
ply UFLORIS), corresponding to the one used for this test case. As described in
Subsection 2.3, UFLORIS in its original version, which is referred to here as the
“uncorrected” version, computes the wake deficit considering the turbine settings at
each time step. In contrast, in UFLORIS, OPs store the thrust coefficient, CT , and
yaw angle, γ, of their turbines at the time they were created. Subsequently, the ve-
locity deficit at a given position is computed through a steady call using the turbine
settings value computed by interpolating the values transported by the closest OPs.

It was found that the error in calculating the velocity deficit is related to improper
interpolation of thrust coefficient and yaw angle values. Therefore, to solve this issue,
the source code was modified in the following way:

• the interpolate_ct function, responsible for interpolating CT and γ based
on the values transported by the OPs (which define the wake centerline),
is modified to resolve an implementation error. Algorithm 1 shows the basic
corrected implementation of the interpolation function. The first loop serves to
determine the accurate index of the turbine in the “flow_field.centerline” array;
this is necessary because the turbine index order in FLORIS varies depending
on the wind direction, where 0 represents the most upstream turbine. The
second loop involves a linear interpolation method based on the downstream
distance;

• in the revised UFLORIS source code, the interpolation is performed before
the computation of the transversal wake velocities, whereas in the original
implementation it was done soon after.

3.2.3 OPs deletion strategy

One of the main causes of the slowdown in UFLORIS is the addition of one di-
mension, time, to the model. This slowdown becomes particularly significant when
considering a great number of turbines in the domain; evidence of this is provided
in the latest test case presented in Section 3.3. Even when using a simple test case
with two turbines, as in the present case, it becomes evident how the number of OPs
influences the computational cost of a simulation in UFLORIS. Thus, a fundamental
aspect is to select a proper strategy for the elimination of OPs, based on the specific
test case.
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Algorithm 2 Interpolation function to determine the thrust coefficient and yaw
angle values at a given position in the domain.

procedure interpolate_ct(xi, yi, flow_field, grid)
Initialize turbine rotors location xrot, yrot

for jj ← 0, length(flow_field.centerline) do
xi_rot ← xrot[jj]
yi_rot ← yrot[jj]
if xi == xi_rot and yi == yi_rot then

cc← jj
end if

end for
xcenterline ← flow_field.centerline[cc][0]
ycenterline ← flow_field.centerline[cc][1]
xlocations ← grid.x_sorted− xi

Initialize CT and γ
for ii← 0, length(grid.x_sorted[0, 0, 0, :, 0]) do

for jj ← 0, length(grid.x_sorted[0, 0, 0, 0, :]) do
for kk ← 0, length(grid.x_sorted[0, 0, :, 0, 0]) do

γ[:, 0, kk, ii, jj]← interp(xlocations[:, 0, kk, ii, jj], xcenterline,
reverse(flow_field.centerline[cc][3]))
γ[:, 0, kk, ii, jj]← interp(xlocations[:, 0, kk, ii, jj], xcenterline,
reverse(flow_field.centerline[cc][4]))

end for
end for

end for
return CT , γ

end procedure

The default OPs deletion strategy is to remove OPs generated at a given time
step when these are outside of the domain for each turbine chain. So, it is clear that
this strategy is not the optimal one, specifically when large domains are considered.

Here we present a different strategy: removing the old OPs that have been con-
vected for a period longer than a specified time. Since a new OP per turbine is
created at each time step and since the time step is constant (10 seconds in this
case), this approach is equivalent to setting a maximum number of OPs for each
turbine.

One simulation is done using the default strategy implemented in UFLORIS, which
is related to the domain dimensions. For the current test case, the extremes con-
sidered are x = [−200, 2500] m in the axial direction and y = [−400, 400] m in the
transversal direction, with turbines positioned at (0, 0) m and (882, 0) m. Since the
wind direction aligns with the x-axis and the maximum wake deflection upstream
is such that it keeps the wake within the transverse boundaries, the only limiting
factor for the number of OPs is the upper axial limit of 2500 m. The results of this
simulation are used as a baseline for comparison of accuracy.
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Then, other seven simulations are run using the novel OPs deletion strategy
based on limiting the number of OPs per each turbine. Specifically, the number of
OPs used in the different simulations varies from 5 to 35 with an increment of 5.

It is emphasized that, in general, the selection of the number of OPs is not
straightforward and must be done taking into account both the layout and param-
eters such as turbulence intensity and wake expansion. The number of OPs should
be chosen to ensure that the unsteady wake centerline is calculated until the wake
has largely recovered, and thus its impact on downstream turbines is negligible. In
particular, when considering a large wind farm, it is not necessary to ensure the con-
vection of OPs throughout the entire domain. Instead, it is necessary for them to be
transported a sufficient distance so that the wake deficit is close to being eliminated.
Therefore, the number of OPs should be selected based on the turbulence intensity
that influences wake recovery: higher turbulence levels are expected to result in
greater wake recovery and hence a smaller number of OPs is required for accurate
results. Selecting too few OPs would lead to an incorrect capture of dynamic ef-
fects: downstream of the last OP, where the wake has not yet fully recovered, the
centerline would be calculated using a steady approach.

3.3 Low pressure event

In this last test case we deploy UFLORIS “at scale”. Particularly, we carry out a
dynamic investigation of an Extreme Weather Event (EWE) to explore the capa-
bilities and limitations of the wake models within the UFLORIS framework. Due
to the large scale of the simulation layout (a total of 572 offshore wind turbines)
the goal is to see whether a dynamic wake modeling solver can capture strongly
dynamic conditions better than its steady counterpart. Then the simulation results
are compared with the SCADA (Supervisory Control and Data Acquisition) data
collected at the Belgian offshore wind farms.

The case study is based on the low-pressure system that occurred on December
24, 2020, in the North Sea. The test case is inspired by the work of Vemuri et al.
[59]. The selection of this real weather event is motivated by the necessity of a
dynamic investigation due to the fast variation in wind speed and direction, which
resulted in severe power losses for the Belgian offshore wind farms.

This section is organized as follows: first, a brief description of the weather event
is provided; secondly, we describe the farm layout considered in the simulations;
next, the wake models used are explained; following that, the simulation setup is
detailed; and finally, we explain how the results are post-processed.

3.3.1 Synopsis of the event

A low-pressure system is a region in the atmosphere where the air pressure is lower
than the surrounding areas. Low-pressure systems are usually associated with pre-
cipitation as warm, moist air rises within the low-pressure region, cooling and con-
densing, thus generating clouds and eventually resulting in precipitation. Such
events play a crucial role in the operational life of a wind turbine and must be
taken into account for estimating loads and power losses.
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This test case refers to a real low-pressure system that occurred in the North Sea,
thus it is referred hereafter to as low pressure event. Specifically, on 24 December
2020, the offshore wind farms in Belgium experienced significant rainfall coupled
with rapid shifts in wind speed and direction. The synoptic map in Figure 3.8.a
shows the existence of a low pressure system in the North Sea. Radar data from the
Royal Meteorological Institute of Belgium (RMI-B) reveal substantial precipitation
zones over the Belgian North Sea, as illustrated in Figure 3.8.b. To understand the
exceptional nature of the event, consider that the annual rainfall across the North
Sea varies between 340 and 500mm, averaging 425mm [60].

SCADA data indicate rapid changes in the wind direction of 100 degrees and in
the wind speed of 10 m/s.

(a) Synoptic map at 00:00 UTC (credit of
the Royal Netherlands Meteorological Insti-
tute).

(b) Observed precipitation rate in mm/h at
02:00 UTC, provided by a C-band Doppler radar
located in Jabbeke on the Belgian coast. The
star indicates the location of the Belgian offshore
platform.

Figure 3.8: Synoptic map (a) and observed precipitation rate (b) for the low pressure
event on 24 December 2020 [59].

3.3.2 Farm layout

The Belgian Offshore Platform (BOP) [61] is a non-profit organization representing
wind farm owners and investors in the Belgian zone of the North Sea. To date, eight
offshore wind farms are installed and operational, divided into nine concession areas.
Currently, offshore wind energy in the Belgian North Sea has an installed capacity
of 2262 MW and produces approximately 8 TWh of green electricity annually, cov-
ering about 10% of the electricity demand in Belgium. By 2030, the offshore wind
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Figure 3.9: Illustration of the Belgian wind energy zone, including both the existing
Belgian wind farms (zone A) and the new Princess Elisabeth concession (zones B, C, and
D), and of the Netherlands area corresponding to the Borssele wind farm zone [61].

capacity in the North Sea is expected to expand to 6-8 GW, ensuring approximately
30% of the electricity demand [61] .

Although the purpose of the test case is to calculate the power variation of one
of the Belgian wind farm due to the EWE, it is necessary to consider not only its
turbines but also neighbouring wind farms. Indeed these contribute to additional
power losses because downstream turbines operate at lower wind speeds influenced
by the wakes of upstream turbines. Therefore the neighbouring farms are considered,
including the Dutch farms in the Borssele wind farm zone [62].

Figure 3.9 depicts the entire Belgian-Dutch cluster examined in the case study.
In addition to the existing Belgian wind farms (zone A) and the Borssele wind farm
zone in the Netherlands, it also shows the Princess Elisabeth zone (B, C, D), which
has not yet been developed and so is not included in this case study.

Details about the offshore wind farms included in the test case are reported in
Table 3.10.

3.3.3 Models within the UFLORIS framework

For the case study, a total of four simulations are conducted using different models
within the UFLORIS framework, to highlight their differences.

In the first simulation, UFLORIS is utilized in its “uncorrected” version, where
the velocity deficit at the i-th time step is obtained considering the thrust coefficient
values of the same time step. For this simulation, the default strategy for OPs
elimination is employed: OPs generated at the i-th time step are removed when all
OPs from that time step are transported out of the computational domain.

Two simulations are conducted using UFLORIS in its “corrected” version. In
these simulations, OPs carry the thrust coefficient and yaw angle values correspond-
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Wind farm Installed
capacity [MW] Turbines

Norther 370 44 × Vestas V164-8.4MW

C-Power 325 6 × REpower 5MW
48 × REpower 6.15MW

Rentel 309 42 × Siemens SWT-7.0-154 7.35MW
Northwind 216 72 × Vestas V112-3MW

SeaMade - zone Seastar 252 20 × Siemens Gamesa SG 8.0-167 DD 8.4MW
Nobelwind 165 50 × Vestas V112-3.3MW

Belwind 171 55 × Vestas V90-3MW
1 × Alstom Haliade 150 6MW

Northwester 2 219 23 × Vestas V164-9.5MW
SeaMade - zone Mermaid 235 28 × Siemens Gamesa SG 8.0-167 DD 8.4MW

Borssele I&II 752 94 × Siemens Gamesa 8 MW
Borssele III&IV 731.5 77 × Vestas V164 9.5 MW

Borssele V 19 2 × Vestas V164 9.5 MW

Table 3.10: Belgium and Dutch offshore wind farms considered for the simulation. Data
from [61, 63–65].

ing to the instant they were created, which are then utilized via interpolation for
wake field calculation. Interpolation of Ct and γ constitutes one of the main sources
of slowdown in UFLORIS. Given the high number of time steps considered for
the case study, a different strategy for OPs elimination is adopted compared to
UFLORIS “uncorrected”. Specifically, in the two simulations, OPs are eliminated
once they have been transported for distances greater than 3 km and 5 km, re-
spectively. This strategy differs slightly from the one described in Subsection 3.2.3
because, given the significant variability in wind speed for this EWE, fixing the
length of the OPs chain is more suitable than specifying a fixed number of OPs.

Finally, a simulation is conducted using a quasi-steady approach, hence the term
QS FLORIS. In this simulation, OPs are not generated as the dynamic nature is
neglected, and at each time step the velocity deficit is obtained through a call to
FLORIS.

3.3.4 Simulation setup

The full zone layout includes a total of 572 offshore turbines. The layout used for
the simulation is represented with circular markers in Figure 3.10.

In the simulations done within the UFLORIS framework, a time step of 15.06 s
is utilized. This value is chosen based on the wind speed and direction data used to
define the background flow, ensuring a constant time step that is a fraction of the
smallest time interval between two consecutive wind data points. The initialization
time, which involves convecting observation points using a quasi-steady approach, is
set to 1505.98 s. This duration ensures that every OPs chain is fully established and
each turbine wake is properly initialized. The simulation time is defined as 24699 s.
Hence, the total simulation time in UFLORIS amounts to 26204.98 s (approximately
7 hours and 17 minutes), spanning across 1740 time steps.

A yaw error of 0 was assumed at each instant for each turbine. The motivation
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Figure 3.10: Wind farm layout considered for full zone test case.

lies in the fact that there is no data available regarding the yaw control implemented
by all the turbines under consideration. In addition, even if we had this data, setting
the yaw angles for each turbine at each time step would require a significant effort
that would probably not be worthwhile.

The wake deficit model used is the GCH whose features are comprehensively
described in Subsection 2.1.2. Although CC model may be the optimal model for
this test case as it usually recommended for large farm applications, it is relatively
new and demands greater computational resources compared to the GCH.

The input parameter values used can be found in Table 3.11. The selection of
these values, which corresponds to the default ones used with analytical models,
is due to a lack of information about the atmospheric stability and the turbulence
intensity during the low pressure event. However, we are aware that these values
should’ve been properly optimized for the current test case. The choice of α = 0.12
implies selecting an unstable stratification condition consistent with typical values
used for offshore applications [42, 43]; what could certainly have a more negative
impact on the results is the selection of a turbulence intensity equal to 6%, certainly
too small for the extreme conditions of the event. Thus, we are aware that these
discrepancies will certainly negatively influence the comparison with the real data.

Wind direction and speed data used as input in UFLORIS are shown in Figure
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Wind field Wake expansion Added turbulence

I0 αs ka kb kf,a kf,b kf,c kf,d

0.06 [9] 0.12 [9] 0.38 [9, 11] 0.004 [9, 11] 0.5 [9] 0.8 [9] 0.1 [9] -0.32 [9]

Potential core Power

α β η pp

0.58 [9, 23] 0.077 [9, 23] 1 [9] 1.8 [9, 38]

Table 3.11: GCH model parameter values used in UFLORIS, with references.

3.11. These input values have been derived from the SCADA data reported in [59],
linearly interpolated every 150.6 s to assure a larger time resolution. For the sake
of clarity of the figure, in yellow is depicted the initialization time and the time at
which the unsteady computation starts is set at t = 0 s.

3.3.5 Post-processing of the results

The results obtained within the UFLORIS framework are post-processed to align
them with the actual wind turbine control settings derived from SCADA data. In-
deed, the analysis of the real data shows that during the fast changes in wind di-
rection and speed around the third hour of the event, mostly of turbines are turned
off to prevent serious damage during the extreme event. Additionally, there is a
lack of data related to one wind turbine and another turbine remains turned off
throughout the event. For these reasons the power outcome of each wind turbine
is modified, setting the power equal to zero during the respective turning-off phase
and neglecting the results of the missing wind turbine.
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(a)

(b)

Figure 3.11: Wind direction (a) and speed (b) input data used for the low pressure
system full zone test case. The initialization time is indicated in yellow; the unsteady
computation starts at t = 0 s.
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Results

4.1 Comparison of the dynamic wake models

Here we present the results of the intercomparison between low- and medium-fidelity
solvers, focusing on accuracy and runtime analysis for a standard configuration
involving three wind turbines in a row with time-varying yaw control on the upstream
turbine. The objective is to highlight differences in dynamic wake modeling and their
impact on power output computations.

Initially, we assess the low-fidelity solvers, also including the quasi-steady mode,
to outline the strengths and limitations of UFLORIS and FLORIDyn in capturing
dynamic wake features. We emphasize the differences observed when these solvers
are applied to scenarios with a steady background flow. Subsequently, we compare
these low-fidelity solvers against the higher-fidelity FAST.Farm, which incorporates
a turbulent inflow simulation. This comparison aims to assess the level of agreement
with a more accurate tool, to explore how the different convective velocities of the
OPs in the low-fidelity solvers affect the results, and to analyse the computational
cost of the different wake modelling frameworks.

4.1.1 Low-fidelity models

Below are presented the results obtained with the low-fidelity simulators, where a
steady inflow is considered. Since the objective of the comparison is to analyze the
differences between using a stationary wake model, such as FLORIS, and dynamic
solvers like FLORIDyn and UFLORIS, the initialization phase is omitted with t = 0
indicating the instant when the upstream turbine starts yawing.

4.1.1.1 Upstream wind turbine

In Figure 4.1, the trends of the upstream turbine power over time obtained using
the three different solvers are shown, with an indication of yaw control. Using a
notation similar to that employed in [12], the set of steady-state computations in
FLORIS is denoted as Quasi-Steady (QS) FLORIS simulation.

The three wake models exhibit perfect agreement in the upstream turbine power
computation. This alignment is due to the consideration of a steady inflow, causing
power to instantaneously adjust to its control settings: as the yaw angle increases,
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Figure 4.1: Upstream turbine power computed with the different low-fidelity wake mod-
els.

power decreases accordingly, reaching a constant value while the yaw angle is main-
tained, after t = 300 s. In addition to this, the accordance between the two unsteady
solvers is due to the selection of a 2D horizontal distribution mode of OPs in FLORI-
Dyn, closer to the approach used in UFLORIS, and the adjustment of the model
parameter values (see Table 3.11).

4.1.1.2 Wake advection effects on the downstream turbines

While it is true that increasing the yaw error of turbine 1 results in a decrease in the
power collected from it, on the other hand, due to the redirection of the wake away
from the downstream turbines, in this simplified case of three turbines in a row, one
would expect an increase in power production from the downstream turbines and
indeed, the results obtained from the three solvers confirm this, as shown Figure
4.2.

However, there are significant differences regarding the way the wake and thus
the downstream turbine power is computed in three low-fidelity models. A notable
discrepancy is observed when comparing the QS FLORIS simulation with those
conducted using UFLORIS and FLORIDyn: the power calculated with the steady
solver instantaneously changes according to the yaw condition of the upstream tur-
bine, confirming that FLORIS does not capture the dynamic effects of the wake.
Thus, at t = 300 s, when the yaw angle of the upstream turbine reaches its max-
imum value of 30 degrees, the wake of the upstream turbine deflects accordingly,
leading to an increase in the power of turbines 2 and 3.

Instead, the results in UFLORIS and FLORIDyn show a delay between the

64



4.1. Comparison of the dynamic wake models

(a)

(b)

Figure 4.2: Downstream turbines (Top: turbine 2, Bottom: turbine 3) power computed
with the different low-fidelity wake models. The stars indicate the time at which the steady
condition is reached in the different solvers.
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Wake model ∆wt2 [s] ∆wt3 [s]

FLORIS 0.0 0.0
UFLORIS 310.0 540.0
FLORIDyn 90.0 180.0

Table 4.1: Wake advection delay in reaching the steady condition for the two downstream
wind turbines using the different low-fidelity wake models.

change in the upstream turbine yaw angle and its impact on the downstream turbine
power generation due to wake advection. To clarify the differences in terms of wake
advection among the three models, Figure 4.2 illustrates with a star the point at
which the steady condition is reached for each wake model, i.e. the information
of the maximum yaw angle arrives at the downstream turbine rotor so that its
power remains constant over time. In other words, for these low-fidelity solvers, the
steady condition is reached when the power maintains the same value between two
consecutive time steps.

Additionally, in Table 4.1, the delay of the i-th turbine, ∆wti, is reported, cal-
culated as the difference between the time at which the power reaches the steady
condition and the time at which the maximum yaw angle is reached (t = 300 s).
Clearly, in the QS FLORIS simulation the dynamic nature of the wake is neglected,
resulting in ∆wt2 = ∆wt3 = 0; conversely, the two unsteady solvers capture the wake
advection delay. The differences in wake advection between the two unsteady solvers
can be attributed to the different way the Observation Points (OPs) are transported
through the flow field. Indeed, OPs play a crucial role in capturing the unsteady
features of the wake, as they store information used to compute the velocity deficit
during their propagation in the domain. Regarding the different ∆wti values, the
downstream turbine reaches a steady condition when the OPs storing the updated
turbine state of γ = 30 deg reach its rotor. The longer time delay observed in
UFLORIS is due to the fact that OPs in this solver travel at the local wind speed,
while in FLORIDyn, they move at the free stream velocity, which is 10 m/s. As
a result of the low-velocity region behind the upstream turbine, OPs generated in
UFLORIS are transported at a slower speed in the near wake region and acceler-
ate as the wake recovers. Nevertheless, local velocities consistently remain lower
than the inflow speed, leading to a greater delay in wake advection computed in
UFLORIS compared to the one obtained in FLORIDyn.

The visualizations of the flow field can help to better understand the wake un-
steady features captured by the two dynamic wake models and the differences in
the wake shape. In particular, in Figure 4.3 and 4.4 the contours of the velocity
field computed at the hub height with the three solvers at two different time steps,
t = 160 s and t = 350 s, are shown.

First, the focus is on comparing FLORIS and UFLORIS simulations. For the
latter, a visualization of the OPs defining the wake centerline of the three turbines is
provided; for a clear understanding of the wake advection effects, the OP generated
at t = 160 s at the upstream turbine rotor is depicted in white. As shown in
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(a) FLORIS

(b) UFLORIS

(c) FLORIDyn

Figure 4.3: Contours of the wind speed at the turbine height at t = 160 s obtained with
the different low-fidelity wake models.
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(a) FLORIS

(b) UFLORIS

(c) FLORIDyn

Figure 4.4: Contours of the wind speed at the turbine height at t = 350 s obtained with
the different low-fidelity wake models.
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Wake model Power [MW] Percent difference [%]
wt2 wt3 wt2 wt3

FLORIS 2.31 1.72 / /
UFLORIS 2.37 2.00 +2.73 +16.1
FLORIDyn 2.10 1.76 -9.28 +2.13

Table 4.2: Power output computed by the different solvers in the steady condition with
the upstream turbine yawed of 30 degree.

Figure 4.3, when the turbine is yawed, the upstream wake centerline computed in
UFLORIS intersects the downstream turbine rotor in the middle; in FLORIS, on
the other hand, the wake is fully deflected according to the current turbine setting
and intersects the rotor of turbine 2 on the right side (looking downwind). As
illustrated in Figure 4.4.b, at t = 350 s, the OP generated at t = 160 s reaches the
downstream turbine, and the upstream wake exhibits a shape that is not yet fully
established since the information about reaching a steady condition has not yet been
transported throughout the entire domain.

When considering the results obtained in FLORIDyn, it is observed that at
t = 160 s (Figure 4.3.c), the upstream wake is slightly deflected towards the rotor of
the downstream turbine (although not to the same extent as predicted by FLORIS)
unlike what occurs in UFLORIS. Indeed, since the OPs are transported at 10 m/s,
at t = 160 s, the wake deficit at the rotor of turbine 2 is calculated considering the
yaw angle at time t = 70 s. At t = 350 s, the deflection of the wake from turbine
1 calculated with FLORIDyn is closer to the one predicted by FLORIS rather than
by UFLORIS because we are closer to the steady condition (see Table 4.1).

Thus, it emerges that both UFLORIS and FLORIDyn allow to account for time
delays between changes in the turbine states and their effects on the downstream
wind turbines, even though these delays have different magnitudes because of the
different OPs travelling modes in the two wake models.

4.1.1.3 Differences in the steady condition

Regarding the steady power condition, illustrated in Figure 4.5, the three wake mod-
els predict different power outputs for the downstream wind turbines, as indicated
in Table 4.2. It is also reported the percent difference in the power output using
FLORIS results as baseline, which is defined as:

Percent difference =
P − Ps

Ps

· 100 (4.1)

where Ps is the mean power computed with FLORIS and Pu refers to the mean
power obtained with one of the two unsteady models.

The differences between FLORIDyn and the other two solvers certainly lie in
the different wake models used. Indeed, while FLORIDyn is based on the Gaussian
model by Bastankhah and Porté-Agel [29], the GCH model [33] is employed in the
UFLORIS and FLORIS simulations.
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(a) FLORIS

(b) UFLORIS

(c) FLORIDyn

Figure 4.5: Contours of the wind speed at the turbine height at the steady condition
obtained with the different low-fidelity wake models.
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FLORIDyn is not able to capture the the secondary effects of wake recovery and
secondary steering, which instead are included in the GCH model. As described in
Subsection 2.1.2, secondary steering is the phenomenon where the counter-rotating
vortices due to wake steering influence the downstream wakes inducing a deflection
even if the downstream turbines are aligned with the wind direction. The added-
yaw recovery allow to account for the faster recovery in misaligned conditions due
to large eddies-induced entrainment in the wake field.

This clarifies why the wakes of downstream turbines computed with FLORIDyn
align with the wind propagation direction, showing no steering, whereas in FLORIS,
the wake centerlines of non-yawed turbines are slightly deflected because of the
secondary steering effect.

The higher turbine 2 power output calculated with the steady solver is, there-
fore, attributable to the secondary effect of the enhanced wake recovery. However,
this does not explain why FLORIDyn predicts an even higher power output for tur-
bine 3, albeit slightly, compared to the steady solver. The reason for this seemingly
counterintuitive behaviour lies in the different values of the added turbulence pa-
rameters (see Table 3.3). These parameters have a greater impact on the power of
turbine 3 because, in the steady condition, the wakes of downstream turbines are
fully merged. The use of the same parameters in FLORIDyn as those used for the
GCH model would have resulted in a lower power output for the downstream tur-
bine: the percent differences would have been −9.28% for turbine 2 and −17.5% for
turbine 3. Thus, the lower percentage differences obtained using the values in Table
3.3 confirm the correct selection of the parameters for a fair comparison between
FLORIDyn and FLORIS.

What arouses greater interest are the differences in the steady condition calculated
by FLORIS and UFLORIS, both of which use the GCH model. Comparing the
flowfield contours in Figure 4.5, it is evident that the cause of these differences lies
in the different modeling of wake deflection. This is even more evident when visu-
alizing the wake centerlines of downstream turbines in the near wake region, where
an overestimation of wake lateral displacement is observed compared to the steady
solver. Indeed, in UFLORIS the wake deflection is adjusted based on the OPs lo-
cation which defines the unsteady wake centerline. Since OPs are transported with
the local speed, also the transversal wake velocities, included in the GCH model, in-
fluence the OPs location. If in both FLORIS and FLORIDyn the deflection is based
on the Gaussian deflection model, as described in Subsubsection 2.2.2.5, UFLORIS
compute the lateral displacement of the wake based on the curl deflection model
[66]. A visualization of the different wake deflection models is provided in Figure
4.6 by Martínez-Tossas et al. [66]; in addition to the aforementioned wake models,
the lateral displacement of the wake centerline for LESs and the model from Shapiro,
Gayme, and Meneveau [67] are also included.

For major details about the transversal wake velocities responsible of the dis-
agreement in the wake deflection between UFLORIS and FLORIS, the reader is
referred to Subsubsection 2.1.2.3.
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Figure 4.6: Lateral displacement of the wake centerline along the spanwise direction,
both nondimensionalized with the turbine diameter, for different wake deflection models
[66].

4.1.1.4 Issues in UFLORIS

Regarding the UFLORIS simulation, the power trend during wake advection remains
unclear. The problem arises from the sudden change in the power output of the
downstream turbines, which instead is not predicted in the FLORIDyn results, as
shown in Figure 4.2. Notably, in the UFLORIS results, the power begins to fluctuate
from the onset of yaw control, at t = 0 s. Analogous to FLORIDyn, one would expect
a change in power output only after the upstream OP chain reaches the rotors of
turbines 2 and 3. This issue is not yet fully understood and remains unsolved. One
potential explanation could be the lack of transport of turbulence intensity with
the OPs: when the upstream turbine starts yawing the change in the turbulence
would be instantaneously convected in the full domain, influencing the power of
downstream turbines.

4.1.2 Comparison with FAST.Farm

Here we illustrate the comparison of the low-fidelity dynamic wake models, UFLORIS
and FLORIDyn, with the medium-fidelity wake modeling tool FAST.Farm. This
comparison aims to highlight the capabilities and limitations of the engineering
models concerning wake modeling and power computation, as well as to validate the
results using a higher fidelity solver.

4.1.2.1 Power output

The focus is on the results obtained starting from the onset of yaw control of the up-
stream turbine. Therefore, the first 300 s, which are necessary to initialize the wake
field across the computational domain in FAST.Farm, are excluded. The results
obtained with the medium-fidelity solver are derived by averaging data from the
twelve simulations using different turbulent inflows generated in TurbSim. Further
details are provided in Subsection 3.1.3.

In Figure 4.7, 4.8, and 4.9, we compare the power generated by the three wind
turbines in the engineering models with the results from FAST.Farm. Alongside the
time-series data of the power output, we also present binned results to provide a
clearer visualization of the differences and facilitate a better comparison between
the wake models. In particular, the results are binned every 75 s. The choice of
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(a) Time-series of the power output with visualization of the upstream turbine
yaw control; the power output from FAST.Farm is averaged across different inflow
conditions generated in TurbSim.

(b) Boxplot of the power output, binned every 75 seconds, computed using simulations in
FAST.Farm; the plot includes a comparison with mean power values computed using UFLORIS
and FLORIDyn within the same time bin.

Figure 4.7: Upstream turbine power computed with the low-fidelity unsteady wake tools
and FAST.Farm.
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(a) Time-series of the power output with visualization of the upstream turbine
yaw control; the power output from FAST.Farm is averaged across different inflow
conditions generated in TurbSim.

(b) Boxplot of the power output, binned every 75 seconds, computed using simulations in
FAST.Farm; the plot includes a comparison with mean power values computed using UFLORIS
and FLORIDyn within the same time bin.

Figure 4.8: Turbine 2 power computed with the low-fidelity unsteady wake tools and
FAST.Farm.
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(a) Time-series of the power output with visualization of the upstream turbine
yaw control; the power output from FAST.Farm is averaged across different inflow
conditions generated in TurbSim.

(b) Boxplot of the power output, binned every 75 seconds, computed using simulations in
FAST.Farm; the plot includes a comparison with mean power values computed using UFLORIS
and FLORIDyn within the same time bin.

Figure 4.9: Turbine 3 power computed with the low-fidelity unsteady wake tools and
FAST.Farm.
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Power error [MW]

Time bin center [s] Turbine 1 Turbine 2 Turbine 3

UFLORIS FLORIDyn UFLORIS FLORIDyn UFLORIS FLORIDyn

37.5 -0.145 -0.120 -0.418 -0.464 -0.274 -0.333
112.5 -0.316 -0.304 -0.344 -0.434 -0.149 -0.216
187.5 -0.016 -0.012 -0.403 -0.487 -0.152 -0.224
262.5 0.076 0.071 -0.322 -0.285 -0.245 -0.271
337.5 0.209 0.224 -0.336 -0.193 -0.146 -0.081
412.5 0.170 0.186 -0.338 -0.246 -0.183 -0.028
487.5 0.232 0.248 -0.412 -0.491 -0.159 0.027
562.5 0.206 0.222 -0.404 -0.628 -0.224 -0.207
637.5 0.157 0.173 -0.220 -0.498 -0.205 -0.359
712.5 0.130 0.145 -0.257 -0.535 0.001 -0.228
787.5 0.173 0.189 -0.267 -0.545 -0.017 -0.257
862.5 0.209 0.224 -0.294 -0.572 0.007 -0.234

Table 4.3: Power error made by the low-fidelity dynamic wake modeling tools compared
to the binned mean power computed by FAST.Farm.

this bin size is based on the fact that FLORIDyn is, as demonstrated in the previous
comparison, the solver in which the wake advection requires less time since the OPs
are transported at the free stream velocity (10 m/s). Considering the distance be-
tween the turbines, equal to 7D = 882 m, an advection time of 88.2 s is estimated.
Therefore, to account for the advection delay, a bin size smaller than the latter
value should be considered. The bin size value of 75 s ensures clear observation of
the average trend in power over time while avoiding excessive data points in the
graphs that could lead to misunderstandings. In each time-bin we report the mean
power output computed with UFLORIS and FLORIDyn and represented with a
dot. Given the greater dispersion of the FAST.Farm data, we represent them with
a box-and-whisker plot. The blue dot and line represent, respectively, the mean and
the median (middle value in the data). The box represents the middle 50% of the
data, known as the interquartile range (IQR), giving an indication of the spread of
the central data values; the lower edge of the box is the first quartile (Q1 or 25th
percentile), and the upper edge is the third quartile (Q3 or 75th percentile). The
horizontal lines outside the box define the edges of the whiskers, which extend from
the box to a distance equal to 1.5 times the IQR. In addition, table 4.3 shows the
absolute error incurred by the low-fidelity solvers in calculating the turbine power
generation compared to the simulations performed in FAST.Farm; this error is based
on the mean power values within each bin.

In terms of the power output of the upstream turbine (Figure 4.7), FAST.Farm
predicts slightly higher power levels both when the turbine is aligned with the mean
flow at t = 0 s and when the upstream yaw angle is maintained at 30 degrees.
As demonstrated in the previous subsection, both UFLORIS and FLORIDyn yield
identical power generation results as the FLORIS model due to the absence of tur-
bulence wind speed changes. Therefore, addressing the discrepancies between the
low-fidelity solvers and FAST.Farm requires adjustments to the steady wake model.
Specifically, fine-tuning the parameters η and pp, which are used to calculate turbine
power as defined in Equation 2.49, could potentially reconcile the differences in re-
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sults. However, this aspect has not been explored in this work as it falls outside the
scope of the thesis. Nonetheless, the results demonstrate a good agreement, with
mean power errors relative to FAST.Farm being less than 10%.

4.1.2.2 Dynamic response

The results of the downstream turbine power provide insights into the dynamic wake
modeling in the different wake models.

Focusing on the initial approximately 150-200 s, during which the upstream tur-
bine rotor is misaligned from the mean wind direction with a yaw rate of 0.1 deg/s
and where dynamic effects are not yet significant, both UFLORIS and FLORIDyn
exhibit comparable errors. The magnitude of these errors can be attributed to the
lack of tuning of the wake model parameters used. However, in the steady phase
when the effects of a 30 deg yaw angle are transported to the position of turbine 3,
UFLORIS shows better agreement with FAST.Farm results. It is deduced, therefore,
that the inclusion of secondary steering and wake added yaw effects, considered in
the GCH model used in UFLORIS but not in FLORIDyn, allows for more accurate
results. Figure 4.10 depicts two screenshots of the two-dimensional flow field at hub
height obtained in FAST.Farm in simulation I (refer to Table 3.9 for details on the
random seeds used for turbulence generation), corresponding to the final phase of
the simulation where FLORIDyn and UFLORIS have reached the steady condition.
These flow fields can be compared with those predicted by the low-fidelity solvers
and represented in Figure 4.5. Although the simulations are based on different in-
flows (turbulent in FAST and uniform in the engineering models), we find a better
agreement between UFLORIS and FAST.Farm as a deflection is observed in the
wake of downstream turbines. Instead, the Gaussian model used in FLORIDyn
lacks in modeling the lateral displacement of downstream wakes due to upstream
turbine yawing. This explains why there is a lower power error in the final phase of
the UFLORIS simulation. However, from the comparison of the flow fields, it is also
deduced that UFLORIS tends to overestimate the wake displacement of downstream
turbines in the near wake zone, being more accurate only farther from the rotor.

It is of great interest to compare the magnitude of wake advection delay on down-
stream turbines. In the results obtained in FAST.Farm, it is not possible to precisely
identify the moment when the effects of the steady upstream turbine yaw angle affect
the downstream turbines, unlike the low-fidelity solvers. From plots in Figure 4.8
and 4.9, it is observed that the response of turbines 2 and 3 to the 30 deg yaw angle
occurs within the ranges from 500 to 600 s and 700 to 800 s, respectively. Thus, a
delay of the order of 200-300 s for turbine 2 and 400-500 s for turbine 3 is predicted
in FAST.Farm. Looking at the results in Table 4.1, it emerges FLORIDyn underesti-
mates and UFLORIS overestimates the wake advection delay in reaching the steady
condition. This feature observed in FLORIDyn aligns with findings from [11], where
Becker notes that the effects of state change occur too rapidly when OPs travel at
the free stream velocity. On the contrary, UFLORIS exhibits a significantly larger
delay because the OPs are convected at the local wind speed. Concerning the wake
meandering characteristics in FAST.Farm, wake advects based on the local spatially
averaged ambient wind speed and wake deficit. Figure 4.11 shows the comparison
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(a) Time: t = 750 s.

(b) Time: t = 850 s.

Figure 4.10: Contours of the wind speed at the turbine hub height during the last 150 s
of the FAST.Farm simuation; the turbulent inflow wind is the one generated in simulation
I with TurbSim.
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Wake model Simulation CPU time

QS FLORIS 0.85 s
UFLORIS 11.4 s
FLORIDyn 41.4 s
FAST.Farm 30.89 min

Table 4.4: Simulation CPU time for the different wake models; the computational time
of FAST.Farm is averaged on the twelve simulations conducted.

of the flow field simulated with the three dynamic wake models at t = 400 s, when
the upstream turbine wake deflection is fully established in FLORIDyn, and indeed
the flow field is identical to the one computed at the last time step, shown in Figure
4.5.c. Instead in UFLORIS the upstream turbine wake deflection is different from
the one computed and the end of simulation (see Figure 4.5.b). The comparison
of the flow field in FAST.Farm at t = 400 s (Figure 4.11.a) and at the end of the
simulation (Figure 4.10), although challenging due to the turbulent nature of the
inflow, reveals that similar to UFLORIS, the wake response to the state change takes
longer in FAST.Farm. This is evident as, on average at the end of the simulation,
the wake tends to impact the right side of turbine 2 when viewed in the downstream
direction.

The optimal strategy for the convection of the OPs has not been definitively es-
tablished in the literature. The intercomparison reveals that UFLORIS results show
closer alignment with those obtained from FAST.Farm in terms of wake advection
delay. However, further experiments with varying mean wind speeds are necessary
to confirm or deny the stronger agreement of FAST.Farm with UFLORIS. What is
certain is that to determine which approach is more accurate, it would be necessary
to compare these three solvers with a higher-fidelity wake simulation tool, such as
LES, which could assess the level of accuracy of the results.

4.1.2.3 Runtime

We report in Table 4.4 the computational time for the simulations done using the
different wake modeling frameworks, also including the collection of steady-state
computations. The results only meant to give an approximated estimation of the
runtime performance of the different frameworks; these times exclude plotting. It
should be noted that different workstations were used for the solvers: FLORIDyn
and FAST.Farm results were obtained on a Windows 64-bit workstation with a 2.8
GHz 4-core Intel i7 CPU and 16GB of RAM; QS FLORIS and UFLORIS simulations
were conducted on a Linux (Fedora) 64-bit workstation with 2 1.5 GHz 64-core AMD
EPYC 7742 CPUs and 944.8 GB of RAM. It is emphasized that the simulations were
not parallelized, so a single core was utilized. Other than the different devices used,
which certainly influence the comparison, it should be noted that the run time is
also influenced by the model settings such as initialization time (700 s for the low-
fidelity solvers, 300 s for FAST.Farm) and the time step. Therefore, in this analysis,
we look at the results considering the order of magnitude of the simulation CPU
time.
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(a) UFLORIS

(b) FLORIDyn

(c) FAST.Farm

Figure 4.11: Contours of the wind speed at the turbine height at t = 400 s obtained with
the different dynamic wake models.
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FLORIS has the lowest computational cost, requiring less than a second to sim-
ulate a total of 1600 s. However, due to the steady-state nature of the model, it
does not account for dynamic effects, resulting in significant errors when considering
time-varying turbine control settings, as in the simulated test case here, or when
simulating unsteady wind conditions.

From the comparison of the run times of dynamic wake modeling frameworks,
a significant advantage of the engineering wake models emerges. Indeed, while
FAST.Farm requires an average1 of 31 minutes to simulate 1200 s (thus 1.5 times
slower than real-time), UFLORIS and FLORIDyn require a time on the order of
tens of seconds for 1600 s of simulation (respectively, 160 and 40 times faster than
real-time). Thus, for layouts with a limited number of turbines, these analytical
wake modeling tools simulate faster than real time. The increase in computational
time with the number of turbines has not been investigated; however, one would
expect a consistently lower computational cost compared to the medium-fidelity
solver. Although UFLORIS and FLORIDyn lack the fidelity of FAST.Farm, these
engineering models show high potential in representing wake dynamic behaviours
and are preferred in terms of computational time compared to higher fidelity tools.

4.2 UFLORIS development

In this section, we present the results obtained from the simple two-turbine test
case described in Subsection 3.2.1. Firstly, we discuss the improvements achieved
through modifications made to the UFLORIS source code. Secondly, we present the
results obtained using the novel OPs deletion strategy, emphasizing the achievable
computational time savings while maintaining good accuracy.

4.2.1 Implementation and improvements

To solve the issue related to the wake centerline computation when the unsteady
approach is enabled, the novel version of UFLORIS neglects the influence of the
ground, specifically its impact on the shed vortices modeled in the GCH wake model.
As detailed extensively in the previous chapter, it is the ground mirror wake rotation
vortex that primarily causes the transversal displacement of the OPs during the
initialization time.

Figure 4.12 shows the snapshots of the flow field just before and after the start
of the unsteady wake computation. The comparison with the corresponding figures
in Figure 3.6 reveals that in the UFLORIS version without the ground effect:

• during the quasi-steady approach (t ≤ 200 s) OPs accurately trace the real
wake centerline calculated by FLORIS as a results of the zero transversal wake
velocities at the location of the OPs;

• when the unsteady solver is enabled (t = 200 s) the wake centerline is adjusted
based on the OPs locations and at t = 210 s there are no visible changes in

1The CPU time is obtained by averaging the twelve simulations done in FAST.Farm. Note that
this time excludes the computational cost for generating the turbulent inflow with TurbSim, which
is couple of hours for each time-series.
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(a)

(b)

Figure 4.12: Contours of the wind speed at the turbine hub height with visualization
of the unsteady wake centerline before (a) and after (b) the initialization time, obtained
disabling the ground effect.

the wake shape because of the consistency between the steady and unsteady
solvers at the previous time step.

However, disabling the ground effect alone does not resolve the issue of the wrong
wake deficit computation that is described in the previous chapter. To address
this problem, we have modified how the thrust coefficient and yaw angle values
transported by the OPs are used to calculate the wake field. Comprehensive de-
tails about these modifications are provided in Subsubsection 3.2.2.2. Evidence of
UFLORIS improvements is shown in Figure 4.13, which illustrates the wind field
contours at hub height at t = 420 s, during the unsteady approach. Particularly,
Figure 4.13.c shows that the novel UFLORIS solver correctly captures the delay
between the change in the upstream turbine yaw angle and its effects on the down-
stream turbine. Indeed, at t = 420 s, when the OPs with information about the
yaw changes of the upstream turbine haven’t reached the downstream turbine rotor
yet, the upstream turbine wake show a consistent shape. Contrary, both the flow
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(a) Before modifications.

(b) Without ground effect.

(c) After modifications.

Figure 4.13: Contours of the wind speed at the turbine hub height with visualization of
the unsteady wake centerline at t = 420 s.
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Figure 4.14: Comparison of the downstream turbine power output obtained with the
original UFLORIS (before modifications), the version in which the ground mirror vortices
are neglected (without ground effect) and the novel UFLORIS version (after modifications).

fields computed with the original version of UFLORIS and the version without the
ground effect show changes in the entire upstream turbine wake, thus incorrectly
capturing the advection delay.

The impact of the source code modifications on the computation of the down-
stream turbine power is illustrated in Figure 4.14; it displays the power variations re-
sulting from the upstream turbine yaw control using three versions of the UFLORIS
solver: the original version, the version neglecting the ground effect, and the newly
implemented version. The comparison shows that:

• the modifications made to the definition of total transversal wake velocities
(see Equation 3.15 and 3.16) lead to consistent power output just before and
after the start of the unsteady approach. In contrast, the original UFLORIS
solver predicts a sudden increase in the downstream turbine power at t = 200 s
due to the differences between the position of the OPs and the wake centerline
in the initialization phase;

• in the novel version of the UFLORIS solver the wave-shape of the downstream
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power output shows notably differences with the version without the modi-
fication of the interpolation function for the thrust coefficient and the yaw
angle values. All three versions of the unsteady solver predict a phase shift
with respect to the prescribed yaw control, but in the modified version, the
delay in the convection of the upstream turbine yaw angle values is greater,
and furthermore, the maximum power output predicted in the unsteady phase
is higher. The most significant difference, however, is observed in the initial
phase of power output increase, which occurs periodically in the time range be-
tween 300 and 600 s. The versions “before modifications” and “without ground
effect”, indeed, predict much higher power due to the incorrect interpolation
of CT and γ, resulting in inaccurate modeling of the upstream turbine wake
(see Figure 4.13).

To sum up, the modifications made allow to solve some of the issues in the UFLORIS
solver: the removal of the calculation of transversal velocities induced by mirrored
vortices to respect the ground boundary condition enables a calculation of the con-
vection of OPs during the initialization time with major agreement to the steady
solver; changes in the source code allow for a more accurate calculation of the wake
velocity deficit consistently with the values of CT and γ carried by the OPs. Overall,
the novel UFLORIS solver ensures more physically accurate modeling of the wake.

However, further modifications are still necessary. In particular, the behavior of
the power output of downstream turbines under time-varying yaw control conditions
is not yet clear. For example, concerning the specific case, the initial phase of power
growth that occurs periodically starting from the time range between 300 and 500
s is not explained. Instead, one would expect a power wave-shape consistent with
the harmonic trend of the upstream turbine yaw control. One possible explanation
is the lack of advection of the turbulence intensity with the OPs.

4.2.2 OPs deletion strategy

Here, we present the results obtained from implementing the OPs deletion strategy
described in Subsection 3.2.3, which is based on imposing the number of OPs for
each turbine chain. We compare this strategy with the default approach, which
involves removing OPs when they are convected outside of the domain. We use the
results of the default strategy as a baseline for comparison since the fixed number
of OPs is such that they are fewer than those expected from the default strategy;
thus, this assures greater accuracy in the dynamic wake modeling. As described
below, the new strategy allows for a reduction in computational cost for the sim-
ulation while maintaining good accuracy by selecting an appropriate number of OPs.

Figure 4.15 shows the comparison of the results obtained in terms of downstream
turbine power output. Results for the upstream turbine are not reported since the
first turbine is not impacted by the wake of other turbines and always experiences
steady wind, thus its performance is not influenced by the OPs deletion strategy.
Additionally, the percentage error relative to the baseline results is reported only
for simulations where a non-zero error was obtained. Evidently, having an equal or
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Figure 4.15: Top: downstream turbine power comparison obtained with different fixed
OPs numbers and using the default strategy as baseline. Bottom: Relative error with the
baseline results.

greater number of OPs than 25 ensures a perfect match with the baseline simulation
results, suggesting that this number of OPs is sufficient to capture the important
dynamic effects of the upstream turbine wake on the downstream turbine. Whereas,
discrepancies are observed in the remaining simulations. From the analysis of the
relative error trend, a decrease in accuracy is observed with a reduction in the num-
ber of OPs, with the simulation based on 5 OPs showing a significant phase shift
in the maximum power output and predicting reduced benefits from the wake mis-
alignment of the upstream turbine. It is worth noting that the simulation with 20
OPs consistently exhibits a relative error of less than 10%.

The reason for the high percentage error, especially in simulations with fewer
than 15 OPs, is due to the solver’s inability to capture the wake advection delay
with an insufficient number of OPs. Figure 4.16, which shows the wind field at
t = 490 s, helps to better understand this: in the simulation with 10 OPs (Figure
4.16.a), the observation point at the end of the chain fails to reach the rotor of
the downstream turbine due to the reduced velocities downstream of the upstream
turbine. This results in the unsteady nature of the wake being modelled only until
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(a) 10 OPs

(b) 25 OPs

(c) Baseline

Figure 4.16: Contours of the wind speed at the turbine hub height at t = 490 s obtained
with the different OPs deletion strategies: fixed OPs number versus OPs deleted outside
of the domain.
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OPs number Saved time (%)

5 8.4%
10 7.9%
15 4.9%
20 4.8%
25 1.6%
30 1.5%
35 0.07%

Table 4.5: Saved computation time obtained with the proposed OPs deletion strategy.

the end of the chain; thereafter, a steady approach is adopted. In other words,
after the most downstream OP, the wake deflection is computed according to the
steady state formulation. This explains why the downstream turbine power output
calculated with a reduced number of OPs has a less pronounced phase shift with the
upstream turbine yaw angle trend. Thus, as the number of OPs decreases, the solver
tends to approach a steady-state solution. On the other hand, a number of OPs equal
to, for example, 25, is sufficient to characterize the upstream turbine wake over a
distance that allows for the correct calculation of the downstream turbine power, as
seen in the good agreement of the dynamic wake modeling between Figure 4.16.b
and 4.16.c.

We report in Table 4.5 the percentual saved computation time achieved against
the default OPs deletion strategy, which took 80 s to simulate 1600 s (26 min and
40 s). It turns out that as the number of OPs decreases, so does the computation
time, indicating that the interpolation phase of the thrust coefficient and yaw angle
values contributes to determining the computational cost in UFLORIS. With the
strategy implemented here, it is possible to save up to 4.8% of the computation
time while still ensuring an accuracy of over 90%. While the saved time for this
simple test case with two turbines may seem small given the computational cost
of the baseline simulation, for simulations of longer-duration events in large wind
farms, the reduction in computation cost is significant. Additionally, the impact of
the number of OPs increases significantly as the number of turbines (and thus the
number of OPs chains) involved in the simulation increases. A detailed analysis of
the CPU time dependence on the number of turbines would therefore be necessary
to address this; however, proof of this is provided in the results of the next section,
where UFLORIS is used to simulate a large number of offshore wind turbines.

In conclusion, the novel OPs deletion strategy allows for a reduction in CPU time
while maintaining good accuracy. For this simple test case, the crucial factor is
ensuring good modeling of the upstream wake for turbine performance calculations.
Clearly, the number of OPs should be selected consistently with the specific case
study. A possible approach is to determine the number of OPs such that the OPs
chain is described over a distance equal to, for example, 15 diameters, in line with
the assumption used in FLORIS that upstream turbines add turbulence to the am-
bient turbulence when positioned within a distance less than 15 diameters. This
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is because in the GCH model wake recovery is related to turbulence intensity, as
indicated in Equation 2.10. Similarly, it can be assumed that a distance equal to
15 diameters may ensure accuracy also with the other wake models available. Fur-
ther tests, with progressively larger layouts and different inflow and turbine control
conditions, should be conducted to understand if this approach yields good results.
Indeed, a sensitivity study would be necessary to understand the number of down-
stream wind turbines strongly affected by the wake, which would require a greater
number of OPs than those used for this simple test with only two turbines.

4.3 Low pressure event

Here we present the results of the simulation of the low-pressure system considering
the full Belgian-Dutch offshore cluster, as described in Section 3.3. The goal is to
compare the models within the UFLORIS framework to highlight the differences
between them, understand how the unsteady solvers capture wake dynamics, and
compare the CPU time of the models for a simulation with such a large number of
turbines. Another objective is to compare the results obtained in UFLORIS with
real data, to see if there is a good agreement between them and to highlight possible
reasons for the mismatch in the results. The section is organized as follows: first,
we compare the power output of one of the Belgian offshore wind farms calculated
with the different solvers; then we compare the results obtained in UFLORIS with
SCADA data.

4.3.1 Models comparison

In Figure 4.17, it is shown the comparison of the binned power outcome for the
offshore wind farm computed with the models within the UFLORIS framework
using a wind direction bin width of 10 degrees. In Table 4.6, it’s reported the
percent error of the binned farm power computed with the unsteady models, using
the quasi-steady results as baseline . The error is defined as:

Percent error =
|Pu − Pqs|

Pqs

· 100 (4.2)

where Pqs is the mean power computed with QS FLORIS and Pu refers to the mean
power obtained with one of the unsteady models. We use the steady model as a
baseline because of the strong assumptions done in the parameter selection which,
combined with unknown real operations of the turbines, makes hard to directly
compare the simulation results against SCADA data. The values reported refer to
results obtained before the third hour and half of the event. Indeed, after this time
the models converge since the wind turbines are above rated.

The unsteady models show a good agreement not only between them but also with
QS FLORIS, in which the dynamic features of the wake are neglected. From one
point of view, this is valuable as proof of the fact that averaging the power of the
unsteady results is coherent with a steady approach. On the other hand, the slight
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Figure 4.17: Binned farm power computed with the models within the UFLORIS frame-
work using a wind direction bin width of 10 degrees.

Percent error Wind direction [deg]
[-122,-112] [-112,-102] [-92,-82] [-82,-72] [-72,-62] [-62,-52] [-52,-42] [-42,-32] [-32,-22] [-22,-12] [-12,-2] [-2,7]

UFLORIS
“uncorrected” 0.07 2.99 4.14 2.78 2.31 1.25 0.41 2.03 1.56 6.23 7.23 0.46

OPs deleted
after 3 km 0.24 3.10 4.44 1.41 0.51 0.31 2.23 1.53 0.20 3.10 0.33 1.38

OPs deleted
after 5 km 0.24 2.99 4.54 1.49 1.21 0.48 2.26 1.76 0.65 3.24 0.22 1.30

Table 4.6: Percent error using quasi-steady results as baseline.

discrepancies between UFLORIS and QS FLORIS during the strongly dynamic con-
dition suggest that the unsteady wake is not fully captured. A possible reason can
be found in the low time resolution used as input in the UFLORIS framework. In-
deed, the real data concerning the wind direction and amplitude (see Figure 3.11)
are few and so probably insufficient to properly set up an unsteady simulation. One
possible way to overcome this could be repeating the simulations decreasing the
interpolation time step in the inflow data. Unfortunately, due to lack of time, no
other simulation, with refined inflow input, has been done.

From the analysis of the results, it emerges that the unsteady solvers generally
predict a higher power output, with UFLORIS “uncorrected” exhibiting a tendency
to deviate more from steady results. The reasons for this trend are not clear. One
possible explanation is that for the considered inflow conditions, the wakes of the
upstream turbines tend to have a greater impact on the downstream turbines in the
quasi-steady approach, where the wake is instantly adapted to the turbine settings
and inflow conditions. The delay due to wake advection would instead result in
downstream turbines seeing a cleaner flow on average. The higher differences be-
tween the “uncorrected” version and the quasi-steady solver may be attributed to
the improper unsteady approach on which it is based: the model wrongly captures
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Wake model CPU time for one time step Simulation CPU time

QS FLORIS 4.25 s 2 hours and 3 minutes
UFLORIS “uncorrected” 758.5 s (12.6 min) 15 days, 6 hours and 36 minutes
OPs deleted after 3 km 1006.3 s (16.8 min) 20 days, 6 hours and 22 minutes
OPs deleted after 5 km 1569 s (26.15 min) 31 days, 14 hours and 21 minutes

Table 4.7: CPU time for the different wake models.

the unsteady features of the wake because at each time step the current thrust co-
efficient values of the turbines are used to compute the wake velocity deficit.

It is of considerable interest to compare the computation time for the different mod-
els. In Table 4.7, we report the average CPU time for resolving one time step and
the total simulation CPU time requested by the simulations done in the UFLORIS
framework. There is a notable discrepancy between the quasi-steady and the un-
steady solvers: QS FLORIS takes few seconds to complete one loop, whereas in the
UFLORIS models, both “uncorrected” and “corrected”, a time of the order of tens
of minutes is necessary for the resolution of each time step.

The reason for the large difference in the CPU time between the quasi-steady
and the unsteady solvers can be found in computationally expensive OPs advection
through the domain to account for wake advection. Indeed, in the UFLORIS models,
both “corrected” and “uncorrected”, the phase of convection of the OPs, as described
in Equation 2.53, and the computation of the velocity at OPs locations request a
loop over the turbines at each time step. Due to the large number of wind turbines
the disparities in computation time between QS and UFLORIS are notable. It’s also
remarkable that the computational cost of the UFLORIS “corrected” simulations is
greatly larger than the CPU time requested by the “uncorrected” version. The main
difference between the two unsteady models is that the “corrected” version accounts
for the variation of the turbine yaw angle and the thrust coefficient along the wake:
OPs transport with them the turbine settings evaluated at the time they were created
at the rotor and the local velocities are computed through interpolations of closest
turbine setting values. This confirms a statement made in the previous test case: one
of the main sources of slowing down the code is the addition of another dimension,
the time, to the wake velocity deficit computation. Another proof of this is the
saving time that can be achieved by implementing the OPs deletion strategy used
here. Indeed, the data in table shows that reducing the distance after which the
OPs are eliminated from 3 km to 5 km, allows to reduce the computational cost by
up to 36%, yet retaining the same accuracy.

4.3.2 Comparison with SCADA data

Since no differences can be discerned in the results obtained with UFLORIS “cor-
rected”, in the following only the simulation with OPs deleted after 3 km is con-
sidered. Figure 4.19 shows the comparison of the farm power outcome obtained
in the UFLORIS framework with SCADA data. In the figure, it is also shown the
farm power neglecting wake effects, which is simply obtained by entering the turbine
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(a) Time step 340 (time 01:00).

(b) Time step 780 (time 02:50).

Figure 4.18: Contours of the instantaneous wind speed at the turbines mean hub height
obtained at different time steps. The wind field is computed in the UFLORIS framework
with the OPs deleted after 3 km. For the sake of clarity few OPs chains are represented
in flow field.
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(c) Time step 1175 (time 4:29).

Figure 4.18: Contours of the instantaneous wind speed at the turbines mean hub height
obtained at different time steps. The wind field is computed in the UFLORIS framework
with the OPs deleted after 3 km. For the sake of clarity few OPs chains are represented
in flow field.
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Figure 4.19: Comparison of the farm power outcome with SCADA data.

power table with the wind speed data; thus, it’s also offered a steady-state solution
to have an “ideal” baseline of this comparison.

The UFLORIS results show good agreement with time-series of SCADA in the
strongly dynamic condition, around the third hour of the event when there are
rapid changes in wind direction and speed. Here, the discrepancy may be linked
to the inappropriate parameter values used, particularly the turbulence parameter
set at 6%, which is evidently too low for this specific case study. Fine-tuning of
the parameters, tailored to the current event, would be necessary to achieve results
closer to actual data. After the fourth hour of the EWE, when the wind blows
from the north, the results converge since the wind amplitude is greater than the
rated speed. It is interesting to note that the turbines produce the maximum design
power despite the wake influence of the neighbouring farms due to the high wind
amplitude.

Instead, in the first part of the simulation, before the fast shifts in wind direc-
tion, the results obtained with UFLORIS show notable discrepancies from the real
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data. These great differences in the first part of the simulation could be related, as
mentioned above, to the improper selection of the wake model parameters. In addi-
tion, since the real control strategies actuated are not fully known, different turbine
settings between the real data and the simulation could also contribute to increase
the computation error. A significant factor negatively impacting the simulation re-
sults is the slight mismatches between the wind inflow magnitude and the actual
free stream velocity. Figure 4.20 illustrates the comparison between the background
flow in UFLORIS, derived from SCADA data, and the actual wind speed at the
rotor of some of the south-western turbines, which serve as the upstream turbines
during the time period between 01:00 and 03:00. It is evident that the inflow wind
speed tends to be higher than the actual free stream velocity, leading to an over-
estimation of the power generated by the upstream turbines. Given that turbine
power is proportional to the cube of wind speed, even slight fluctuations in wind
magnitude can result in significant power discrepancies. This demonstrates one of
the main drawbacks resulting from adopting a homogeneous background flow that
could adequately represent the inflow conditions for all the Belgian offshore wind
farms.

To sum up, although the results show an excellent trend capture in the power
drop phase of the event, given the small differences in the results obtained with
the various models and the discrepancies with the actual data (in particular in the
first part of the EWE), it is clear that considerable progress still needs to be made.
The results presented here are intended to provide only an initial insight into using
UFLORIS for large-scale layouts. We are aware that achieving more accurate results
would require tuning of the wake model parameters and the use of a background
inflow with higher temporal and spatial resolution. A possible next step to better
understand the differences between the models in the UFLORIS framework would
be to repeat the simulation using a time-varying heterogeneous inflow extrapolated
from a high-fidelity solver; for the comparison with real data, it would be necessary
to use inflow data with higher temporal resolution acquired at different points in
the layout. Thus, while for simple test cases with a limited number of turbines and
for short periods of time UFLORIS shows considerable potential, for such a com-
plex case study the capabilities of the solver need to be further investigated. Added
to this is the large computational cost required for dynamic wake modeling due to
the steep growth of the computational time as the number of turbines increases.
A possible solution to overcome this limitation would be to consider parallelizing
UFLORIS. Another improvement could be to allow the user to choose which turbine
quantities are to be convected with the OPs in the “corrected” version of the solver.
In fact, for this specific simulation where the turbines are always aligned with the
wind direction, the interpolation phase of the yaw angle is unnecessary. A poten-
tial time-saving measure would therefore be achieved by selecting only the thrust
coefficient as the variable to be transported in the domain.
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Figure 4.20: Comparison of the inflow wind used for the simulations in the UFLORIS
framework (derived from SCADA data) and the real data of the wind speed at the rotor
of the upstream wind turbines when the wind is blowing from south-west (from time 01:00
to 3:00 of the low pressure event).
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Conclusions

The goal of this thesis is to compare various wake modeling solvers, ranging from
analytical engineering models with simplified physics to full-body unsteady medium-
fidelity solvers; the objective is to investigate how these models represent dynamic
wake behaviours while maintaining low computational costs. Additionally, this work
aims to explore the capabilities of the VKI solver, UFLORIS, detailing the modifi-
cations made to improve accuracy and computational efficiency for both simplified
and full offshore wind farm layouts.

The comparison between the low-fidelity unsteady solvers UFLORIS and FLORI-
Dyn, both capable of simulating wake dynamics with low computational costs, re-
veals differences mainly related to the wake deficit models and the strategy used
for the convection of Observation Points in the wake field. UFLORIS benefits from
improvements made in the steady solver’s models due to its foundation on FLORIS
source code; whereas FLORIDyn lacks the ability to account for secondary steering
effects and yaw-added recovery, which could enhance result fidelity in misaligned
turbine scenarios. Both unsteady solvers show good agreement with higher-fidelity
FAST.Farm results, and discrepancies in power output could potentially be solved
through parameter tuning, a task not addressed in this study. Furthermore, both
UFLORIS and FLORIDyn exhibit errors in wake advection delay due to the convec-
tion velocity of OPs in the flow field. While the VKI solver aligns closely with the
higher-fidelity model, an optimal OPs convection strategy remains undetermined.
Nonetheless, both engineering models are of significant interest due to their low
computational costs, despite simplifications in the problem’s physics.

The modifications applied to UFLORIS address issues such as incorrect calcula-
tion of the wake deficit and differences with FLORIS in the prediction of the wake
centerline in steady conditions. These issues stem from ground effects in transversal
wake velocities and incorrect interpolation of turbine settings convected by OPs. In
addition, the novel OPs deletion strategy, based on the selection of the maximum
number of OPs in the chains, reduces CPU time without significantly compromising
accuracy.

Finally, simulating the low pressure event for the full Belgian-Dutch offshore
cluster exposes a weakness in the UFLORIS framework. When dealing with a large
number of turbines (hundreds), computational costs escalate significantly, especially
in the “corrected” version of the solver. Implementing a different OPs deletion
strategy helps to reduce simulation CPU time, although not enough to make this
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engineering model viable for such applications. Despite computational costs and
discrepancies between UFLORIS models and real data when turbine operational
states are unknown, the overall power trend captures rapid wind condition changes
effectively.
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