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Chapter 1 

Introduction  
 

1.1 Description of the subject  

This thesis was done as part of a project at Politecnico Di Torino aiming in suitably control 

an autonomous electric boat for transportation on urban canals. Traditionally, the pilot is 

responsible for planning the path and steering the boat avoiding obstacles while 

respecting regulations for collision prevention and speed limits. However, human 

operation is strongly dependent on experience, unpredictable condition, and fate. For this 

reason, the use of an autonomous electric boat can ensure not only a more predictable and 

controlled guidance behaviour, but also represents a successful strategy to improve 

safeguard in maritime application. Moreover, a wide adoption of autonomous boats could 

increase the efficiency and reduce the chaotic traffic in canals caused by commercial 

operations.  

1.2 Objectives  

The objective of this thesis is to develop a control algorithm able to guide an autonomous 

electric boat in a safe an efficient manner from a start location to a defined goal point 

being able to autonomously avoiding obstacles and other boats accordingly to the 

Convention on the International Regulations for Preventing Collisions at Sea, 1972 

(COLREGs). The local motion planning is performed using information collected by on-

board sensors, for this reason obstacles position and velocity and environment 

information are assumed to be known. It has been used an existing boat design for 

simulation, but the evidence demonstrates in this work can be applied to other models 

with the necessary adjustments.   

1.3 Methodology 

In the following chapter it is illustrated how the task to ensure safe autonomous guidance 

has been developed over the recent years to have a general understanding of the 

progression of the subject. Then, in the third chapter is presented a theoretical overview 
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of the chosen methodology within the ones presented. It focuses on a particular 

application able to directly influence the behaviour of the controlled boat to fulfil some 

of the COLREGs compliance requirements. Further, the next chapter describes the 

dynamic model used for simulation and the subsequent control problem formulation 

derived from. In the end, the last chapter shows all the results of the application of the 

methodology formulated with a particular comparison with a different strategy to 

highlight strengths and weaknesses. In conclusion, some suggestion to continue 

developing this work have been emphasized.  
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Chapter 2 

State of the Art  
 

In recent years, unmanned vehicles in dynamic environments are a growing and 

challenging area of research. They consist in autonomous vehicles able to perform path 

planning and collision avoidance without human intervention by collecting information 

about the surrounding environment and taking decisions accordingly.  

2.1 Path Planning  
 

Path planning algorithms aim to find a suitable and collision free path from an initial 

position to a desired goal state. According to Vagale et al. [1] it is possible to distinguish 

between global path planning and local path planning. While the first one evaluates the 

preferred path exploiting a priori information such as the position of the static obstacle or 

information on the environment, the second one utilizes data obtained online by means 

of sensors and it can adapt the preferable path in real time.  

In this section there will be discussed some path planning and collision avoidance 

methodologies. The Dijkstra's algorithm is a shortest path search algorithm used to find 

the shortest path between two nodes in a weighted graph, and it is always able to find the 

minimal cost path, but it lacks in dynamic optimization, and it suffers of high 

computational cost in large configuration space.  This algorithm was modified by Hart et 

al. in 1972 to create A* which utilizes a heuristic function to evaluate the total cost to 

reach the destination through each reachable node with the minimal cost. A* (HA*), 

unlike conventional variants that only allow visiting centres, corners, or edges of grid 

cells, associates with each cell a continuous state of vehicles [2] (Dolgov et al., 2008, in 

Miao, 2022). This method suffers from similar weaknesses as the previous one plus the 

uniqueness of the solution, so if more than one optimal path comes out it will arbitrary 

chose one of them without providing insights into alternative routes. Commonly, when 

dealing with autonomous guidance it is necessary to follow an approach able to handle 

with dynamic environment. In these cases, an algorithm such as D* is more suitable since 

it follows an incremental search type of process able to continuously refine the path based 
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on new information making it a valid tool for tasks such as robotic navigation. Despite 

the wild use of this methods the complexity of search algorithms increases with the 

dimension of the configuration space which is not ideal. In contrast, sampling-based 

algorithms generate path by randomly sampling points in a surrounding space to 

determine the validity or accessibility of those positions. In the meantime, this process 

may include checking for collision with obstacles, boundary limits or environmental 

obstruction. In such regard one of the most commonly implemented algorithm is the 

Rapidly-Exploring Random Trees (RTT), proposed by LaValle in 1998 [3] which biases 

the exploration towards the goal region, the algorithm may occasionally select the goal 

configuration as the random sample with a certain probability. This algorithm starts from 

a single node that represents the starting configuration and subsequently it randomly 

selects a configuration in the space to expand the existing tree moving the object towards 

the selected configuration for each iteration.  Moreover, for each step size the algorithm 

checks eventual collision with obstacle, the path from the current node to the new one is 

added to the existing tree only if it assessed to be collision-free so that an edge connecting 

it to the nearest node in the tree is created. Next, to bias the exploration towards the goal 

region, the algorithm may occasionally select the goal configuration as the random sample 

with a certain probability. Finally, when it is added to the tree a node sufficiently close to 

the goal region, or when a specified maximum number of iterations is reached the 

algorithm stops and proceeds to the path extraction backtracking from the goal node to 

the start node along the edges of the tree. Karaman and Frazzoli [4] proposed in 2011 an 

enhanced version of RRT called RRT* that ensures asymptotic convergence to the optimal 

path. It develops a node reorientation strategy to adapt the tree to new information suitable 

for dynamic environments with the opportunity to deal with additional constraints. A 

subsequent implementation of this strategy is the Dubins- RTT* with a Dubins curve 

steering function that is capable to generate low-cost paths suitable for curvature 

constrained vehicles [5]. Specifically, Dubins curves provide the shortest paths between 

two configurations for vehicle with differential constraints, moreover it is noticed that 

these trajectories result generally smoother. Long Chen [6] in 2020 implemented a Fuzzy-

Kinodynamic RRT, method which generates dynamic path based on the traditional rapidly 

exploring random tree (RRT) algorithm. Fuzzy logic is a soft computing method and can 

make use of knowledge expressed in the form of linguistic rules combined with the ability 



5 
 

to handle unknown conditions and react dynamically. By combing Kinodynamic RRT and 

Fuzzy logic, it is possible to make use of the obstacle avoidance ability in unknown 

environment and utilize the Kinodynamic RRT to generate the initial path which can be 

optimized later by the combination method. 

2.2 Trajectory Tracking  
 

In this section it will be discussed a background of the research on trajectory tracking and 

collision avoidance system (COLAV), outlining the latest developments within the USV 

technology and the very current trends in embracing autonomous vehicles. Various types 

of controllers exist for Unmanned Surface Vehicles (USVs). Some of these controllers are 

programmed to obey the International Regulations for Preventing Collisions at Sea 

(COLREGs). These regulations ensures that all mariners follow standard rules when 

using water ways and help prevent collision between different vessels in the sea. 

The simplest control strategies are not able to consider dynamics and limitations of the 

boat, this is the case of PID. This linear controller is simple to tune, and it can be applied 

for trajectory tracking by using two PID controllers tuned separately for longitudinal and 

lateral tracking [7]. This approach is limited for USV implementations since its 

performance with nonlinear dynamics is poor and it does not always produce feasible 

solutions. Khatib [8] introduced in 1985 the artificial potential field (APF) algorithm, The 

idea is based on a control law designed from a scalar function, the so-called Artificial 

Potential Field (APF), that shows high-potential regions nearby the obstacles and low-

level potential at the goal, this algorithm and its development will be further discussed in 

the following chapter. Subsequently, the velocity obstacle (VO) approach has been 

adopted by several researchers for moving hazard avoidance. Since it was first proposed 

in 1998 for robot motion planning by Fiorini and Shiller, several extensions to VO have 

been made, including a cooperative form of collision avoidance [9] or probabilistic 

velocity obstacles [10]. VO approaches generate a cone-shaped obstacle in the velocity 

space and ensure that there will be no future collisions as long as the robot’s velocity 

vector is outside the VO. Kuwata’s et al. [11] elaborate presents an autonomous motion 

planning algorithm to navigate safely in dynamic and cluttered environments. The 

algorithm not only guarantees obstacle avoidance for static and moving obstacles, but 

also applies the international Regulations for Preventing Collisions at Sea adding specific 
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sets of constraints in the velocity space when the USV is in certain COLREGS situations. 

On the other hand, the most widely used method for autonomous guidance control is the 

Model Predictive Control strategy (MPC). MPC is a general and powerful method that 

can compute optimal trajectories where environmental forces are easily included, and 

risk, hazard, and operational constraints along with mission objectives can be formalized 

in the cost function. Usually, it begins with the development of a dynamic model of the 

system being controlled, it typically incorporates physical laws, system dynamics, and 

constraints. MPC operates over a finite prediction horizon, which defines the time horizon 

over which future system behaviour is predicted. The length of the prediction horizon 

determines how far into the future the controller looks to make decisions. In addition, at 

each control time step, MPC solves an optimization problem over the prediction horizon 

to determine the optimal control inputs. The objective of the optimization problem is to 

minimize a cost function that penalizes deviations from desired setpoints, control inputs, 

and constraints. 

Hagen et al. [12] proposed a COLAV strategy based on MPC that depends on transitional 

costs in the MPC objective for collision avoidance manoeuvres that are being executed 

by the marine vessel. These transitional cost aim to increase the incentive to continue an 

already started COLREGS manoeuvre and alleviate the oscillating behaviour that occur 

when different COLREGS situations rapidly shift. Further, it is possible to combine to a 

MPC controller a collision risk assessment [13]. Nevertheless, in case of an USV 

application it is recommended to rely on a nonlinear model both for accuracy in 

considering nonlinear behaviour such as hydrodynamics, wave or varying environmental 

conditions, and for flexibility in representing a wider range of operating conditions.  

This work takes the lead from a project based on a Nonlinear MPC controller 

implemented with an RTT* Dubins curves. It is enriched with a path post processing 

pouring method effective in shortening the path and in making the path smoother and 

more continuous, removing abrupt changes in direction. This process leads to a reference 

trajectory derived from the global path planning. Next, it is introduced a smooth 

trapezoidal reference velocity profile. In this profile the acceleration and deceleration 

occur only at the start and end of the trajectory, while the rest of the trajectory is kept at 

a constant cruise velocity. This is useful because the Dubins curves used during path 

planning assume a vehicle moving at constant speed, which would be the cruise velocity. 
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This procedure is known as Trajectory planning and basically consists of binding a time 

law to a path. Regarding the local motion controller, the controller resulted able to 

consider constraints representing walls, static and dynamic obstacles such that the boat 

does not collide during its trajectory and reaches the goal state with near zero errors on 

the final pose. Nevertheless, aspect such as COLREGS compliant and direct possibility 

of choosing the preferential avoidance directions are not attainable with such 

implementation. In the next chapter it will be illustrated a methodology that aims to meet 

those requirements.  

 

 

Figure 2.1: Maneuvers required for various COLREGS situations (a) Crossing from 

right. (b) Crossing from left. (c) Overtaking. (d) Head-on. Extracted from [11]. 
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Chapter 3 

Artificial Potential Field with local attractors  
 

This section outlines the formulation of the artificial potential field problem, focusing on 

scenarios with local attractors. The objectives include achieving a desired position from 

a given starting configuration, navigating around obstacles while favouring the direction 

through local attractors and preventing entrapment in local minima associated with these 

local attractors. The methodology is presented within a two-dimensional space ℝ2. The 

potential field is constructed using a combination of quadratic and exponential functions, 

drawing from works from works by Beard & McClain [14] and Khatib [8].  Consequently, 

considerations regarding the determination of attractor strength are provided. 

In [15] Latombe describes the potential function as the sum of the attractive potential and 

repulsive potential energies acting on the robot. The robot, which is treated as a point in 

the configuration space, is pulled by the attractive potential toward a defined target and 

pushed away from obstacles by the repulsive potential. The potential field forces are 

shown in Figure 3.1.  

 

Figure 3.1: Potential field forces orientation. Extracted from [21]. 
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The problem formulation refers to the work presented in [16] where the desired position 

can be seen as an attractive potential field 𝑈𝑑 which is modelled with the quadratic 

function:  

𝑈𝑑(𝑥) =
1

2
𝜎||𝑥 − 𝑥𝑑||

2
                                       (3.1)                                                     

where 𝜎 is a positive parameter which regulates the intensity of the quadratic function 

and 𝑥 = [𝑥 𝑦]𝑇 represent the generic point in the cartesian space.  

3.1 Obstacle formulation 
 

In general, obstacles may have any geometry but, in this work, it will be considered only 

object with the form of disc in two dimensions centred in 𝑥𝑜 with radius 𝑅𝑜. Regardless 

of the obstacle potential formulation it will be formulated with the exponential function 

according to [14] defined as:  

𝑈𝑜(𝑥) =  𝛽𝑜𝑒
−

𝛾𝑜
2

||𝑥−𝑥𝑜||
2

                                     (3.2) 

In this expression, βo and γo represent positive parameters governing the characteristics 

of the Gaussian distribution surrounding the obstacle. Specifically, βo signifies the peak 

value, while γo dictates the rate of exponential decay.  

 

Figure 3.2: Shape of the exponential function defining obstacle potential field. 
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If only the goal and the obstacle are considered, the resulting total potential field 𝑈𝑑𝑜 can 

be written as: 

𝑈𝑑𝑜(𝑥) =  𝑈𝑑(𝑥) + 𝑈𝑜(𝑥) =  
1

2
𝜎||𝑥 − 𝑥𝑑||

2
+ 𝛽𝑜𝑒

−
𝛾𝑜
2

||𝑥−𝑥𝑜||
2

            (3.3) 

The active region 𝑈𝑜
∗ is defined as the area included in the outer circle with radius 𝑅𝑜

∗  as 

described in Figure 3.3a so that the gradient of 𝑈𝑜 goes to zero outside  𝑈𝑜
∗. Gradient of 

𝑈𝑜 can be defined as:  

∆𝑈𝑜(𝑥, 𝛽𝑜, 𝛾𝑜) =  
𝜕

𝜕𝑥
𝑈𝑜(𝑥, 𝛽𝑜 , 𝛾𝑜) =  −𝛽𝑜𝛾𝑜(𝑥 − 𝑥𝑜)𝑒

𝛾𝑜
2

||𝑋−𝑋𝑂||
2

          (3.4) 

More precisely, considering 𝑟𝑜 = ||𝑥 − 𝑥𝑜|| and assuming that the gradient magnitude of 

the function above is less or equal to a small value defined as 𝑠𝜀, after same calculation 

explained in more detail in [16], it is possible to assume that:  

𝑅𝑜
∗ = [−

1

γo

𝑊−1 (−
s𝜖
2

βo
2γo

)]
1/2

                                  (3.5) 

Where 𝑊−1 is the Lambert function. 

 

Figure 3. 3: Two-dimensional analysis of the possible USV path. From [16]. 

3.2 Local attractor formulation 
 

According to [16], the idea is to introduce an attractive source near to the obstacle able to 

influence the total potential field to create preferable path to be followed in the collision 

avoidance mechanism. To do so, let be considering now on the local attractor position as 

𝑥𝑎 and the global attractor position, previously considered as goal point, as 𝑥𝑑.  



11 
 

The local attractor potential field 𝑈𝑎 is modelled with the negative exponential function 

[4]:  

𝑈𝑎(𝑥) =  −𝛼𝑎𝑒−
𝛾𝑎
2

||𝑥−𝑥𝑎||
2

                                       (3.6) 

where 𝛼𝑎 and 𝛾𝑎 are the positive parameters that regulate the intensity and the decay of 

the attractive effect. As it is shown in Figure 3.3b the outer circle centred in 𝑥𝑎 with radius 

𝑅𝑎
∗  define the active 𝑈𝑎

∗ so that the gradient of 𝑈𝑎 goes to zero outside 𝑈𝑎
∗. Similarly with 

the formulation of the obstacle is it possible to define a small value s𝜀 equal to the 

magnitude of the gradient of 𝑈𝑎 to impose this condition that leads to:  

𝑅𝑎
∗ = [−

1

𝛾𝑎
𝑊−1 (−

𝑠𝜀
2

𝛼𝑎
2𝛾𝑎

)]

1

2
                                        (3.7) 

moreover, the attractor can be located on the chosen side of the obstacle and its active 

region 𝑈𝑎 can be extended all around the obstacle and its active region. Parameter such 

as 𝛼𝑎 and 𝛾𝑎, if correctly selected, can prevent the total potential field, which in case of 

single obstacle and in presence of two attractive source can be defined as:  

          𝑈𝑡(𝑥) = 𝑈𝑑(𝑥) + 𝑈𝑜(𝑥) + 𝑈𝑎(𝑥) =        

=  
1

2
𝜎||𝑥 − 𝑥𝑑||

2
+ 𝛽𝑜𝑒

−
𝛾𝑜
2

||𝑥−𝑥𝑜||
2

− 𝛼𝑎𝑒−
𝛾𝑎
2

||𝑥−𝑥𝑎||
2

                          (3.8)  

to suffer of local minima. More precisely, high values of 𝛼𝑎 can generate attractive source 

too intense creating a local minimum, near this point the resultant force experienced by 

the USV oscillates around zero. In addition, 𝑥𝑎 should be sufficiently far from the active 

region of the obstacle 𝑈𝑜
∗ otherwise their potential field would interfere with each other 

making the control action less effective or in the worst-case scenario create an area where 

the total gradient may result near to zero. This leads to the following condition to be hold:  

||𝑥𝑎 − 𝑥𝑜|| >  𝑅𝑜
∗ +  𝜀                                            (3.9) 

According do [16], to define 𝜀 it is convenient to consider the function 𝑈𝑑𝑎 defined as 

the sum of the two potential fields of the attractors:  

𝑈𝑑𝑎(𝑥) = 𝑈𝑑(𝑥) + 𝑈𝑎(𝑥) =  
1

2
𝜎||𝑥 − 𝑥𝑑||

2
− 𝛼𝑎𝑒−

𝛾𝑎
2

||𝑥−𝑥𝑎||
2

             (3.10) 
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Since condition (3.9), to understand the influence and the limit value of 𝛼𝑎 it is necessary 

to analyse the points where the gradient of the function 𝑈𝑑𝑎 is zero, the condition 

becomes:  

𝜕

𝜕𝑥
𝑈𝑑𝑎(𝑥) =  𝜎(𝑥 − 𝑥𝑑) + 𝛼𝑎𝛾𝑎(𝑥 − 𝑥𝑎)𝑒

−𝛾𝑎
2

||𝑥−𝑥𝑎||
2

= 0             (3.11) 

Moreover, the problem can be further simplified by defining the auxiliary reference frame 

O’-x’-y’ with the origin in O’≡ 𝑥𝑑 and whose x’ axis is aligned with 𝑥𝑎 and by  

considering 𝑥𝑑
′ = [0  0]𝑇 and 𝑥𝑎

′ = [𝑥𝑎
′   0]𝑇. In addition, the problem of interest can be 

studied in one dimension regarding x’ axis only since the partial derivative of 𝑈𝑑𝑎 with 

respect to y’ is equal to zero only for y’ = 0 since 𝛼𝑎, 𝜎 and 𝛾𝑎 are positive values. Thus, 

the equation becomes:  

𝜕

𝜕𝑥′
𝑈𝑑𝑎(𝑥′, 0) =  𝜎𝑥′ + 𝛼𝑎𝛾𝑎(𝑥′ − 𝑥𝑎

′ )𝑒
−𝛾𝑎

2
(𝑥′−𝑥𝑎

′ )
2

= 0                (3.12) 

Selecting 𝜎, 𝑥𝑎′ and 𝛾𝑎 equation (3.12) is parametric in 𝛼𝑎 and this can be visualized in 

Figure 3.4 by considering:  

𝐴 =  𝜎𝑥′ ;   𝐵 =  𝛼𝑎𝛾𝑎(𝑥′ − 𝑥′
𝑎)𝑒

−𝛾𝑎
2

(𝑥′−𝑥𝑎
′ )

2

                        (3.13) 

the graphical solution is shown in Figure 3.4. The objective is to find a small value of 𝛼𝑎 

for which the curves -A and B have only one intersection and for which 𝑈𝑑𝑎(𝑥′, 0) shows 

a saddle point in 𝑥′ = 𝑥 ′ , that value represents the upper bound 𝛼𝑎,𝑙𝑖𝑚. 

 

Figure 3. 4: Parametric solution of equation (3.12). Extracted from [16]. 
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As it is shown in Figure 3.4 the shifting can be quantified as the distance:  

||𝑥𝑎
′ − 𝑥 ′|| = 𝑥𝑎

′ − 𝑥 ′ =  𝜀                                         (3.14) 

It is possible to distinguish between two different scenarios. In the first one the 

intersection between the line segment 𝑥𝑎𝑥𝑑 and 𝑈𝑜
∗ is empty; in this case the stationary 

point would fall outside 𝑈𝑜
∗. The second case arises when the line segment 𝑥𝑎𝑥𝑑 intersects  

𝑈𝑜
∗. In the latter, it is important the role of the shifting parameter since it is possible to 

have the saddle point of 𝑈𝑑𝑎 overlapping with the obstacle if condition (3.9) is not 

satisfied. To summarize, the value of 𝜀 in condition (3.9) is resumed as follow: 

 

Figure 3. 5: Condition on ε [16]. 

In addition, to regulate the size of 𝑈𝑎
∗ so that the two potential field do not enter in contrast 

causing perturbations in the global minimum of the potential, defined in the beginning as 

the target attractor, the following condition must be held:  

||𝑥𝑎 − 𝑥𝑑|| ≥ 𝑅𝑎
∗                                                  (3.15) 

In Figure 3.6 is described a generic scenario in which conditions (3.9) and (3.15) are 

satisfied:  

 

Figure 3. 6: Simple case of obstacle and local attractor positioning. Extracted from 

[16]. 

More details about these will be discussed in chapter 5.  
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Chapter 4 

Modelling 
 

This chapter seeks to present the chosen model for simulating and controlling autonomous 

electric boats. Perez’s work [17] has extensively covered ship dynamics theory and 

various models for both underwater and surface vehicles. Specifically, we will introduce 

the relevant reference frames and the nonlinear differential equation governing the boat's 

dynamics.  

4.1 Reference Frames 
 

A ship can move in six degrees of freedom (6DOF), three of them describe translations 

along tree axis and the three coordinates define the orientation. These coordinates can be 

represented in different standard reference frames:  

• North-east-down frame (NED) is a reference frame anchored to the Earth’s 

surface using latitude and longitude coordinates. The n-frame (𝑜𝑛, 𝑥𝑛, 𝑦𝑛, 𝑧𝑛)  has 

its axis are oriented towards True North, East and Down to the centre of Eart, 

respectively. This frame is assumed to be inertial, which is reasonable given the 

low velocities of marine vehicles. 

• Body-fixed frame (𝑜𝑏 , 𝑥𝑏 , 𝑦𝑏 , 𝑧𝑏) is affixed to the hull of the boat. Its positive 𝑥𝑏  

axis aligns with the bow, the positive 𝑦𝑏 axis with starboard, and the positive 𝑧𝑏 

axis points downward aligned with the normal axis.  

Since trajectory tracking disregards vertical translation along the Z-axis, this axis 

becomes unnecessary for further analysis. Consequently, only a 2D representation of 

reference frames will suffice. Moreover, rotations around the 𝑥𝑏 and 𝑦𝑏 axes are 

deemed insignificant and thus omitted. Both NED and Body-fixed frame are shown 

in Figure 3.1. The pose of the boat, 𝜂, is represented in NED coordinates and indicate 

the configuration of its position and attitude, while the velocity vector ν and the force 

and momentum vector τ are considered in the Body-fixed frame.  
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𝜂 = [
𝑁
𝐸
φ
]            𝜈 = [

𝑢
𝑣
𝑟
]              𝜏 = [

𝑋
𝑌
𝑁

]                             (4.1) 

 

Figure 4. 1: Global and Body-fixed frames. 

The angle φ in vector 𝜂 represent the yaw angle between NED and Body-fixed frame.  

4.2 USV Model 
 

In this section, it will be discussed the kinematic model and dynamic model of the USV 

under three degrees of freedom. The three-degree-of-freedom kinematics model of the 

unmanned vehicle in plane motion can be expressed as:  

𝜂̇ = [ 
𝑐𝑜𝑠𝜑 −𝑠𝑖𝑛𝜑 0
𝑠𝑖𝑛𝜑 𝑐𝑜𝑠𝜑 0

0 0 1
]  𝜈                                      (4.2) 

The autonomous electric boat considered in the simulations is based on the ROBOAT II 

[18] whose dynamic follows the nonlinear differential equation:  

𝑀𝜈̇ + 𝐶(𝜈) 𝜈 + 𝐷(𝜈)𝜈 =  𝜏                                      (4.3) 

Where M is the mass matrix, C is the Coriolis and centripetal matrix that considers 

hydrodynamic coefficients, D is the matrix of hydrodynamic damping. This model 

assumes that current velocity and both wind and wave force are negligible since their low 
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value in canals. According to [18], the ROBOAT II has a length of two meters and a width 

of one meter and the matrices described above are the following:  

𝑀 = 𝑑𝑖𝑎𝑔{𝑚11, 𝑚22, 𝑚33}                                    (4.4) 

𝐶(𝜈) = [
0 0 −𝑚22ν

0 0 𝑚11ν

𝑚22ν −𝑚11ν 0
]                            (4.5) 

𝐷(ν) = diag{Xu, 𝑌𝑢, 𝑁𝑟}                                           (4.6) 

Where, 𝑚11 = 172 kg, 𝑚22 = 188 kg, 𝑚33 = 24 kg·m2, 𝑋𝑢 = 38 kg/s, 𝑌𝑢 = 168 kg/s 

and 𝑁𝑟 = 16 kg·m2/s. The boat described used for simulation have two thrusters 

located as shown in Figure 4.2 at the stern. One is designed to generate longitudinal 

acceleration along the surge direction, while the other one is designed to steering the 

boat. Since its distance from the centre is exactly one meter and it is considered the 

positive direction of rotation the clockwise rotation in the hand righted reference 

frame, the force and moment vector 𝜏 can be rewritten as follows:  

𝜏 = [
𝑋
𝑌
𝑁

] = [
𝑋
𝑌

−𝑌
]                                                (4.7) 

 

Figure 4. 2: Actuators position on the USV. 

Further, it is considered the nonlinear state space form composed by equation (4.2) 

and (4.3) with state variable 𝑥 ∈ ℝ6, where 𝑥 = [𝜂𝑇 , 𝜈𝑇]𝑇 = [𝑁, 𝐸, 𝜑, 𝑣𝑥, 𝑣𝑦, 𝑟]
𝑇
 , and 

with u as the input vector. Thus, the nonlinear ODE derived from the state space form 

and the description of the kinematic and dynamic model are:  
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𝑑

𝑑𝑡

[
 
 
 
 
𝑁
𝐸
𝜑
𝑢
𝑣
𝑟 ]
 
 
 
 

=

[
 
 
 
 
 
 
 
𝑢 𝑐𝑜𝑠 𝜑 − 𝑣𝑠𝑖𝑛𝜑
𝑣 𝑐𝑜𝑠𝜑 +  𝑢𝑠𝑖𝑛𝜑

𝑟
𝑋

172
−

19𝑢

86
+

47𝑣𝑟

43
𝑌

188
−

42𝑣

47
−

43𝑢𝑟

47
−𝑌

24
−

2𝑟

3
−

2𝑢𝑣

3 ]
 
 
 
 
 
 
 

                                    (4.8) 

4.3 Control Problem Formulation 
 

In this section it will be discussed the control problem formulation based on the artificial 

potential field theory examined above, the same approach is valid for both static and 

dynamic obstacles. In 1995 Guldner and Utkin [19] elaborated a gradient tracking method 

able to generate an exact tracking of the gradient lines that can be applied to smooth 

artificial vector field. The variable under control in this case of study will be the force 

vector 𝐹𝑑 computed as the negative direction of the gradient of the total potential artificial 

field 𝑈𝑑: 

𝐹𝑑 = −∇𝑈𝑡                                                  (4.9) 

The force command is chosen proportional to the error angle created between the actual 

yaw angle 𝜑 of the boat and the direction of the force vector computed at the following 

control step. Let’s consider the angle 𝜃 as the angle between the direction of the force 

vector at instant 𝑡 = 𝑡𝑖+1 and the positive direction of the E axis of the NED reference 

system as it is shown in Figure 4.3. Then, the control angle 𝛾𝑑 is computed as follows: 

𝛾𝑑 =  𝜃 − 𝜑                                                 (4.10) 
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Figure 4. 3: Error angle  

Once the force 𝐹𝑑 is computed as in (4.9), the input forces expressed in (4.7) to apply 

to the boat are distinguished in the longitudinal input force X computed as the 

modulus of 𝐹𝑑, related to the forward motion, and the steering force Y considered 

proportional to the control angle 𝛾𝑑 through a constant K:  

𝑋 = 𝑛𝑜𝑟𝑚(𝐹𝑑)                                             (4.11) 

𝑌 =  −𝐾𝛾𝑑                                                 (4.12) 
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Chapter 5 

Results and Discussion 
 

This chapter is divided in two sections about the performance testing of the collision 

avoidance system in two real case scenarios. The algorithm is tested on a rectilinear 

section of the canal considering the presence of two distinct static obstacles in the first 

case and the frontal approach of a dynamic hazard in the second case. It will be evaluated 

not only the collision avoidance performance but also the COLREGs rule compliance 

related to those situations. Results will be compared to a NMPC RTT* integrated with 

Dubins curves algorithm [20] discussed in the previous chapter. Further, in each section 

the first part consists of the APF functions formulation whose parameters are tuned to 

accomplish all the conditions discussed in chapter 3. Then, the control problem 

parameters are tuned by trial and error until the best performance conditions are reached.  

5.1 Case 1: two static obstacles  
 

In the next table are illustrated the first important parameters considered for the 

simulation, especially the positions expressed in the global reference frame:  

 

Table 5. 1 

𝑥𝑖 = [15 15] 

𝑥𝑑 = [65 15] 

𝑥𝑂1 = [28 14] 

𝑥𝑂2 = [44 13] 

𝑅𝑜1 = 𝑅𝑜2 = 1.5 [𝑚] 
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where 𝑥𝑂1 and 𝑥𝑂2 are the obstacle positions, 𝑥𝑖 and 𝑥𝑑 are initial point and target point 

respectively expressed in the two-dimensional cartesian space and 𝑅𝑜1 and 𝑅𝑜2 are actual 

radius of the obstacles. 

The first step is to define the global minimum of the potential described as the target point 

and the generation of its potential function expressed as (3.1). In this phase the important 

parameter to define is 𝜎 that determine its intensity.  

Selecting 𝜎 = 0.0095 the result is shown in Figure 5.1  

 

Figure 5. 1: Global minimum potential field.  

Before using (3.5) to compute 𝑅𝑜
∗  it is necessary to compute 𝛾𝑜 as follows:  

𝛾𝑜 = −
1

𝑅𝑜
2 𝑊−1 (

−𝜈𝑜
2

𝑒
)                                              (5.1) 

Then, Table 5.2 shows all the parameters to define the obstacle potential described by 

(3.2) and are valid for both the obstacles considered in this simulation case.  
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Table 5. 2 

𝛽𝑜 = 5 

𝑅𝑜 = 1.5 [𝑚] 

𝜈𝑜 = 0.3 

𝑠𝜖 = 0.01 

𝛾𝑜 = 2.23 

𝑅𝑜
∗ = 2.68 [m] 

 

 

The resultant potential field derived from Table 5.2 values is shown in Figure 5.2a and 

Figure 5.2b where the resultant shape is the same but differs only from their positions.  

a)       b)   

Figure 5. 2 (a-b): Obstacles potential fields. 

Furthermore, the local attractor potential field 𝑈𝑎 follows the negative exponential 

function expressed in (3.6). In this scenario its role is crucial since it allows the vessel to 

be forced to pass by a preferred side of the obstacle considered. As it is shown in Figure 

2.1c and Figure 2.1d where are illustrated the overtaking and head-on situations, it is 

stated from rules 13 and 14 of the COLREGs that: ‘When two power-driven vessels are 

meeting on reciprocal or nearly reciprocal courses so as to involve risk of collision each 
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shall alter her course to starboard so that each shall pass on the port side of the other’. 

Consequently, the local attractor it has been positioned on the left side of each obstacle at 

certain distance to fulfil conditions (3.9) and (3.15) discussed in Chapter 3.  

5.1.1 Local Attractor 1 
 

The attractor in a first stage it is being placed at a distance equal to the double of the 

diameter of the obstacle with an inclination towards the left side of 61° with respect to 

the vertical axis. Then it is computed the distance: 

𝑥𝑎
′ = ||𝑥𝑎 − 𝑥𝑑||                                                   (5.2) 

and it is selected a value of 𝛾𝑎 that verify the following condition:  

𝑥𝑎
′ = √

27

4𝛾𝑎
                                                         (5.3) 

Further, following equations (5.4) and (5.5) it is possible to compute all the necessary 

variables to obtain the optimal value of 𝛼𝑎 for which no local stationary point occurs 

during the gradient tracking method application.  

𝜃(𝑥𝑎
′ , 𝛾𝑎) = cos−1 (

27

2𝛾𝑎𝑥𝑎
′2 − 1)                                            (5.4) 

𝑥 ′(𝑥′
𝑎γa) =  

2

3
𝑥𝑎

′ [cos (
𝜃+4𝜋

3
) + 1]                                  (5.5) 

Substituting (5.4) and (5.5) in (3.12) it results: 

𝛼̃𝑎(𝜎, 𝑥𝑎
′ , 𝛾𝑎) =  

−𝜎𝑥̃′

𝛾𝑎(𝑥̃′−𝑥𝑎
′ )𝑒

−𝛾𝑎
2

(𝑥̃′−𝑥𝑎
′ )

2                                 (5.6) 

Now, following (3.14) the shifting 𝜀 can be calculated to verify condition (3.9) and 

following (3.7) can be find 𝑅𝑎
∗  and verify (3.15). It is verified that: 

||𝑥𝑎 − 𝑥𝑜1|| = 6.075 [𝑚] > 𝑅𝑜
∗ + 𝜀 = 2.6779 + 3.3967 = 6.074 [𝑚] 

This procedure it is necessary for the first attractor since the second condition shown in 

Figure 3.5 it is true as it is illustrated in Figure 5.6. 
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5.1.2 Local Attractor 2 
 

The second local attractor it is being placed at a distance equal to 3 times the radius of the 

obstacle with an inclination towards the left side of 40° with respect to the vertical axis. 

This leads to verify the first condition of Figure 3.5 as it is shown in Figure 5.6 where the 

red line which connect the 𝑥𝑎1 and 𝑥𝑎1 points to the target point demonstrate that the 

intersection of the segment relative to the second attractor with the circle described by 

𝑅𝑜2
∗  is empty. So, in this case it is not necessary to verify condition (3.9) and the 𝑅𝑎

∗  

referred to the second attractor can be freely selected. Aside from this, the procedure to 

be followed for the second attractor does not differ from the previous paragraph. So, in 

the following Tables are listed all the parameters relative to the two different potential 

fields able to generate the negative exponential function showed in Figure 5.3 and in 

Figure 5.4 together with the correspondent obstacle potentials.  

Table 5. 3 

𝛾𝑎 = 0.463 

𝑥𝑎
′ = 42.5 [𝑚] 

𝑅𝑎
∗ = 7.59 [𝑚] 

𝛼𝑎 = 1.71 

𝜀 = 3.397 

 

Table 5. 4 

𝛾𝑎2 = 0.463 

𝑥𝑎2
′ = 24.5 [𝑚] 

𝑅𝑎2
∗ = 5.25 [𝑚] 

𝛼𝑎2 = 0.42 
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Then in Figure 5.5 is represented the total potential field 𝑈𝑡 to be used in the control law 

expressed in equation (4.9), which in this case can be formulated as:  

 

𝑈𝑡(𝑥) = 𝑈𝑑(𝑥) + 𝑈𝑜1(𝑥) + 𝑈𝑎1(𝑥) + 𝑈𝑜2(𝑥) + 𝑈𝑎2(𝑥) =               (5.7) 

= 
1

2
𝜎||𝑥 − 𝑥𝑑||

2
+ 𝛽𝑜1𝑒

−
𝛾𝑜1
2

||𝑥−𝑥𝑜1||
2

− 𝛼𝑎1𝑒
−

𝛾𝑎1
2

||𝑥−𝑥𝑎1||
2

+ 𝛽𝑜2𝑒
−

𝛾𝑜2
2

||𝑥−𝑥𝑜2||
2

− 𝛼𝑎2𝑒
−

𝛾𝑎2
2

||𝑥−𝑥𝑎2||
2

 

 

Figure 5. 3: Obstacle n°1 and local attractor n°1 potential field. 
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Figure 5. 4: Obstacle n°2 and local attractor n°2 potential field. 

 

Figure 5. 5: Graphical representation of total potential field 𝑈𝑡. 

Subsequently, to proceed with the control strategy it is necessary to consider the 

gradient lines generated from this scenario since the force to be applied to the USV are 

strictly dependent from them as it is shown in Figure 5.6. In this test, that now on will 

be referred as Test 1, it is stressed the influence of the local attractor positioning the first 
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obstacle with a vertical coordinate 𝑦𝑜1 = 14 [m] to suggest a predictable and 

advantageous choice of the side of approach opposite to the one with the attractor.  

 

Figure 5. 6: Graphical representation of obstacles and local attractors with gradient 

lines. 

Moreover, Test 1 it has been conducted with a sampling time referred to the integration 

of the differential equations that describe the dynamic of the boat of Ts = 6.1 [s] and a 

proportional constant value of K = 6.9 (3.12). It has been experimented that high value of 

this constant makes the control more effective since it increases the steering action, but 

an excessive value makes the system unstable and produce an unpredictable behaviour. 

These values are obtained from trial-and-error procedure conducted in Matlab software 

during simulations.  

Finally, in terms of path generation Figure 5.7 shows how the USV trajectory generated 

by the APF control strategy compared with the trajectory generated by the NMPC 

controller settled as it is described in this thesis work [20] with obstacle dimensions and 

positions described before for both cases. The inner ellipse, in black, is the actual size of 

the obstacle and the outer ellipse, in green, is the inflated ellipse considering the boat’s 

dimensions so that the collision is avoided if the trajectory line does not enter the green 

circle. Moreover, considering the overtaking situation only the first method can ensure 

COLREGs compliance.  



27 
 

 

Figure 5. 7:  Artificial potential filed controller path generation. 

 

Figure 5. 8: NMPC controller path generation. 

5.2 Dynamic Obstacle 
 

Test 2 has been conducted aiming in reproducing a head-on situation where an USV is 

frontally approaching the other at a certain speed. In this case it is considered for 

simplicity the same size of the obstacle previously examined in Test 1 and a cruise 

velocity of 1.2 m/s since this is near the limit on Venice’s canals. Instead, the global 

attractor is modelled considering 𝑥𝑑 = [50 6.5]𝑇 and 𝜎 = 0.03. Regarding the obstacle 

and local attractor potential field, parameters used to model their functions have not 

changed. Although, the local attractor is positioned at a distance equal to 3.4 times the 

radius of the obstacle and oriented toward the left with respect to the vertical axis of 

50°.  

 Moreover, since the strictly dependence of 𝛼̃𝑎 from the actual position of the obstacle 

(5.6) and subsequently of the local attractor, it must be computed iteratively for each 



28 
 

control step. This procedure ensure that no local minima is created during the path 

progression. Simulation is conducted with a control frequency of 30 Hz since it is close 

to the frequency used by the sensors on board of the USV, while the sampling time 

interval chosen for the dynamic model solver is 𝑇𝑠 = 6[𝑠].  

Table 5. 5 

𝛾𝑎 = 0.27 

𝑥𝑎
′ = 48.6 [𝑚] 

𝑅𝑎
∗ = 7 [𝑚] 

 

Furthermore, in the control strategy it has been found an optimal proportional control 

value of 𝐾 = 8.1. 

 

Figure 5. 9:  α̃a variation over simulation time. 

In conclusion, the resultant collision avoidance trajectory generated from the control 

strategy proposed is compared, as before, with the NMPC methodology in figure 5.10. 

It highlights the compliance of rule 14 of COLREGs in the case of APF application 

despite of a less smooth behaviour with respect to the other generated path whose side 

of approach cannot be directly controlled. 
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Figure 5. 10: APF trajectory generated of the USV compared to the obstacle trajectory.  

 

Figure 5. 11:  Closer view of the dynamic obstacle where color stands for the time 
instant of the relative position assumed from the USV and the obstacle, that clearly 
demonstrates that the collision avoidance is fulfilled since at the same time instant their 
positions are sufficiently far away from each other. 
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Figure 5. 12: Comparison of APF (continuous line) trajectory and NMPC (dashed line) 

trajectory with the same approaching obstacle represented by the continuous line that 

start from [45, 6.5] and ends in [5, 6.5]. 

 

 

 

 

 

 

 

 

 

 

 

 

 



31 
 

Chapter 6 

Conclusions 
 

The objective of this thesis was to apply a methodology able to replace human 

intervention in maritime navigation in presence of static and dynamic obstacles operating 

on urban canals with COLREGs compliance. This task raised the question of which is the 

most suitable control strategy able to fulfil the requirements specified. The work started 

considering a NMPC control strategy with good performance in sense of path planning 

and trajectory tracking. One issue of the controller design is that it is not COLREGs 

compliant, with violations present in Figure 5.8 and Figure 5.12. For this reason, the 

design of an Artificial Potential Field strategy with the use of local attractors it has been 

developed. The first step was to suitably tune the parameters of both the repulsive and the 

attractive potentials to obtain a total potential field where no local minima occur. 

Therefore, the control strategy chosen exploits the negative gradient of the potential as 

control input in terms of force to be applied to the boat’s thrusters. To do so, the error 

angle between the direction of the gradient computed in the following control step and 

the actual yaw angle of the boat is chosen as variable to evaluate the best control input to 

steer the boat. This variable is tuned by means of a proportional gain. While the magnitude 

of the gradient is chosen as the control input responsible for guiding the boat in forward 

direction. In both cases of static and dynamic obstacles the controller was able to 

accomplish the given tasks: 

• Follow a collision free path generated through the gradient lines extrapolated 

from the potential field. 

• Follow the preferred direction highlighted by the local attractor to be COLREGs 

compliant in the two different case scenarios. 

•  Drive the boat from a defined starting point to a goal configuration with near 

zero error. 

In addition, the obtained performance can be considered acceptable in terms of task 

requirements but at the cost of a bigger boat’s jerk that reduces comfort for passengers 

with respect to the NMPC strategy that keeps the trajectory smoother. This is caused by 
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the necessity of being sufficiently close to the obstacle to being able to sense the attractive 

source to adjust the trajectory and steer the boat.  

6.1 Future Work 
 

To improve the work done in this thesis, the following proposition could be 

implemented:  

• The current implementation was done on MATLAB, but it would be ideal to 

implement it in a compiled programming language such as C++ exploiting it in a 

simulation environment such as ROS or similar.  

• In this work only two of the four COLREGs manoeuvres showed in Figure 2.1 

have been tested, so it could be useful to evaluate the performance of this 

strategy also in the case of the crossing from right and crossing from left 

situation to have a better understanding of the relevance of this application.  
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