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Abstract

This work explores the practical implementation of Cyber-Physical Systems (CPS)
within an industrial context, with a specific focus on enhancing data acquisition,
automation, and monitoring processes to create a Textile Plant Digital Twin. The
research is conducted in Medellín, Colombia, in collaboration with Leonisa, a
prominent Colombian company specializing in underwear and women’s clothing.
The primary goal of this work is to improve the efficiency and reliability of industrial
operations by applying CPS principles, a DevOps approach.

The study successfully develops an effective system for data acquisition, incor-
porating various methodologies such as Node-RED services, Python applications,
RFID tag tracking, and water turbidity measurement. Furthermore, the adoption
of DevOps principles, emphasizing Infrastructure as Code (IaC) with the use of
Ansible, automates server and edge devices provisioning, configuration manage-
ment, and periodic updates, reducing manual intervention and enhancing system
reliability.

The importance of monitoring and visualization within the CPS framework is
underscored by the seamless integration of Prometheus Node Exporter and Grafana.
This integration facilitates extensive real-time system monitoring and proactive
alerting mechanisms, particularly for the health status of numerous devices, like
servers and edge computing devices, such as Raspberry Pis and other IoT devices.
Additionally, the research delves into well-established CPS architecture models,
including the 5C architecture, Reference Architecture Model Industry 4.0 (RAMI
4.0), and the Industrial Internet Reference Architecture (IIRA), providing guidelines
for the integration of various technologies, such as digital twins, IIoT, and cloud
computing, while addressing challenges in interoperability and security.

The research also categorizes industrial variables into four key groups: Process,
Transactional, Reliability-Centered Maintenance (RCM), and Auxiliary variables,
crucial for optimizing production, product quality, and operational efficiency. The
implications of this work, measured by LoA, extend beyond the textile industry,
offering valuable insights for CPS implementation in various industrial domains.

This project lays the foundation for the integration of CPSs, digital twins,
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and DevOps practices in the industrial landscape, bringing new levels of effi-
ciency, productivity, and sustainability in the company. The continuous assessment
on Levels of Automation (LoA), employing the Dynamo methodology, reveals
significant enhancements across multiple facets of industrial operations. The in-
tegration of Node-RED applications, Python developments, RFID tracking, and
Turbidity Measurement demonstrates a noteworthy increase in the LoA, signifying
improved automation and efficiency in data acquisition processes. The detailed
assessment across various stages, including system configuration, data acquisition,
data transformation, data transmission, error handling, maintenance and updates,
and monitoring and reporting, highlights the specific areas of advancement within
each technology implementation.

The average LoA for Node-RED applications has increased from 3 to 5, show-
casing substantial improvements in data transformation, error handling, and data
transmission. Similarly, Python applications exhibit a notable rise in average LoA
from 2 to 5, emphasizing advancements in data transformation, data transmission,
and error handling. RFID tracking and Turbidity Measurement applications show
increases in average LoA from 3 to 5 and from 1 to 5, respectively, underlining
their growing importance in supporting comprehensive data acquisition systems.

Future work should focus on adapting CPS principles to diverse industrial
contexts, refining data acquisition techniques, and exploring advanced analytics
for predictive maintenance, cybersecurity and process optimization. Also, the
potential of a microservice architecture and Kubernetes in further enhancing
system scalability, resilience, and deployment efficiency in order to leverage the use
of multiple resources from servers and edge computing devices like Raspberry Pis.
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Chapter 1

Introduction

In recent years, the concepts of digital twins and Cyber-Physical Systems (CPSs)
have gained significant attention in various industries, including manufacturing,
energy, healthcare, and smart cities. A digital twin can be described as the virtual
representation of a physical system or process, seamlessly integrated with real-
time data from sensors and connected devices [1]. It allows for the bi-directional
exchange of information between the physical and virtual worlds, enabling real-time
monitoring, analysis, and optimization of the physical system [2].

The implementation of digital twins has been made possible by advancements
in technologies such as artificial intelligence (AI), the internet of things (IoT),
big data analytics, and cybernetics [2]. These technologies provide the necessary
infrastructure and tools for creating and managing digital twins, facilitating the
integration of data from multiple sources, and enabling advanced analysis and
decision-making.

To appreciate the transformative power of digital twins and CPSs in today’s
manufacturing industry, it is essential to consider the historical context of indus-
trial revolutions. The journey of manufacturing through several distinct phases
underscores the profound impact that technological advancements have had on
production processes and systems. These industrial revolutions serve as milestones
in the evolution of manufacturing:

The First Industrial Revolution The rise of mechanization and steam power
in the late 18th century marked the beginning of the first industrial revolution.
It transformed manual labor-intensive industries into mechanized ones, paving
the way for increased production and economic growth [3].

The Second Industrial Revolution In the late 19th and early 20th centuries,
the second industrial revolution introduced electricity, mass production, and
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Introduction

the assembly line. These innovations drastically improved manufacturing
efficiency and output [4].

The Third Industrial Revolution The latter half of the 20th century brought
about the third industrial revolution, characterized by the rise of computers
and automation. Manufacturing systems became more sophisticated, with
computers controlling various processes [4].

The Fourth Industrial Revolution (Industry 4.0) Today, we find ourselves
on the cusp of the fourth industrial revolution, often referred to as Industry
4.0. This phase is defined by the convergence of physical systems with digital
technologies, creating smart factories where CPSs, IoT devices, and digital
twins play pivotal roles. Industry 4.0 promises unprecedented levels of au-
tomation, data-driven decision-making, and connectivity across manufacturing
processes [3].

Digital twins have the potential to revolutionize various aspects of industries,
from product design and development to operation and maintenance. They enable
better understanding, prediction, and control of systems, leading to improved
efficiency, productivity, and sustainability [5]. The application of digital twins in
different domains has already shown promising results.

In the textile industry, for example, the implementation of a digital twin can bring
significant benefits. By capturing and analyzing data from the production process,
including machine performance, material quality, and environmental conditions, a
digital twin can optimize production schedules, minimize waste, and reduce energy
consumption [6]. It can also enable real-time monitoring of equipment health,
enabling predictive maintenance and preventing unplanned downtime.

Furthermore, the use of open-source IoT technologies enhances the accessibility,
flexibility, and scalability of digital twin implementations. Open-source platforms
provide a collaborative environment for the development and deployment of digital
twin solutions, allowing for customization and integration with existing systems
[1]. This approach enables the cost-effective and efficient implementation of digital
twins in various industries, including textile manufacturing.

However, the implementation of digital twin technology in the textile industry
and other sectors has its difficulties and challenges. These challenges include data
integration, security, interoperability, and privacy concerns [7]. Additionally, the
design and development of digital twins require expertise in modeling, simulation,
data analytics, and domain knowledge [8]. Therefore, thorough research and
understanding of the principles, applications, and enablers of digital twins are
crucial for successful implementation.
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Leonisa is a Colombian underwear and women’s clothing company with a broad
presence in the global market. Founded in 1956, Leonisa has managed to position
itself as a leading brand in the underwear industry thanks to its commitment to
quality, design, and innovation.

This thesis aims to explore the implementation of a CPSs for textile processes
in Leonisa using IoT technologies. It will investigate the challenges, opportunities,
and benefits of utilizing digital twin and CPS technology in the textile industry.
Additionally, it will explore the underlying technologies, including IoT, Infrastruc-
ture as Code (IaC) and data monitoring software, that play pivotal roles in the
creation and functionality of digital twins. Furthermore, specific examples and
case studies from related industries will be analyzed to provide insights into the
potential applications and best practices for implementing CPSs.

This research will add to the existing body of knowledge on digital twins and
their implementation in the textile industry at Leonisa through CPS structuring
and understanding. It will focus on the vertical integration of the system in the
hopes of contributing to the company’s future growth and success. The thesis will
provide practical recommendations and guidelines for further implementation of
this system in the company.

Figure 1.1 shows the research focus of this work, where the pivotal aspects
of Integration and Coordination, with a specific emphasis on their application
in Industrial Automation are applied. This research will delve into the complex
process of seamlessly combining heterogeneous components and orchestrating their
operations effectively in industrial settings. Integration will involve bridging the
gap between different hardware and software elements, ensuring they communicate
and cooperate harmoniously. Coordination, on the other hand, will encompass
real-time synchronization, control algorithms, and resource allocation strategies to
optimize the functioning of CPS in industrial automation scenarios. By focusing
on these critical components in the context of industrial automation, this thesis
aims to contribute insights and solutions to enhance the efficiency, reliability, and
adaptability of CPS in real-world manufacturing and production environments.

Central to this exploration is the concept of Levels of Automation (LoA), a
nuanced approach to human-machine collaboration. Traditionally, automation
decisions have been perceived in a binary manner within industrial contexts, either
favoring complete autonomy or maintaining a reliance on human intervention. As we
start off on a digital transformation through the implementation of CPS, it becomes
imperative to reassess this dichotomous perspective [9]. While promising increased
productivity and reduced labor costs, industrial automation often encounters
challenges requiring human expertise during disturbances and system failures.
Recognizing the need for a more adaptable and strategic approach, this thesis
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Figure 1.1: Cyber-Physical Systems Research Areas.

proposes the use of the concept of LoA as an indicator of the impact of the
automation improvements.

LoA signifies a continuum in the collaboration between humans and machines,
ranging from total manual work to complete automation. The approach suggests
that the interaction and task allocation should be considered as a dynamic factor
rather than an all-or-nothing decision [10]. This introduction of LoA is particularly
relevant to the textile manufacturing context, where the delicate balance between
mechanized processes (mechanical LoA) and cognitive activities (information LoA)
plays a crucial role in system effectiveness.

Table 1.1 illustrates the levels of automation [11], providing a spectrum from
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totally manual work to fully automatic processes in both mechanical and information
domains. This framework serves as a guide for evaluating and categorizing the
degree of automation within textile manufacturing processes, laying the foundation
for a more informed and context-aware implementation of CPS and digital twin
technologies.

Levels Mechanical Information
1 Totally manual Totally manual
2 Static hand tool Decision giving
3 Flexible hand tool Teaching
4 Automated hand tool Questioning
5 Static workstation Supervising
6 Flexible workstation Intervene
7 Totally automatic Totally automatic

Table 1.1: Levels of Automation for mechanical and information applications [11]
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Chapter 2

The Transformation of the
Manufacturing Industry
through Cyber-Physical
Systems

The manufacturing industry has undergone significant transformations throughout
history, and the advent of Cyber-Physical Systems (CPSs) has brought about an-
other wave of change. CPS refer to the integration of physical and digital systems,
enabled by technologies such as the IoT, AI, advanced robotics, and additive man-
ufacturing [12]. This integration allows for real-time monitoring, decision-making,
and control of physical processes, leading to increased efficiency, flexibility, and
productivity in the manufacturing industry [13]. By using cutting-edge information
analytics, networked machines will be able to operate more efficiently, collabora-
tively, and resiliently. This trend is transforming the manufacturing industry into
the next generation, known as Industry 4.0 [14].

2.1 Characteristics of Smart Manufacturing
Smart manufacturing is characterized by the integration of physical and digital
systems, real-time data-driven operations control, and the use of advanced technolo-
gies for monitoring, simulation, and prediction of manufacturing operations [13, 15].
It involves the deployment of CPSs, which monitor and control physical processes,
create a virtual copy of the physical world, and make decentralized decisions [16].
Additionally, smart manufacturing emphasizes connectivity, interoperability, and
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intelligence, enabling seamless communication and collaboration between machines,
humans, and data [17]. The goal of smart manufacturing is to achieve increased
efficiency, flexibility, and agility in the production process, leading to improved
productivity and competitiveness [18].

2.2 Technologies Driving Smart Manufacturing
Several key technologies are driving the transformation of the manufacturing indus-
try through CPS. One such technology is the IoT, which allows for the connection
and communication between physical devices and the digital world [12]. The IoT
enables real-time monitoring, data collection, and analysis of manufacturing pro-
cesses, facilitating better decision-making and optimization [19]. Advanced robotics
is another crucial technology in smart manufacturing, enabling the automation of
repetitive and complex tasks, improving precision, reducing errors, and increasing
productivity [12].

3D printing, also known as additive manufacturing, is transforming the manufac-
turing industry by making it possible to create complex and customized products
[12]. This technology provides flexibility, reduces waste, and lowers costs by elim-
inating the need for traditional manufacturing processes such as molding and
machining [18]. AI plays a crucial role in smart manufacturing, enabling machines
to learn, reason, and make predictions based on large volumes of data [19]. AI
enables advanced analytics, machine vision, natural language processing, and pre-
dictive maintenance, leading to improved efficiency and quality in manufacturing
processes [20].

2.3 Enabling Factors for Smart Manufacturing
Several factors enable the development and implementation of smart manufacturing
in the industry. One such factor is the concept of Industry 4.0, which refers to
the integration of CPSs, IoT, and advanced technologies, reshaping traditional
manufacturing processes. Industry 4.0 highlights the need for real-time connection
and communication between physical and digital systems, enabling the exchange
of information and decentralized decision-making [12].

Edge computing is also considered an important enabler for smart manufac-
turing, providing the necessary support for data processing, communication, and
control in this context. It plays a crucial role in realizing the vision of smart
cities [21]. By utilizing edge computing, fog computing, and cloud computing,
a hierarchy reference architecture can be established for smart manufacturing,
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enabling a smart manufacturing service system [22]. Edge computing is also seen
as one of the key technologies in the field of machine learning and Industry 4.0
applications in manufacturing [23]. It facilitates the integration of manufacturing
and information communication technologies, including computing, communication,
and control, which is essential for enabling higher value-added manufacturing [24].
Moreover, edge computing, along with other technologies like blockchain and AI,
can significantly support the development of smart manufacturing [19].

Edge computing complements the capabilities of IoT platforms by bringing
computation and data storage closer to edge devices. This enables real-time data
processing and analysis, reducing latency and bandwidth requirements. Edge
computing is particularly beneficial in manufacturing environments where real-time
decision-making is critical. By processing data at the edge, manufacturers can
respond quickly to changing conditions and optimize their operations in real time
[25].

Also, with the softwarization of the networking processes and services using
network function virtualization (NFV), it is possible to dynamically and oppor-
tunistically integrate the whole set of diverse resources which are available locally
at the edge, without compromising QoS provisioning to the users in a vertical
industry [26].

Similarly, digital twins are essential enablers of smart manufacturing. As a
virtual representation of a physical object or system, they provide real-time insights,
predictions, and simulations [19]. Digital twins bridge the gap between the physical
and digital worlds, allowing for better monitoring, analysis, and optimization of
manufacturing processes [19]. Additionally, the availability of big data capabilities
and cloud services plays a crucial role in smart manufacturing. The integration
and analysis of vast amounts of data from sensors, machines, and systems enable
real-time decision support, predictive analytics, and optimization of manufacturing
processes [18].

In the textile industry specifically, digital twins can play a crucial role in pre-
dicting and controlling the self-folding behavior of weft-knit fabrics. Traditional
computer-aided design software cannot anticipate and predict this behavior accu-
rately. However, by characterizing the mechanical forces driving these behaviors
and analyzing fabric deformations, digital twins can be used to purposely control
the self-folding behavior of fabrics [27].

2.4 Challenges and Opportunities
Although smart manufacturing through CPSs has many advantages, such as in-
creased efficiency, productivity, and quality, some challenges need to be addressed.
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One such challenge is the integration and interoperability of diverse technologies,
systems, and processes [15]. The seamless communication and collaboration be-
tween different devices, machines, and systems require standardized protocols and
interfaces to ensure compatibility and interoperability [15, 28].

Another challenge is the security and privacy of data in smart manufacturing
systems. As manufacturing operations become increasingly connected and data-
intensive, ensuring the confidentiality, integrity, and availability of data becomes
crucial. Robust cybersecurity measures and protocols need to be implemented
to protect against cyber threats and ensure the privacy and security of sensitive
information [29].

Despite these challenges, smart manufacturing offers significant opportunities
for the industry. It enables increased efficiency, flexibility, and agility in manufac-
turing processes, leading to reduced costs, improved productivity, and enhanced
competitiveness [13, 18]. Smart manufacturing also opens up new possibilities for
customization and personalization, as well as the development of smart products
and services [18]. The integration of advanced technologies, data-driven decision-
making, and automation can lead to new business models and revenue streams for
manufacturers [29].
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Chapter 3

CPS Architecture Models
Review

In order to implement CPS architecture models, various reference models and
architectures have been proposed. The 5C architecture, the Reference Architecture
Model Industry 4.0 (RAMI 4.0) and the Industrial Internet Reference Architecture
(IIRA) are three major reference architectures that have been developed by industry-
driven initiatives. These reference architectures provide guidelines and standards
for the design and implementation of Industry 4.0 systems [30]. They define the
structure and methodology of CPSs and provide a framework for integrating various
technologies, such as digital twins, IIoT, and cloud computing [31].

Despite the advancements in Industry 4.0 architectures, there are still challenges
and research issues that need to be addressed. These include the development
of efficient methodologies for creating digital twins, ensuring interoperability and
integration of different systems and technologies, and addressing security and privacy
concerns [32, 33]. Additionally, the implementation of Industry 4.0 architectures
requires organizational and managerial changes, as well as the development of new
skills and competencies [34].

3.1 5C Architecture overview
The 5C Architecture model is a framework proposed for Cyber-Physical Systems
(CPS) in the context of Industry 4.0 manufacturing systems [35]. It was first intro-
duced by [19] and consists of five levels: connection, conversion, cyber, cognition,
and configuration [36]. This architecture aims to support plug and play smart
sensor connectivity, enable cyber-physical smart interactions, and provide a layered
and interconnected structure for CPS [19] as shown in Figure 3.1.
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Figure 3.1: 5C Architecture of CPS.

Connection level focuses on the physical connectivity of sensors and actuators
in the CPS [36]. It involves the integration of physical processes with commu-
nication networks and computing infrastructures [37].

Conversion level is responsible for converting raw data from sensors into mean-
ingful information [36]. This level involves data-to-information conversion and
processing [38].

Cyber level deals with the communication and networking aspects of the CPS
[36]. It includes the integration of software components in the cyberspace and
IoT devices in the physical environment [39].

Cognition level involves the analysis and interpretation of data to make intelligent
decisions [36]. This level can incorporate artificial intelligence and machine
learning techniques to enable cognitive capabilities in the CPS [40].

Configuration level focuses on the configuration and management of the CPS
[36]. It includes the design and configuration of the CPS components and
their interactions [41].

The 5C Architecture model provides a framework for the integration of these
five levels to build a comprehensive CPS [42]. This architecture model has been
widely discussed and applied in various domains. For example, it has been used in
the context of smart manufacturing [19], smart workplaces [38], ambient assisted
living [40], precision agriculture [43], smart grids [44], and intelligent transportation
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systems [45]. It has also been used as a reference framework for digital twins in
the context of CPS [46].

3.2 Reference Architecture Model Industry 4.0
(RAMI 4.0) overview

RAMI 4.0 is represented by a three-dimensional map as shown in Figure 3.2, which
is composed of three axes: Hierarchy Levels, Product Life-cycle, and Architecture
Layers. The Hierarchy Levels axis represents the different levels of automation and
control within the system, ranging from the field level to the management level.
The Product Life-cycle axis focuses on the different stages of a product’s life-cycle,
including design, production, operation, and maintenance. The Architecture Layers
axis represents the different layers of the system architecture, including the physical
layer, communication layer, information layer, and application layer [47].

Figure 3.2: RAMI 4.0 three-dimensional map.
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One of the key aspects of RAMI 4.0 is the concept of the Asset Administration
Shell (AAS). The AAS represents the digital representation of a physical asset or
entity within the system. It contains all the relevant information and data about
the asset, including its characteristics, behavior, and interfaces. The AAS enables
interoperability and communication between different assets and systems within
the Industry 4.0 environment [48].

RAMI 4.0 also emphasizes the importance of standardization, particularly in the
Communication Layer. It recommends the use of Open Platform Communications
Unified Architecture (OPC UA) as the standard for communication between
different components of the system. OPC UA provides a secure and reliable
communication framework that enables interoperability and integration of different
devices and systems [49].

3.3 Industrial Internet Reference Architecture
(IIRA) overview

The IIRA is being standardized by the Object Management Group (OMG) and
provides a framework for designing and implementing industrial internet systems
[30]. It aims to ensure interoperability, scalability, and security in the context of
the Industrial Internet of Things (IIoT) [50].

Numerous publications in fields such as IIoT, Cyber-Physical Production Sys-
tems, Enterprise Architectures, Enterprise Integration, and Cloud Manufacturing
have explored and discussed the IIRA framework. However, it is worth noting
that the adoption of reference architectures for Industry 4.0 has been limited, and
there is a lack of awareness and discussion about the compatibility of proposed
architectures with internationally standardized reference architectures [30].

The IIRA aims to address the challenges of interoperability and integration
in the context of Industry 4.0. It provides a bottom-up view of an industrial
process, from the physical transducers at the physical layer to the business layer.
Emphasizing data exchange, communication protocols, and standardization, it
promotes the seamless integration of devices and systems in industrial settings [51].

As shown in Figure 3.3 the IIRA encompasses four key Viewpoints, each ad-
dressing distinct aspects of IIoT implementations. The Business Viewpoint centers
on the business aspects, including business models, value propositions, and revenue
streams, ensuring that IIoT solutions align with broader business strategies. The
Usage Viewpoint focuses on practical usage scenarios, encompassing use cases,
user stories, and user requirements, ensuring user-centric design and functionality.
The Functional Viewpoint delves into the technical details, specifying functional
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components, interfaces, and protocols, while the Implementation Viewpoint ad-
dresses the practical deployment aspects, including hardware, software, and network
infrastructure [52].

Figure 3.3: IIRA functional domains, crosscutting functions and system charac-
teristics.

Primarily designed to support the implementation of CPSs in smart factories, it
provides a blueprint for constructing the CPS, encompassing components like the
IIoT gateway and the smart factory data center. It also emphasizes the importance
of both vertical and horizontal integration in the design of CPSs for smart factories
[36].
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The IIRA is closely related to other concepts and technologies in the context of
Industry 4.0. For example, it is often mentioned in the context of OPC UA [30]. It
also intersects with other standards and technologies such as the IEEE 1451 and
IEC 61499 standards, which enable information exchange and control in industrial
processes [51].

3.4 Correlation among 5C Architecture, RAMI
4.0 and IIRA

It is essential to consider the correlation between the 5C, RAMI 4.0, and IIRA
Industry 4.0 architectures. This integration of different systems and technologies
allows greater efficiency, productivity, and innovation in the industrial sector toward
the realization of Industry 4.0’s objectives.

The Functional Mapping among these architectures shown in Figure 3.4 reveals
significant similarities in terms of their domains, levels, and layers. To elaborate,
the domains defined in the IIRA architecture exhibit analogous functions with the
levels specified in the 5C Architecture and the layers established in the RAMI 4.0
framework. This convergence implies that these architectures are not mutually
exclusive but can be effectively integrated and employed together to advance the
objectives of Industry 4.0 [52].

Notably, RAMI 4.0 and IIRA collect significant attention in the industrial
community due to their strong focus on Industry 4.0 proposals. They foster the
development of applications, services, and business concepts to facilitate integration
among industries and the entire manufacturing sector. To ensure interoperability,
concepts such as standardized functions, semantics, and unique identifiers for
properties and assets are crucial. This entails the standardization of identification,
networking, semantics, and functional mapping, all of which are fundamental for
seamless interoperability between IIoT and Industry 4.0 systems. For example, for
services like operation and maintenance under IIoT systems (IIRA), the technical
data must align with materials, components, and the entire manufacturing process,
which are accessible from manufacturers (RAMI 4.0). Standardized parameters are
essential for recognizing the same product and its associated data in both RAMI
4.0 and IIRA architectures, facilitating effective interoperability between the two
systems [52].
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Figure 3.4: Functional mapping among 5C Architecture, IIRA and RAMI 4.0.
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Chapter 4

System Implementation

4.1 Categorization of Industrial Variables
To comprehensively understand the plants’ operations and subsequently comprehend
it in the CPS, we categorize industrial variables into four key categories, Process,
Transactional, Reliability-Centered Maintenance (RCM) and Auxiliary variables.

Process Variables form the bedrock of data acquisition in a manufacturing plant.
They encompass a wide range of parameters directly linked to the production
processes (product transformation). Understanding and monitoring these
variables are crucial to optimizing production, ensuring product quality, and
maintaining operational efficiency. The most important process variables
include temperature, pressure, humidity, speed, material flow rates, etc.

Transactional Variables encompass data related to the plant’s operational trans-
actions, including order processing times, inventory management, and logistics
data. These variables provide insights into daily operations and resource
allocation.

Reliability-Centered Maintenance (RCM) Variables focus on equipments
reliability and include data on machine wear and tear, failure rates, and
maintenance history. These variables support predictive maintenance strategies
to minimize downtime.

Auxiliary Variables encompass essential resources’ consumption, such as water,
gas, and electricity. Efficient management of these resources is crucial for
sustainability and cost control.

In this way, to effectively manage and optimize manufacturing processes, the
correct understanding of key industrial variables is crucial. Within the textile
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manufacturing domain, these variables play a central role in ensuring the efficiency
and quality of operations. Thereby, the critical variables are explored as specific
to each of the most important stages of the textile production process in the
company, weaving, finishing, cutting, and sewing. By categorizing these variables,
we lay the basis for precise monitoring and management, ultimately enhancing
production rates, product quality, and overall operational efficiency, and in that
context, specific variables that are important could be mentioned.

Weaving Process Variables

• Machine Speed (Process Variable): Monitoring the speed of weaving machines
is crucial for optimizing production rates and ensuring consistent fabric quality.

• Tension and Stress (Process Variable): Maintaining proper tension in the
weaving process is vital to prevent fabric defects and ensure material flow
rates are consistent.

• Material Flow Rates (Process Variable): Measuring the rate at which raw
materials, such as different types of threads (cotton, elastane, polymers, etc.),
are fed into the weaving machines is essential for quality control and production
optimization.

• Temperature and Humidity (Process Variable): Monitoring environmental
conditions can be crucial, especially for natural fibers like cotton. Temperature
and humidity control can impact the quality of the woven fabric.

• Roll Identification (Transactional Variable): Assigning unique identifiers to
woven rolls allows for easy tracking and tracing of materials throughout the
manufacturing process.

• Loom Setting (Process Variable): The configuration and settings of the weaving
machines, including parameters like harness and shuttle adjustments, directly
influence fabric quality and production efficiency.

• Yarn Tension Variation (Process Variable): Monitoring variations in yarn
tension within the weaving process to ensure even fabric construction.

• Weft Thread Density (Process Variable): Measuring the number of weft
threads per inch to control fabric weight and structure.

• Loom Downtime (Process Variable): Tracking the time during which looms
are not in operation due to maintenance or issues, which affects production
efficiency.
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• Fabric Width (Process Variable): Measuring the width of the woven fabric to
ensure it conforms to specifications.

• Quality Inspection Points (Process Variable): Identifying key checkpoints for
quality inspections during the weaving process to detect defects.

• Maintenance Schedule Compliance (RCM Variable): Ensuring machines main-
tenance schedules are adhered to for preventing breakdowns and downtime.

Finishing Process Variables

• Temperature and Humidity (Process Variable): Precise control of temperature
and humidity is essential for processes like thermofixation, ensuring that fabric
finishing is consistent and meets quality standards.

• Scouring Process Monitoring (Process Variable): Monitoring the scouring
process is crucial to achieve the desired fabric properties during finishing.

• Dyeing Parameters (Process Variable): Measuring and controlling the dyeing
process, including factors like dye concentration, temperature, and time, is
vital for achieving the desired color and appearance.

• Tension and Stress (Process Variable): Maintaining proper tension during
finishing processes ensures fabric quality and reduces defects.

• Roll Tracking (Transactional Variable): Continuing to track the fabric rolls to
maintain traceability and monitor the quality of finished products.

• Drying Time (Process Variable): Monitoring the time taken for drying pro-
cesses, which impacts overall production time.

• Chemical Concentrations (Process Variable): Measuring the concentration of
chemicals used in processes like dyeing and finishing to control color consistency
and fabric properties.

• pH Levels (Process Variable): Monitoring pH levels during chemical treatments,
as variations can affect fabric properties.

• Energy Consumption (Auxiliary Variable): Measuring the energy consumed
during finishing processes for cost control and environmental sustainability.

• Roller Pressure (Process Variable): Controlling the pressure applied by rollers
during processes like calendering, which impacts fabric smoothness.

• Waste Generation (Auxiliary Variable): Tracking the generation of waste
materials during finishing processes for sustainability measures.

• Maintenance Schedule Compliance (RCM Variable)
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Cutting Process Variables

• Material Utilization (Process Variable): Measuring the efficiency of material
usage during the cutting process helps minimize waste and optimize material
consumption.

• Cutting Speed and Accuracy (Process Variable): Monitoring the speed and
precision of cutting machines is essential to ensure that fabric pieces are
accurately cut to the required dimensions.

• Inventory Management (Transactional Variable): Efficient management of cut
fabric pieces in inventory, including tracking stock levels, reduces carrying
costs and helps with resource allocation.

• Pattern Layout Efficiency (Process Variable): Assessing the efficiency of
pattern layouts to maximize fabric utilization and minimize waste.

• Cutting Blade Sharpness (Process Variable): Monitoring the sharpness of
cutting blades, as dull blades can lead to uneven cuts and fabric defects.

• Cutting Table Surface Quality (Process Variable): Ensuring the quality and
condition of the cutting table surface, which affects the precision of cutting.

• Pattern Alignment (Process Variable): Verifying the alignment of fabric
patterns with cutting templates to avoid inaccuracies.

• Maintenance Schedule Compliance (RCM Variable)

Sewing Process Variables

• Sewing Machine Efficiency (Process Variable): Measuring the efficiency of
sewing machines in terms of speed, downtime, and quality of stitching is
crucial for optimizing production.

• Quality Control (Process Variable): Implementing quality control measures,
such as checking stitch consistency and product dimensions, ensures the final
product meets quality standards.

• Order Processing Times (Transactional Variable): Tracking the time it takes
to process and complete orders is important for operational efficiency and
customer satisfaction.

• Logistics Data (Transactional Variable): Monitoring logistics data, such as
shipping times and transportation costs, ensures timely deliveries and cost-
effective transportation.
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• Thread Tension (Process Variable): Monitoring the tension of sewing machine
threads to prevent thread breakage and ensure stitch quality.

• Operator Skill Level (Process Variable): Evaluating the skill level of machine
operators, as it influences stitching quality and production speed.

• Maintenance Schedule Compliance (RCM Variable)

• Production Output Variability (Process Variable): Measuring variations in
daily production outputs to optimize resource allocation.

• Operator Workload (Process Variable): Monitoring the workload of sewing
machine operators to ensure a balanced and efficient work environment.

• Defects per Unit (Process Variable): Calculating the number of defects per
unit produced to maintain quality standards.

These variables among many more, when measured and monitored effectively,
enable the company to optimize its processes, reduce defects, minimize waste, and
enhance overall operational efficiency, leading to the production of high-quality
textile products.

4.2 Data Acquisition and Preparation
Data acquisition and preparation, serves as the cornerstone of implementing a
robust CPS for an industrial plant. Data acquisition involves the systematic
collection of relevant data from the industrial variables, while data preparation
ensures the quality, consistency, and readiness of this data for its consumption.

4.2.1 System Structure

Before the implementation of our enhanced system, the company had an existing
structure, as depicted in Figure 4.1, for data acquisition from machines. However,
this previous system had limitations, notably in terms of connectivity, as it did not
have the capability to access the data from PLCs and certain machines, leaving
these critical data sources unmonitored and unmanaged. On the other hand, as
shown in Figure 4.2, the system architecture deployed by the company today for
data acquisition and management embodies a framework which is evolving based
on the good practices proposed in this work. This structure is designed to capture,
store, and visualize industrial data, mostly driven by the following core components:
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Figure 4.1: Old system structure.

Empowerment Application: At the heart of the system resides the Empower-
ment application, hosted on a dedicated server. This in-house made application
functions as the main actor for data storage and visualization of the industrial
processes. It primarily accumulates and manages data belonging to Process
and Transactional variables originating from diverse machinery and industrial
processes. Raspberry Pi devices play a the main role in transmitting this
data to the Empowerment database. Empowerment is instrumental in data
analysis and visualization, allowing the company to deploy insights derived
from the acquired data.

Cybernetics Server: A notable enhancement to the system structure is the
introduction of the Cybernetics server (Ubuntu). This server assumes a
central role in data acquisition and management for IIOT applications. It
directly interfaces with Programmable Logic Controllers (PLCs) using Node-
RED through HTTP, facilitating the real-time extraction of data concerning
Process and Transactional variables from machines under PLC control, among
other sources of information like in site PCs and Raspberry Pis through
SSH connections. This direct connections strengthen the system’s ability to
promptly access critical data.

Raspberry Pi devices: Integral components within the system’s architecture
are the Raspberry Pi devices, which function as edge computing devices.
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Figure 4.2: Current system structure.

These compact computers are strategically deployed throughout the industrial
environment, enabling real-time data acquisition, processing, and transmission
at the network’s edge. They are strategically positioned to interface with
a wide array of machinery, devices, and sensors, including those that were
previously unmonitored. This strategic deployment enhances the capabilities of
the Cybernetics server by extending its reach and data acquisition capabilities.

Prometheus Node Exporter: To complement the data acquisition process from
Raspberry Pi devices, the Cybernetics server leverages Prometheus Node
Exporter, a tool that communicates via HTTP. This element empowers the
server with the capability to retrieve health-related data. It offers insights into
the well-being of not only the Raspberry Pi devices but also the server itself.
This health monitoring feature is indispensable, guaranteeing the seamless
operation of the devices and enabling rapid responses to any potential issues.

Ansible Automation: The Cybernetics server sets new standards in automation
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of Infrastructure as Code (IaC) by incorporating Ansible. This automation
solution establishes SSH connections with Raspberry Pi devices, ushering in a
streamlined approach to device management. It encompasses essential tasks,
such as automated software updates, installations, and device configurations as
needed. The automation element optimizes operational efficiency, minimizing
the need for manual interventions.

RFID Reader Controller: Beyond its existing functions, the Cybernetics server
also performs data acquisition through interfacing with an RFID reader
controller that utilizes the Modbus TCP protocol. This integration allows the
ability to track RFID tags within textile rolls. This supplementary layer of
data enriches the system’s capability to gather comprehensive information.

DIMESH Integration: In a major step towards data enrichment and perfor-
mance optimization, the company has developed the so called "DIMESH"
devices. These devices, rooted in a microcontroller and Zigbee communication,
were created in-house and they serve the function of capturing machine state
data, Process and Transactional variables, directly from each machine, and
some input codes given by the machine operator. DIMESH devices utilize an
array of sensors and electronics to extract this information. By dedicating
a DIMESH device to each machine, one or more Zigbee mesh networks are
formed in each plant, with each device playing the role in gathering insights
of the machines that directly impact product quality and industrial process
efficiency. Raspberry Pi devices take on the role of gateways within this net-
work (Zigbee master), ensuring that data from DIMESH devices is effectively
transmitted to the Empowerment database.

4.2.2 Methods and Devices
Node-RED Services for PLC Data Capture: To capture data from variables

stored in the PLCs’ databases, notably Siemens S7, Node-RED services are
employed. These services leverage the ’node-red-contrib-s7’ node to perform
HTTP REST requests for reading and writing variables in the PLC databases.
It’s worth noting that each PLC may encompass one or more databases, each
housing critical variables such as temperature, humidity, velocity, RPM, roll
number, operator IDs, and various others.
For enhanced data reliability and to prevent conflicts during the data sending
process, a queuing mechanism is implemented based on the ’node-red-contrib-
queue-gate’ node. This queue ensures that data is sent in a systematic order,
avoiding issues where the server might reject packages sent before processing
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the latest data. In this process, as depicted in the Figure 4.3, which shows
the process for only one PLC and one or multiple databases, the queue awaits
the confirmation response from the server for the last data received before
transmitting the next data package. This queuing strategy optimizes data
transmission, maintaining a smooth and error-free flow of information.

Figure 4.3: Node-RED data sending method.

In Figure 4.4, we can observe the queuing of data from the databases within the
same PLC. This queuing mechanism ensures the orderly transfer of information.
On the other hand, Figure 4.5 illustrates the operation of the ’S7 in’ node
in the ’node-red-contrib-s7’ library. This node efficiently collects data from
various variables when provided with the respective address configurations. For
example, ’DB51,WORD4’ corresponds to the ’AJUST_VELOCIDAD_MAQ’
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variable.

Figure 4.4: Node-RED data queuing from PLC databases.

Figure 4.5: Node-RED database subflow inputs.

For instance, Node-RED is utilized to acquire data from multiple databases
within any PLC with API REST activated, for example to gather the data
given by the PLC controlling the Rama machines, some of the mos important
components in the company’s operations, among other machines PLCs.

Python Applications for Data Capture: Additional data capture methodolo-
gies involve Python applications. These applications, executed on either
Raspberry Pi devices or the Cybernetics server, operate as services that send
the data using HTTP requests. They serve diverse purposes, including:

• Capturing Weight from Weighing Scales using Raspberry Pis.
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• Capturing the Width of Textile Rolls, obtaining measurements from a
fabric inspection machine’s PLC via a Raspberry Pi.

• Sending Fabric Dyeing Data, which are critical quality parameters, for
example "color fastness" which refers to the ability of a dye to retain its
original color without fading when it is exposed to conditions such as
moisture, washing, or light. It is one of the most critical issues in the
textile industry and this data is gathered from the chemical laboratory
PCs to Empowerment for use in the fabric finishing process.

The HTTPSCommunication class in this work implemented in Python serves
as a crucial component in these applications, enabling secure communication
with the Empowerment data repository. Here’s an overview of the key points
and functionalities of this class:

1. Initialization: The class is initialized with essential parameters, including
a username, password, and entity name for authentication and data
retrieval. These parameters are crucial for establishing a connection with
the external data source.

2. Token Management: One of the primary functions is to handle access
tokens. It requests and retrieves an access token for authentication, which
is required for making secure HTTP requests to the data source.

3. Data Transmission: The class provides methods for sending, reading,
and modifying data at the specified URL. It allows for the exchange of
data with the external source, facilitating data updates and retrievals.

4. Token Revocation: In cases where it’s necessary to close a session, the
class handles token revocation. It ensures that the session is closed and
the token file is deleted, enhancing security and access control.

5. Headers Management: The class efficiently manages HTTP headers,
including bearer tokens, to ensure secure and authenticated communication
with the data source.

6. Exception Handling: Error handling and response validation are inte-
grated into the class to provide robust communication with the external
data repository.

The code of the HTTPSCommunication class to send the data is provided in
Appendix Listing A.1 (page 63) to illustrate the Python script used in this
processes.

RFID Tracking Application: A unique application focuses on RFID tracking
of tags in fabric rolls. This system employs multiple Pepperl+Fuchs RFID
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antennas strategically positioned at various locations. A controller/gateway,
communicating via Modbus TCP with the Cybernetics server, manages these
antennas. The server issues commands to the gateway for reading operations,
configuration adjustments of the antennas, and collection of data from the
RFID tags. The information retrieved from the antennas is transmitted as
a response to the server, subsequently forwarded to Empowerment for data
integration.
As an overview of the key points and functionalities of this application code
provided in Appendix Listing A.2 (page 67) we have:

1. Modbus TCP Configuration: The code starts by configuring the Mod-
bus TCP server details, including the server’s IP address (SERVER_IP)
and port number (SERVER_PORT).

2. Modbus TCP Client Setup: A Modbus TCP client instance is created
using the configuration details. This client will establish a connection
with the RFID equipment and manage data exchange.

3. Extract Tag Information Function: The code defines a function
named extract_tag_information that is responsible for processing the
data obtained from RFID tags. It extracts information such as UII (Unique
Item Identifier) and TID (Tag Identifier). The extracted information is
then formatted for further use. The extraction parameters and the codes
sent to the gateway are specific instructions and registers to write and
read referenced by the manufacturer.

4. Main Loop: The code enters a main loop where it performs the following
actions:
(a) Connects to the Modbus TCP server.
(b) Initializes a list called known_tags to keep track of RFID tags that

have been read.
(c) Within the loop, it writes specific values to Modbus registers to request

tag data. This is done using the client.write_registers function.
(d) It continuously reads data from the Modbus registers using the

client.read_holding_registers function and checks for any new RFID
tags.

(e) If a new tag is detected and it’s not already in the known_tags list,
it’s added to the list, and information about the tag is printed.

(f) The code keeps track of the total number of tags read and the number
of unique tags in the known_tags list.

5. Modbus Error Handling: The code includes error handling for Modbus-
related errors, ensuring that any issues during communication are properly
handled.

31



System Implementation

6. Client Cleanup: Finally, Modbus client is closed using the client.close()
method to release any resources and terminate the connection.

Turbidity Measuring Application: The system incorporates a specific Python
application for cost-effective water turbidity monitoring. Operating on a Rasp-
berry Pi, this application leverages the OpenCV library for visual monitoring.
A camera observes the color of incoming water within a white light chamber,
as depicted in Figure 4.6 and Figure 4.7. By comparing the brightness of
captured frames to a reference frame representing ideal water transparency,
the application calculates turbidity. Importantly, the turbidity data is not
transmitted to Empowerment but is directly relayed to the respective PLC
via Modbus TCP. The PLC controls valves regulating water entry.

Figure 4.6: White light chamber inside, LED, Raspberry Pi and camera placing.

Figure 4.7: White light chamber outside and mounting position.

To provide an overview of the application code found in Appendix Listing A.3
(page 69), we present the following:

1. Importing Necessary Modules: The code starts by importing essential
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Python modules, including those for Modbus communication, computer
vision (OpenCV), Raspberry Pi camera control, and date/time handling.

2. Modbus Configuration: It establishes a connection with a Modbus
PLC (Programmable Logic Controller) for data exchange. The IP address
and port number of the PLC are configured. This connection is crucial
for sending turbidity data to the PLC.

3. Camera Setup: The code sets up the Raspberry Pi camera, specifying
its resolution and exposure settings. Additionally, variables are initialized
for managing image frames.

4. Frame Capture Loop: The primary loop captures video frames from
the camera. It calculates turbidity in real-time by comparing the current
frame with a reference frame. The brightness differences between frames
are used to calculate turbidity.

5. Turbidity Calculation: Turbidity is calculated by measuring pixel-level
differences between frames. These differences are normalized to determine
turbidity values, which are then sent to the PLC for control.

6. Image Storage: The code periodically captures and stores images for
logging purposes. It saves images in directories, creating subdirectories
for each day, and removes older images to manage storage efficiently.

Additionally, it’s important to highlight images from practical tests, showcasing
how the solution works and presenting the associated measurements shown
in Appendix C (page 79). These tests involved the utilization of four testing
tubes, each containing different water samples with varying turbidity levels as
shown in Figure C.1. The objective of these tests was to ensure the precision
and reliability of the system in monitoring water turbidity. For each test tube,
the system’s camera and computation were used to capture the images and
compute the corresponding turbidity values shown in Figures C.2, C.3, C.4
and C.5.
In the company the Siemens WinCC Supervisory Control and Data Acquisition
(SCADA) application is used to depict the information taken from various
specific and crucial PLCs in the plants, and among them the PLC that controlls
the inflow of water to the production system. Figure 4.8 illustrates the seamless
flow of information from the Raspberry Pi-based turbidity measurement system
to the WinCC application, making it available for monitoring and decision-
making.
The data transmitted to the PLC is accessible for viewing through the WinCC
system, as shown in Figure 4.9. This visualization clearly displays the mea-
surement of water turbidity in the incoming flow.
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Figure 4.8: Flow of information from the Raspberry Pi measuring turbidity to
the WinCC application.

Figure 4.9: WinCC graph with water inflow to the production system in green
(L/s) and the measured turbidity in red (units).

4.3 DevOps Approach
In the implementation of the system, a DevOps approach is adopted to enhance
efficiency and maintain a seamless workflow. DevOps principles emphasize collab-
oration, automation, and monitoring throughout the software development and
deployment lifecycle. This section discusses the implementation of DevOps prac-
tices, specifically focusing on the use of Ansible, Prometheus (with Node Exporter),
and Grafana as shown in Figure 4.10, to ensure the reliability and scalability of
the system.

4.3.1 Version Control
Version control is an essential aspect of the DevOps strategy. Git, a distributed
version control system, is used to manage source code and keep track of changes in
a structured manner. Git enables:

1. Track Code Changes: The system maintains a central repository that
houses the project’s source code. Developers create branches for specific
features or fixes, and changes are tracked in a systematic way.

2. Collaboration: Git supports collaborative development, allowing multiple
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Figure 4.10: Cybernetics server’s Ansible, Prometheus, and Grafana implementa-
tion.

team members to work on the same project simultaneously, merge their
changes, and resolve conflicts.

3. Change History: Git keeps a comprehensive history of code changes, making
it easy to trace when and why specific alterations were made.

The use of Git extends beyond programming languages and deployment stages,
maintaining a coherent and organized history of changes in both hardware and
software components of the system, ensuring transparency and traceability.

4.3.2 Infrastructure as Code (IaC)
The Infrastructure as Code (IaC) paradigm is fundamental to the DevOps strategy.
As explained in subsection 4.2.1, Ansible, an open-source automation tool, is
employed to define and manage infrastructure using code. IaC practices are
essential for ensuring the reliability, scalability, and efficiency of the system. The
detailed Ansible YAML files used in this process are presented in the Appendix B
(page 73) for reference and further examination. The process includes several key
steps, as outlined below:
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1. Automated Deployment: Ansible automates the provisioning and config-
uration of servers and devices, including Raspberry Pis, within the system.
It takes charge of deploying code, configurations, and executing tasks like
updates and software installations.

2. Configuration Management: Infrastructure components, along with their
configurations and desired states, are defined in Ansible playbooks. This
approach ensures uniformity and the ability to reproduce the system’s envi-
ronment reliably.

3. Scalability: As the system expands, Ansible facilitates smooth scalability
by accommodating the addition of new devices and servers. This is managed
through an inventory ’.ini’ file, as illustrated in Listing B.1 (page 73), guaran-
teeing a consistent and dependable environment across all system components.

4. SSH Communication: Ansible employs SSH (Secure Shell) for establishing
secure and efficient communication with the target devices, as shown in
Listings B.2 and B.3 (page 74). This method ensures the management of
remote systems is both reliable and robust.

5. Periodic Updates and Maintenance: To maintain the system’s smooth
operation, Ansible is employed to periodically update and upgrade components,
as demonstrated in Listing B.4 (page 75). Additionally, Ansible manages any
necessary reboots.

6. Prometheus Node Exporter Installation: To monitor the system’s health
and performance, Ansible is applied to install Prometheus Node Exporter on
all relevant devices after creating the required Prometheus user and group as
shown in Listings B.5 and B.6 (page 76).

The integration of Ansible in the DevOps approach is an essential element in the
system’s development and operation. These automation practices reduce manual
intervention, enhance system reliability, and minimize the risk of errors.

4.3.3 Monitoring, Alerting, and Visualization
Ensuring the health and performance of the system is of prime importance, and
for this purpose, a combination of monitoring, alerting, and visualization tools is
employed, with a primary focus on Prometheus Node Exporter and Grafana.

1. Prometheus Node Exporter: The Prometheus Node Exporter serves as a
pivotal component in the system’s monitoring infrastructure. It constantly
collects (scrapes) a diverse array of system metrics from nodes within the
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network. These metrics encompass a wide spectrum of critical data, including
but not limited to CPU usage, RAM utilization, system temperature, disk
I/O, and network statistics. By aggregating this information, Prometheus
Node Exporter provides a comprehensive and real-time view of the system’s
health. This real-time monitoring capability ensures that deviations from
expected performance are detected promptly.

2. Grafana: Grafana plays a crucial role in visualizing the wealth of data
collected by Prometheus Node Exporter. It offers a versatile and user-friendly
platform for creating custom dashboards and interactive charts, enabling a
detailed analysis of system performance. The visual representation of data in
Grafana enhances the understanding of the system’s operational status and
enables swift identification of performance trends, bottlenecks, or anomalies.

3. Alerting: Beyond mere observation, the system’s monitoring goes a step
further by implementing proactive alerting mechanisms. Prometheus, the
underlying engine for Node Exporter, is meticulously configured to trigger
alerts when specific performance thresholds are breached. These alerts are
designed to be highly customizable, ensuring that they align with the system’s
operational requirements and the specific parameters deemed vital. This
approach enables a proactive response to issues, minimizing downtime, and
preserving system stability. Timely notifications are dispatched to designated
personnel, ensuring that potential problems are addressed promptly and
effectively.

The integration of Prometheus Node Exporter and Grafana not only facilitates
comprehensive monitoring but also empowers the system with the ability to visualize
and analyze performance data. This insight into the operational status of devices
and the broader system architecture enables timely actions, resulting in the efficient
maintenance of system reliability. As demonstrated in the sample dashboard
provided in Figures D.1 and D.2 in the Appendix D, Grafana allows for the creation
of custom dashboards and interactive charts, providing a clear and user-friendly
way to visualize critical system metrics utilizing the relevant queries to retrieve the
data.

The incorporation of DevOps principles plays a crucial role in the progress of the
CPS. It ensures seamless collaboration, automates processes, and enables effective
monitoring, thereby enhancing the efficient administration of complex systems and
swift resolution of operational issues. Within an industry that prioritizes preci-
sion and reliability, the DevOps approach significantly enhances the development,
deployment, and maintenance of such systems.
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Chapter 5

LoA Measurement
Assessment

With the introduction of technological advancements in industrial processes, there
is a critical need to meticulously assess the different Levels of Automation (LoA)
to ensure effective and efficient operations. This chapter presents a comprehensive
assessment of the LoA measurements, elucidating its impact on various stages
of the data acquisition and preparation framework. Each implemented method
(Node-RED, Python, RFID tracking, and Turbidity measurement applications)
undergoes a scrutiny within the paradigm of LoA, clarifying the evolution from
pre-implementation to the current state of the application. Different stages of
each process, as presented in Figure 5.1, were taken into account, and each of
them has its own LoA assessment to subsequently calculate the general LoA in the
information dimension of each development.

Figure 5.1: Implemented stages of data management

Noteworthy, in this research we are using different LoA states and only in the
information field as presented in Table 5.1, given that the processes we want to
automate are data driven developments.

5.1 Node-RED Applications LoA Assessment
The integration of Node-RED developments into this data acquisition ecosystem
marks a transformative situation in the automation panorama. The LoA assessment
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Levels Information
1 Manual Operation
2 Assisted Manual Operation
3 Partial Automation
4 Conditional Automation
5 High-Level Automation
6 Full Automation with Oversight
7 Fully Autonomous Operation

Table 5.1: Levels of Automation for this work information applications.

of these Node-RED applications takes part in the different stages or tasks in the
implementation as described below and in Figure 5.2.

System Configuration: The integration of Node-RED developments expedites
system configurations, fostering an enhanced LoA in system adaptability. The
system’s agility to seamlessly interface with diverse PLCs, implement efficient
queuing strategies, and streamline systematic data flows signifies an elevated
LoA in configuring the broader industrial framework. This advancement allows
for the automated management of data and configuration tasks, marking a
significant improvement from previous implementations where only the PLC
programming involved computational assistance, leaving the remaining system
stages reliant on manual methods for data gathering.

As a result, the current LoA assigned to the System Configuration stage has
risen to level 4, a substantial improvement from the previous implementation
where it was situated at level 2.

Data Acquisition: Despite the seamless integration with Siemens S7 PLCs and
the implementation of robust queuing mechanisms, the incorporation of Node-
RED services for PLC data capture doesn’t yield a significant improvement in
the efficiency and comprehensiveness of data acquisition. As the PLCs are
already responsible for the acquisition from sensors and actuators, so the LoA
in data acquisition remains consistently at level 5.

Data Transformation: A remarkable improvement is observed in Data Trans-
formation, with the LoA increasing significantly from 1 to 7. Node-RED has
allowed to excel in the real-time transformation of raw data into meaningful
information, showcasing substantial enhancements in processing capabilities.
The flexibility to capture data from multiple databases within any PLC with
activated REST APIs exemplifies its sophisticated transformation capability.
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The systematic structuring of data from diverse sources further contributes to
a higher LoA in preparing information for downstream processes.

Data Transmission: Node-RED’s proficiency in data transmission significantly
enhances the LoA in conveying critical information. The methodology’s
capability to execute HTTP REST requests for reading and writing variables
in PLC databases and sending data to the Empowrment server ensures a
swift and orderly data transmission process, replacing the previous SQL data
transmission made with barcode-dependent Radio Frequency (RF) terminals
or PC data entry.

Data Transmission exhibits a noteworthy advancement, with the LoA increas-
ing from 5 to 7. Node-RED has strengthened its capabilities in transmitting
data efficiently, contributing to a more responsive and agile data acquisition
system. This enhancement in data transmission aligns with the goal of achiev-
ing real-time insights and responsiveness, fostering a more robust industrial
data acquisition framework.

Error Handling: Robust error handling mechanisms embedded in Node-RED de-
velopments fortify the LoA in maintaining data integrity. The implementation
of queuing mechanisms mitigates potential conflicts during data transmission,
fostering a fault-tolerant architecture. This proactive approach in error han-
dling ensures a resilient data flow, minimizing disruptions and optimizing
operational continuity.

On this regard, there is a noteworthy improvement in Error Handling, with
the LoA rising from 2, where there was no dedicated error handling beyond the
ability to manually check databases or terminal messages, to a LoA of 6. In this
enhanced level, errors in authentication, data transmission and transformation
are handled automatically by the Node-RED development. This signifies a
substantial advancement, showcasing a more robust and fault-tolerant design,
enhancing the ability to handle errors effectively during data processing.

Maintenance and Updates: The Node-RED methodology introduces a new
paradigm in maintenance and updates, elevating the LoA in system manage-
ment. Leveraging the visual aids provided by Node-RED for developments, the
LoA in maintenance and updates reflects an efficient and adaptive approach,
aligning with the dynamic needs of industrial operations.

The Maintenance and Updates task improves the LoA from a level 2, where
any maintenance and update was done manually on each PLC and stage of
the implementation, to a level 3. In this improved state, assisted visualization
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and configuration through Node-RED provide effectiveness in maintaining and
updating the systems. This indicates a better level of efficiency in managing
and updating the system.

Monitoring and Reporting: The monitoring and reporting capabilities of Node-
RED have undergone significant advancements in the digitalization tasks,
resulting in a noteworthy increase in the LoA from 2 to 4. This height-
ened automation facilitates more effective oversight and reporting, providing
comprehensive insights and improved accuracy.

Node-RED’s real-time insights derived from PLCs, coupled with improved
queuing, error handling, and enhanced messaging and debugging interfaces,
contribute to the creation of a dynamic monitoring environment. This proactive
approach ensures the timely and accurate dissemination of critical information,
further enhancing the overall monitoring and reporting capabilities within the
industrial framework.

The average LoA for the Node-RED developments has increased from 3 to 5, as
shown in Figure 5.2. Node-RED applications’ substantial improvements in Data
Transformation, Data Transmission, and Error Handling underscore its growing
significance in supporting a more sophisticated and efficient data acquisition system.
These advancements contribute to an overall elevation in the LoA, reflecting the
enhanced capabilities and impact of Node-RED on various aspects of the industrial
data acquisition framework.

Figure 5.2: Node-RED Applications stages and average LoA Assessment
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5.2 Python Applications LoA Assessment
It’s evident that the integration of Python advancements into our data acquisition
toolkit has introduced a diverse range of functionalities, collectively contributing
to the comprehensive LoA, noted ahead in Figure 5.3. Upon closer examination of
the distinct application tasks, it becomes clear that a transition from traditional to
modern processes is an improvement. Notably, it is important to highlight that
information acquisition implementations, preceding these specific developments,
were predominantly manual in nature, with tools primarily present in the Data
Acquisition stage and Data Transmission only.

System Configuration: Our Python developments contribute to an advanced
LoA in system configuration, optimizing the industrial data acquisition land-
scape. The integration of the HTTPSCommunication class (Appendix A)
facilitates secure communication with the Empowerment data repository,
streamlining system configurations for both Raspberry Pi devices and the
Cybernetics server. The LoA in system configuration reflects an adaptive and
efficient approach, ensuring the seamless orchestration of diverse data sources.

Furthermore, system configuration shows a gradual improvement, with LoA
rising from 1 (entirely manual) to 3. This transition involves leveraging
programming tools, Ansible automations and computation infrastructure to
develop the application logic.

Data Acquisition: Python developments slightly elevate the LoA in data acqui-
sition, introducing specialized functionalities tailored to manual inputs or file
reading. Ranging from capturing weight from weighing scales to obtaining
fabric dyeing data and measuring the width of textile rolls, these advancements
showcase versatility and precision, ensuring a comprehensive understanding of
multifaceted industrial parameters.

A modest improvement is observed in Data Acquisition, with the LoA in-
creasing from 3 to 4. This improvement signifies the complementation of
using of tools for pure data acquisition, with further enhancements using tools
like barcode reading handhelds, providing a more advanced and automated
approach to data collection.

Data Transformation: Data transformation from these Python developments
stands as one of the most important tasks, addressing diverse data types and
formats with specialized functionality. The HTTPSCommunication class, serv-
ing as the core in these implementations, facilitates secure communication with
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the Empowerment data repository. The elevated LoA in data transformation
ensures seamless integration into the global data preparation pipeline.

Much like Node-RED developments, Python’s demonstrate a significant im-
provement in Data Transformation, with the LoA soaring from 1 to 7. This
enhancement highlights the advanced capabilities of these Python applications
in processing and structuring data effectively. The improvement in this stage
is particularly driven by the need for readable and transmittable data to the
Empowerment databases, showcasing Python’s prowess in preparing data for
downstream processes in a comprehensive and efficient manner.

Data Transmission: The data transmission capabilities embedded in our Python
developments significantly elevate the LoA in conveying critical information.
These applications leverage HTTP requests for swift and secure data trans-
mission. In this way, the LoA in data transmission reaches a sophisticated
state, ensuring the prompt delivery of crucial insights.

Data Transmission undergoes a substantial improvement, with the LoA surging
from 3 to 7. Python’s enhanced capabilities in automatically transmitting data
represent a noteworthy shift from previous manual methods, which involved
using tools like computers or tablets.

Error Handling: Python developments showcase a remarkable improvement in
the LoA for error handling, escalating from 1 to 6. The HTTPSCommuni-
cation class plays a pivotal role in managing access tokens, addressing data
transmission errors, and ensuring secure communication. This substantial
increase in LoA signifies Python’s enhanced ability to automatically handle
errors, providing effective solutions for communication and authentication
failures. This advancement strengthens the reliability of data exchanges, forti-
fying the foundation of the industrial data flow and contributing to a more
resilient data acquisition system in the face of potential challenges.

Monitoring and Reporting: Python developments demonstrate a potential im-
provement of LoA in monitoring and reporting. The real-time insights and logs
derived from capturing weight, textile roll width, and fabric dyeing parameters,
combined with comprehensive error handling, contribute to a dynamic moni-
toring environment. The elevated LoA in monitoring and reporting ensures the
timely and accurate dissemination of critical information, facilitating informed
decision-making within the production environment.

There is a moderate improvement in Monitoring and Reporting, with the
LoA increasing from 1 to 3. These Python application’s contributions amplify
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the system’s ability to provide more comprehensive insights into industrial
processes.

Maintenance and Updates: Python developments introduce an improved LoA
in maintenance and updates, streamlining essential tasks for both Raspberry Pi
devices and the Cybernetics server. The automation of tasks through Ansible
ensures accurate device management, minimizing manual interventions and
automating software updates, installations, and device configurations.

Consequently, there is a notable improvement in Maintenance and Updates,
with the LoA increasing from 1 to 4. Python’s contributions, especially through
tools like Ansible, enhance the efficiency of managing and updating the system,
marking a significant advancement in automation.

The average LoA for the Python implementations carried out in this thesis
has experienced a notable improvement, progressing from an initial level of 2
to a more advanced level of 5 as depicted in Figure 5.3. The most significant
contributions to this improvement came from tasks such as Data Transmission,
Data Transformation, and Error Handling, showcasing Python’s pivotal role in
automating critical processes within the industrial data acquisition system. The
transition from manual processes to a more automated and sophisticated approach
has marked a substantial leap in the efficiency and reliability of the overall system.

Figure 5.3: Python Application stages and average LoA Assessment
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5.3 RFID Tracking LoA Assessment
RFID tracking plays a crucial role in enhancing the efficiency of our information
gathering processes, particularly in the inventory tracking of production materials,
machines, devices, and more. Although Python data transmission is used in this
implementation, we treat RFID tracking as a distinct application for assessment,
given that this innovative technology represents a new and integral component
of our automation strategy, aiming to significantly improve the effectiveness of
information acquisition within the company. Through the systematic evaluation
of its LoA shown in Figure 5.4, we gain a comprehensive understanding of how
RFID tracking contributes to the overall automation landscape, optimizing data
acquisition and fostering operational excellence.

System Configuration: RFID tracking contributes to a modest LoA in system
configuration by seamlessly integrating Modbus TCP communication for
efficient data exchange and the Python HTTPSCommunication class. The
configuration of RFID antennas and the controller/gateway establishes a
robust foundation for real-time tracking, showcasing the advanced capabilities
of RFID technology in coordinating with our data acquisition framework.
However, there is no substantial improvement in LoA for system configuration,
maintaining a level of 2. The complexity of the tracking system’s configuration
involving manual planning persists, although the programming aspect receives
assisted support. It’s essential to note that the traditional tracking system
also undergoes a similar configuration process, leading to a consistent LoA
level.

Data Acquisition: The RFID tracking development introduces a paradigm shift
in data acquisition, specifically in tracking RFID tags within fabric rolls and
boxes. Through its interface with RFID antennas and the controller/gateway,
this development achieves a heightened LoA in acquiring real-time data. The
capacity to track tags significantly enhances the system’s capability to gather
comprehensive information.

Data Acquisition witnesses a substantial improvement, with the LoA increasing
from 2 to 6. The RFID implementation shows improved capabilities in
acquiring data from RFID tags, marking a significant advancement in the data
acquisition framework. This improvement is particularly noteworthy, given
that the previous tracking implementation relied on manual tasks aided only
by Radio Frequency (RF) handheld terminals, resulting in inconsistent data
acquisition times compared to the actual moment elements changed locations
in the production line.
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Data Transformation: The RFID tracking development demonstrates a com-
mendable LoA in data transformation. Through the extraction of information
such as UII (Unique Item Identifier) and TID (Tag Identifier) from RFID
tags, along with the formatting of the extracted data, the system showcases a
sophisticated transformation capability. The development ensures that data
from RFID tags is structured and ready for seamless integration into the
broader data preparation pipeline, thereby enhancing the overall LoA in data
transformation.

While Data Transformation maintains a high LoA of 7, there is a slight
improvement. This RFID development continues to excel in transforming raw
RFID tag data into structured and meaningful information. This improvement
is notable, considering the previous implementation’s high LoA of 6, which
already benefited from the aid of data interpretation from RF terminals.
However, the current RFID tracking system achieves a Level 7 due to the
complete automation of data acquisition, eliminating the need for constant
logins and authorizations required in the previous method.

Data Transmission: The RFID tracking development exhibits a sophisticated
LoA in data transmission. Leveraging Modbus TCP communication, the
development seamlessly conveys information about RFID tag movements to
the Cybernetics server and then to the Empowerment server using the Python
HTTPSCommunication class. This real-time data transmission enhances the
overall responsiveness and agility of the data acquisition framework. The
LoA in data transmission attains a heightened state, facilitating prompt
decision-making based on the dynamic movements of fabric rolls.

Data Transmission maintains a high LoA of 7, indicating consistent efficiency in
transmitting RFID tag data. The implementation ensures prompt and reliable
transmission of critical information. It’s worth noting that the previous
implementation also had a Data Transmission LoA of 7, given that the
transmission itself was already parametrized and automatic.

Error Handling: The RFID tracking development exhibits a robust LoA in error
handling. The implementation includes error handling for Modbus-related
errors, ensuring that any issues during communication with RFID antennas
are properly addressed. The development’s fault-tolerant design contributes
to a higher LoA in error handling, maintaining the reliability of RFID data
acquisition even in challenging conditions.

Error Handling sees a notable improvement, with the LoA increasing from 2
to 5. RFID demonstrates a more robust design, enhancing its ability to handle
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errors effectively during data acquisition. It’s important to note that while
there is significant progress, considering the complex nature of tracking multiple
tags in the same location, the possibility of oversight remains, necessitating
occasional manual checks to ensure accuracy, especially in scenarios involving
numerous fabric rolls on transport carts.

Monitoring and Reporting: RFID tracking development introduces a com-
mendable LoA in monitoring and reporting. By strategically positioning
RFID antennas and interfacing with the controller/gateway through Modbus
TCP, this development provides real-time insights into the movement of fabric
rolls, boxes, machines, and devices. The LoA in monitoring and reporting
ensures the timely availability of critical information, contributing to informed
decision-making within the industrial environment.

Monitoring and Reporting witness a moderate improvement, with the LoA
increasing from 2 to 4. RFID contributes to more comprehensive insights into
the movement of fabric rolls. It’s essential to note that the improvement, while
significant, reflects the transition from manual monitoring and reporting in the
previous implementation, aided by computers and SQL querying, to a more
visually accessible and comprehensive monitoring through the Empowerment
platform.

Maintenance and Updates: The RFID tracking development extends the LoA
in maintenance and updates through efficient communication with the con-
troller/gateway using Modbus TCP. This automated approach optimizes device
management, enhancing operational efficiency.

Maintenance and Updates maintain a consistent LoA of 3. RFID demon-
strates continued efficiency in managing and updating its components. It’s
important to note that the maintenance and updates in this context primarily
involve adjustments related to IP address changes or network configuration
modifications rather than routine updates to the devices. This is similar from
the previous implementation, where maintenance and updates were primarily
focused on RF handheld terminals’ OS and the SQL database of the company,
if necessary.

The average LoA for RFID has increased from 3 to 5, as illustrated in Figure 5.4.
This notable improvement is particularly evident in the areas of Data Acquisition
and Error Handling, highlighting RFID’s growing significance in reinforcing a
comprehensive data acquisition system, with a specific focus on tracking inventory
movements. The enhanced capabilities in these crucial aspects signify the successful
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integration of RFID technology, contributing to the overall efficiency and reliability
of the information gathering processes within the company.

Figure 5.4: RFID Tracking Application stages and average LoA Assessment

5.4 Turbidity Measurement LoA Assessment
The integration of the Turbidity Measurement development marks a crucial mile-
stone in our data acquisition initiatives. In this context, despite being a Python-
based development, it is presented as a distinct LoA-measured implementation in
this thesis given the unique nature of the data it collects, which was not previously
available. The significance of this in-house project lies in its ability to monitor water
turbidity, especially crucial when elevated turbidity levels could potentially lead
to production losses. The LoA assessment comprehensively explores the various
dimensions of this development, lighting on its substantial impact on water quality
monitoring within the company’s operational framework.

It’s important to note that due to the absence of previous turbidity measurements,
LoA for the tasks undertaken in the current implementation is being compared to a
scenario of completely manual measurements, which represents an initial LoA of 1.

System Configuration: The Turbidity Measurement development contributes to
a slight improved LoA in system configuration by seamlessly integrating with
Modbus TCP for direct communication with the PLC. The configuration of the
Raspberry Pi camera and the parameters for turbidity calculation establishes
a robust framework for real-time monitoring.
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System Configuration sees a modest improvement, with the LoA increasing
from 1 to 2. However, it’s crucial to note that the system configuration still
relies on manual operations, assisted by tools for coding and machines for
constructing components like the white camera and tube bypasses where the
system is placed.

Data Acquisition: The Turbidity Measurement development introduces an el-
evated LoA in water quality data acquisition. Leveraging computer vision
through the OpenCV library on a Raspberry Pi, this development monitors
water turbidity in real-time. The ability to capture and transmit turbidity
data directly to the respective PLC via Modbus TCP showcases a heightened
LoA in acquiring critical information for water quality control.

Data Acquisition witnesses a substantial improvement, with the LoA increasing
from 1 to 5. Turbidity Measurement enhances its capabilities in acquiring
real-time data on water turbidity, contributing to a more comprehensive
water quality monitoring system. This improvement is noteworthy, especially
considering that the previous method relied on manual processes for water
quality assessment, and the current implementation provides a more automated
and efficient approach.

Data Transformation: The Turbidity Measurement development introduces a
sophisticated LoA in data transformation. The comparison of brightness
differences between frames captured by the Raspberry Pi camera, coupled
with the calculation of turbidity values, exemplifies a robust transformation
capability. The development ensures that raw visual data is transformed into
meaningful turbidity measurements, contributing to an advanced LoA in data
transformation.

Data Transformation maintains a high LoA of 7, emphasizing Turbidity
Measurement’s continued effectiveness in transforming raw visual data into
meaningful turbidity measurements. This level of automation signifies a
completely automatic and efficient process in converting raw sensor data into
valuable information for water quality assessment.

Data Transmission: The Turbidity Measurement development showcases a high
LoA in data transmission. Through direct communication with a PLC via
Modbus TCP, turbidity data is efficiently transmitted for control and decision-
making. This real-time data transmission enhances the overall responsiveness
and agility of the water quality monitoring system. The LoA in data trans-
mission achieves a advanced state, ensuring prompt actions based on dynamic
changes in water turbidity.
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Data Transmission maintains a high LoA of 7, indicating consistent efficiency
in transmitting turbidity data. The implementation ensures prompt and
reliable transmission of important water quality information, contributing to
the overall effectiveness of the water quality monitoring system.

Error Handling: The Turbidity Measurement development showcases a com-
mendable LoA in error handling. The implementation includes error handling
for Modbus-related errors and potential issues during the video frame capture
process. The development’s robust design contributes to a decent LoA in
error handling, ensuring the reliability of turbidity data even in dynamic and
challenging environmental conditions.

Error Handling sees a moderate improvement, with the LoA increasing from 1
to 3. Turbidity Measurement demonstrates a more robust design, enhancing
its ability to handle errors during data acquisition. It’s important to note
that while significant progress has been made, certain errors related to non-
laminar flow of water, influenced by external factors such as temperature
affecting bubble formation, are not fully automated and may require manual
intervention. These specific conditions are considered in the ongoing efforts to
enhance the system’s resilience.

Monitoring and Reporting: The Turbidity Measurement development exhibits
an acceptable LoA in monitoring and reporting water quality. By capturing
real-time turbidity data and directly relaying it to the PLC, this development
ensures prompt responsiveness to changes in water quality. Additionally, the
real-time connection status of the Raspberry Pi is monitored, providing an
additional layer of control.

As a result, Monitoring and Reporting witness a moderate improvement, with
the LoA placing itself at a level 4. Turbidity Measurement contributes to more
comprehensive insights into water quality parameters. Moreover, the data is
depicted in a graphical interface of the Siemens WinCC system, enhancing
the visualization and accessibility of crucial water quality information.

Maintenance and Updates: Turbidity Measurement enhances the LoA in main-
tenance and updates by implementing Ansible for continuous and automated
OS updates of the Raspberry Pi. This streamlined approach optimizes device
management, minimizing manual interventions and ensuring the continued
reliability of water quality measurements. The implementation of Ansible
for automated updates reflects an adaptive and efficient strategy, aligning
with the dynamic needs of water quality control. Maintenance and Updates
achieve a LoA of 4, showcasing Turbidity Measurement’s continued efficiency
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in managing and updating its components, particularly with the introduction
of Ansible for seamless and automated Raspberry Pi OS updates.

The average LoA for our Turbidity Measurement implementation is placed
at a level 5 as shown in Figure 5.5. The noteworthy improvements in Data
Transformation and Data Transmission support Turbidity Measurement’s growing
importance in supporting a reliable water quality monitoring system, demonstrating
its transformative impact on enhancing the automation and effectiveness of water
quality assessments within the company.

Figure 5.5: Turbidity Measuring Application stages and average LoA Assessment

5.5 LoA Assessment vs Cost of Implementation
vs Implementation Difficulty

The 3D plot in Figure 5.6, provides a visual representation of the LoA for each of
the implementations, comparing their previous and current states. Each bubble
represents a specific task, and the position of the bubble in the plot indicates the
LoA (x axis), Implementation Difficulty (y axis scale from 0 to 10), and Cost of
Implementation (z axis scale from 0 to 10).

Node-RED Applications: The Node-RED developments exhibit a significant
improvement in LoA, symbolized by the upward movement on the LoA axis in
the plot. This positive shift indicates a successful transition towards a more
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Figure 5.6: Previous and Current developments LoA vs Implementation Difficulty
vs Cost of Implementation

automated process. Importantly, the implementation difficulty has decreased,
signifying that the incorporation of Node-RED has streamlined the data
capture process, reducing overall complexity. The cost has also decreased,
pointing towards notable savings in data acquisition, processing costs, and a
reduction in the time required for human labor. Consequently, the benefits
derived from increased automation and operational efficiency not only justify
the reduced costs but also make this implementation highly suitable for the
production environment, offering a successful and cost-effective solution.

Python Applications: The Python Applications display a positive trend, marked
by a notable increase in LoA, signifying enhanced automation capabilities. The
implementation difficulty has seen a decrease, showcasing that the transition
to a higher level of automation was achieved with reduced complexity. Impor-
tantly, the costs associated with Python-based developments have decreased,
representing significant savings in the implementation of these developments.
This reduction in both implementation difficulty and costs highlights the
efficiency gains and improved logistics introduced by Python Applications in
the production environment.

RFID Tracking: RFID tracking tasks demonstrate a significant improvement in
LoA, as depicted by the upward movement of the bubble on the LoA axis of the
plot. The implementation difficulty has noticeably decreased, signifying that
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the incorporation of RFID technology is less complex than manual tracking
methods. Moreover, there is a reduction in costs associated with RFID tracking,
suggesting that the initial investment in RFID technology is recovered within
a short period of time. This cost reduction aligns with the efficiency gains and
enhanced capabilities introduced by RFID tracking, making it a financially
viable and operationally efficient solution for the production environment.

Turbidity Measurement: The introduction of turbidity measurement showcases
a notable improvement in LoA, as illustrated by the bubble’s position on the
plot. The implementation difficulty has significantly decreased, indicating
that the challenges associated with implementing the Turbidity Measurement
system were not as high as for a manual measurement. Additionally, the costs
are not as high as they might be with manual labor to measure turbidity,
suggesting that the investment in developing and implementing the Turbidity
Measurement system would result in savings and improved logistics in the
production environment. The benefits of real-time monitoring and data
collection not only justify a high LoA but also contribute to overall savings
and enhanced operational efficiency.

This three-dimensional analysis visually represents the upward movement on
the LoA axis for each implementation, which indicates a positive progression
towards higher automation. Contrary to a traditional trade-off scenario, the
associated increase in implementation difficulty and cost does not follow the
conventional trend. Instead, there is a notable decrease in both implementation
difficulty and cost, aligning with the improved automation capabilities. This unique
dynamic underscores the efficiency gains achieved without sacrificing significant
resources. It’s essential to recognize that the enhanced automation capabilities
bring great benefits in terms of efficiency and reliability, and the overall decrease
in implementation difficulty and cost further emphasizes the success and suitability
of these implementations in the production environment.
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Chapter 6

Conclusions and Future
Work

The aim of this research project was to investigate the transformative potential
of digital twins and Cyber-Physical Systems (CPS) in the industrial context. As
detailed in the Introduction chapter, digital twins have the capacity to revolutionize
various industries, including textile manufacturing, by optimizing production sched-
ules, minimizing waste, reducing energy consumption, enabling real-time equipment
health monitoring, and supporting predictive maintenance to prevent unplanned
downtime. The study aimed to enhance the efficiency and reliability of industrial
operations through the application of CPS principles, including the adoption of a
DevOps approach.

An effective system for data acquisition was successfully developed to address
the systematic collection of data from PLCs and other machinery within the
industrial environment. Multiple data capture methods were explored, including
the utilization of Node-RED services for PLC data capture, employing Python
applications for extracting critical data from various sources, tracking RFID tags,
and measuring water turbidity. Leonisa provided the industrial context for this
research, focusing on the vertical integration of the system to contribute to the
company’s future growth and success. The principles and methodologies developed
hold substantial value for textile plant managers, engineers, and stakeholders
interested in adopting digital twin technology.

The integration of the DevOps approach within the CPS framework is a signifi-
cant achievement. DevOps principles, emphasizing collaboration, automation, and
monitoring, have been effectively applied. The utilization of Ansible, an Infrastruc-
ture as Code (IaC) tool, played a crucial role in automating server provisioning,
configuration management, and periodic updates. This comprehensive automation
approach reduces the need for manual intervention, enhances system reliability,
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and minimizes the risk of errors, ensuring uniformity and reproducibility of the
system’s environment. Periodic updates and maintenance tasks were streamlined
through Ansible, resulting in improved system reliability.

In addition, the study highlighted the significance of monitoring and visualization
within the CPS framework. The integration of Prometheus Node Exporter and
Grafana allowed for comprehensive and real-time system monitoring, providing
insights into system health and performance. The system was equipped with
proactive alerting mechanisms, ensuring prompt responses to deviations from
expected performance.

Moreover, the research takes into account the importance of incorporating
well-established CPS architecture models into the implementation process. Three
major reference architectures, the 5C architecture, the Reference Architecture
Model Industry 4.0 (RAMI 4.0), and the Industrial Internet Reference Architecture
(IIRA), have been explored, and their roles in guiding the design and implementation
of Industry 4.0 systems have been examined. These reference architectures provide
valuable guidelines and standards for the development of CPS, promoting the
integration of various technologies such as digital twins, IIoT, and cloud computing,
while addressing challenges in interoperability and security.

In the same vein, the research recognizes the significance of comprehensively
categorizing industrial variables, which are fundamental to the functioning of a
manufacturing plant. Industrial variables have been categorized into four key
groups: Process, Transactional, Reliability-Centered Maintenance (RCM), and
Auxiliary variables. These categories encompass a wide range of parameters
and data types crucial for optimizing production, ensuring product quality, and
maintaining operational efficiency.

The research carries significant implications as it provides a practical framework
for optimizing industrial processes in manufacturing companies through CPS im-
plementation. The principles and methodologies developed in this project have the
versatility to be applied across various industrial domains, offering valuable insights
into integrating DevOps practices within CPS, thereby enhancing operational
efficiency and reliability.

Nonetheless, it is essential to acknowledge the inherent limitations within these
systems. Challenges include adapting CPS to diverse industrial settings and the
ongoing need for refinement in data acquisition techniques and cybersecurity mea-
sures. Continuous attention to these areas is paramount to ensure a comprehensive
and successful CPS implementation within the company.

Moving forward, future work in this field should emphasize the expansion of CPS
applications into diverse industrial contexts, with particular attention to addressing
unique challenges presented by each setting. This expansion must also prioritize
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the strengthening of security measures to protect the network, particularly as the
system becomes more susceptible to potential cyberattacks with the increasing
number of IoT devices. Furthermore, there is a need for ongoing refinement in
data acquisition techniques, with an unwavering commitment to optimizing both
efficiency and data accuracy. The exploration of additional DevOps practices and
tools for CPS implementation can further enhance automation and streamline
system maintenance.

Additionally, research into advanced analytics and machine learning algorithms
for predictive maintenance and process optimization within CPS can unlock new
levels in industrial performance and sustainability. The comprehensive under-
standing of industrial variables, as categorized in this research, should serve as a
foundation for future studies aimed at fine-tuning CPS implementations across
different domains.

In this vision, the system in the company will undergo significant improvements,
streamlining information flow and edge device management as shown in Figure 6.1.
The Cybernetics server will serve as the central hub for data acquisition, integrating
more closely into the industrial environment. Key enhancements include better
connectivity between the Cybernetics server and Raspberry Pi devices, optimizing
their deployment for more efficient data transmission. These Raspberry Pi devices
play a vital role in real-time data acquisition at the network’s edge.

Figure 6.1: Future system structure scheme.
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As industries progress towards advanced technological landscapes, the incor-
poration of Kubernetes emerges as a pivotal aspect in optimizing the utilization
of servers, and edge computing devices. In this way, the envisioned future imple-
mentations involve leveraging Kubernetes to create one or multiple clusters that
seamlessly integrates servers and edge computing devices, such as Raspberry Pis.
This cluster structure integrated with the different management and monitoring
software like Snipe-IT for device management, Rancher for Kubernetes coordina-
tion, and ensuring High Availability (HA) of services in the cluster, as shown in
Figure 6.2 and their respective agents and monitoring information flow presented
in Figure 6.3, holds tremendous potential for enhancing the efficiency, scalability,
and resource utilization within the industrial environment.

Figure 6.2: Cybernetics server software stack.

The system is also set to integrate with robots and machines like the MiR
robot, enhancing automation and monitoring capabilities. Notably, DIMESH
devices will be replaced by Raspberry Pis with touch screens, simplifying data
input and enabling remote management, improving information quality and error
resolution. This future system structure promises greater integration and efficiency,
leveraging technology and DevOps practices for enhanced productivity. Specifically,
as depicted in Figure 6.4 as an example, the use of a microservice structure
paradigm will delineate data acquisition from various sources like weighing scales
(Raspberry Pi), Datacolor spectrophotometers, process and transactional variables
(using Raspberry Pis), Siemens PLC, and RFID data acquisition and many more.
These microservices, deployed in both the Raspberry Pis and the Cybernetics
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Figure 6.3: In development Cybernetics server agents and monitoring information
flow.

server, collectively feed data into InfluxDB, with specialized data transmission
microservices connecting it to the Empowerment server.

On this regard, the project has laid the foundation for a promising future in the
integration of digital twins and CPS in the industry, specifically in Leonisa. There
are many opportunities and challenges and by leveraging the power of digital twins,
CPS, and emerging technologies, industries can unlock new levels of efficiency,
productivity, and sustainability, supported by the robust practices of DevOps.
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Figure 6.4: Cybernetics server future microservice structure.
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Appendix A

Python Applications for
Data Capture

Listing A.1: HTTPSCommunication Class in Python
1 import j son
2 import time
3 import r eque s t s
4

5 c l a s s HTTPSCommunication( ob j e c t ) :
6 de f __init__( s e l f , username , password , entity_name ) :
7 " " "
8 I n i t i a l i z e s the HTTPSCommunication ob j e c t .
9

10 Args :
11 username ( s t r ) : The username f o r au then t i c a t i on .
12 password ( s t r ) : The password f o r au then t i c a t i on .
13 entity_name ( s t r ) : The e n t i t y name f o r the URL.
14 " " "
15 s e l f . username = username
16 s e l f . password = password
17 s e l f . name = entity_name
18 s e l f . Author i zat ion = ' Bas ic ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗== '
19 s e l f . url_Data = " https : // empowerment . . . / e n t i t i e s / " +

entity_name
20 s e l f . url_Token = " https : // empowerment . . . / oauth/ token "
21 s e l f . url_Revoke = " https : // empowerment . . . / oauth/ revoke ? token=

"
22 s e l f . pathToken = ' token . txt '
23

24 s e l f . headersT = {
25 ' Content−Type ' : ' a p p l i c a t i o n /x−www−form−urlencoded ' ,
26 ' Accept ' : ' a p p l i c a t i o n / j son ' ,
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27 ' Author i zat ion ' : s t r ( s e l f . Author i zat ion ) ,
28 ' Connection ' : ' keep−a l i v e ' ,
29 ' User−Agent ' : ' o t s r c i b e r n e t i c a ' ,
30 ' Cache−Control ' : ' no−cache ' ,
31 ' Accept−Encoding ' : ' gzip , d e f l a t e e '
32 }
33

34 de f headersB ( s e l f , Token : s t r ) :
35 " " "
36 Creates and re tu rn s headers with the bearer token f o r HTTP

reque s t s .
37

38 Args :
39 Token ( s t r ) : The bearer token .
40

41 Returns :
42 d i c t : The headers with the bearer token .
43 " " "
44 bearer = ' Bearer '
45 Bearer = bearer + s t r ( Token ) . s t r i p ( ' " ' )
46 headersB = {
47 ' Author i zat ion ' : Bearer ,
48 ' Content−Type ' : ' t ex t / p l a i n ' ,
49 ' User−Agent ' : ' o t s r c i b e r n e t i c a ' ,
50 ' Accept ' : ' ∗/∗ ' ,
51 ' Cache−Control ' : ' no−cache ' ,
52 ' Accept−Encoding ' : ' gzip , d e f l a t e e ' ,
53 ' Connection ' : ' keep−a l i v e ' ,
54 }
55 re turn headersB
56

57 de f RequestToken ( s e l f , path : s t r ) −> s t r :
58 " " "
59 Requests and r e t r i e v e s the a c c e s s token f o r au then t i c a t i on .
60

61 Args :
62 path ( s t r ) : The path f o r sav ing the token .
63

64 Returns :
65 s t r : The ac c e s s token .
66 " " "
67 payload = " grant_type=password&username=" + \
68 s t r ( s e l f . username ) + "&password=" + s t r ( s e l f . password )
69 re sponse = reque s t s . post (
70 s e l f . url_Token , headers=s e l f . headersT , data=payload )
71 data = json . l oads ( re sponse . t ex t )
72 Token = data [ ' access_token ' ]
73 with open ( path + s e l f . pathToken , 'w ' ) as Token_txt :
74 Token_txt . wr i t e ( s t r ( Token ) )
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75 time . s l e e p ( 0 . 1 )
76 re turn Token
77

78 de f SendData ( s e l f , Token : s t r , Data : d i c t ) :
79 " " "
80 Sends data to the s p e c i f i e d URL.
81

82 Args :
83 Token ( s t r ) : The ac c e s s token .
84 Data ( d i c t ) : The data to be sent .
85

86 Returns :
87 r eque s t s . Response : The response o f the HTTP reques t .
88 " " "
89 payload = json . dumps( Data )
90 re sponse = reque s t s . post (
91 s e l f . url_Data , headers=s e l f . headersB ( Token ) , data=payload

, t imeout =15)
92 re turn response
93

94 de f ReadData ( s e l f , Token : s t r ) −> l i s t [ d i c t ] :
95 " " "
96 Reads data from the s p e c i f i e d URL.
97

98 Args :
99 Token ( s t r ) : The ac c e s s token .

100

101 Returns :
102 l i s t [ d i c t ] : The l i s t o f d i c t i o n a r i e s conta in ing the data .
103 " " "
104 re sponse = reque s t s . get (
105 s e l f . url_Data , headers=s e l f . headersB ( Token ) )
106 re turn j son . l oads ( re sponse . t ex t )
107

108 de f ModifyData ( s e l f , Token : s t r , Data : d i c t ) :
109 " " "
110 Modi f i e s data at the s p e c i f i e d URL.
111

112 Args :
113 Token ( s t r ) : The ac c e s s token .
114 Data ( d i c t ) : The data to be modi f i ed .
115

116 Returns :
117 r eque s t s . Response : The response o f the HTTP reques t .
118 " " "
119 payload = json . dumps( Data )
120 re sponse = reque s t s . put (
121 s e l f . url_Data , headers=s e l f . headersB ( Token ) , data=payload

)
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122 re turn response
123

124 de f C lo s eSe s s i on ( s e l f , path : s t r ) −> bool :
125 " " "
126 Closes the s e s s i o n and d e l e t e s the token f i l e .
127

128 Args :
129 path ( s t r ) : The path to the token f i l e .
130

131 Returns :
132 bool : True i f the s e s s i o n i s c l o s e d s u c c e s s f u l l y , e l s e

Fa l se .
133 " " "
134 with open ( path + s e l f . pathToken , ' r ' ) as Token_txt :
135 Token = Token_txt . read ( )
136 time . s l e e p ( 0 . 1 )
137 url_revoke_Token = s e l f . url_Revoke + s t r ( Token ) . s t r i p ( ' " ' )
138 re sponse = reque s t s . post ( url_revoke_Token , headers=s e l f .

headersT )
139 i f ' 200 ' in s t r ( re sponse ) or ' 201 ' in s t r ( re sponse ) or ' 400 '

in s t r ( re sponse ) or ' 401 ' in s t r ( re sponse ) :
140 with open ( path + s e l f . pathToken , 'w ' ) as Token_txt :
141 Token_txt . wr i t e ( s t r ( ' ' ) )
142 time . s l e e p ( 0 . 1 )
143 re turn True
144 e l s e :
145 re turn Fal se
146

147 i f __name__ == "__main__" :
148 " " "
149 Example o f modifying a v a r i a b l e in "emp_EmpAcaSort " database

endpoint .
150 " " "
151 username = " username "
152 password = " password "
153 emp_endpoint = "emp_EmpAcaSort "
154

155 emp_Estados = HTTPSCommunication(
156 username=username , password=password , entity_name=

emp_endpoint )
157

158 Token = emp_Estados . RequestToken ( )
159

160 data = {
161 " code " : ' 03 '
162 }
163 # emp_Estados . ModifyData ( Token , data )
164 pr in t ( emp_Estados . ReadData ( Token ) )
165
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166 Clos eSe s s i on = emp_Estados . C lo s eSe s s i on ( Token )

Listing A.2: Modbus TCP Communication Code in Python to the RFID Gateway
1 import time
2 from pymodbus . c l i e n t import ModbusTcpClient
3 import sys
4

5 # Def ine the Modbus TCP s e r v e r d e t a i l s
6 SERVER_IP = ' 1 7 2 . ∗ . ∗ . ∗ ' # Pepperl+Fuchs gateway antenna c o n t r o l l e r
7 SERVER_PORT = 502
8

9 # Create a Modbus TCP c l i e n t i n s t anc e
10 c l i e n t = ModbusTcpClient (SERVER_IP, port=SERVER_PORT)
11

12 # Function to ex t r a c t tag in fo rmat ion from Modbus r e g i s t e r s
13 de f extract_tag_informat ion ( r e g i s t e r s ) :
14 t ry :
15 # Extract UII and TID in format ion from the r e g i s t e r s
16 u i i_ l ength = r e g i s t e r s [ 4 ]
17 t id_length = r e g i s t e r s [ 5 + i n t ( u i i_ l ength /2) ]
18

19 u i i _ s e c t i o n = r e g i s t e r s [ 5 : 5 + i n t ( u i i_ l ength /2) ]
20 t i d_sec t i on = r e g i s t e r s [ 6 + i n t ( u i i_ l ength /2) : 6 + i n t ( (

u i i_ l ength + t id_length ) /2) ]
21

22 formatted_ui i = ' ' . j o i n ( format ( byte , ' 04X ' ) f o r byte in
u i i _ s e c t i o n )

23 formatted_tid = ' ' . j o i n ( format ( byte , ' 04X ' ) f o r byte in
t id_sec t i on )

24

25 # Create a formatted tag in fo rmat ion s t r i n g
26 tag_info = f " UII : { ' ' . j o i n ( formatted_ui i [ i : i +2] f o r i in

range (0 , l en ( formatted_ui i ) , 2) ) } TID : { ' ' . j o i n ( formatted_tid [ i : i
+2] f o r i in range (0 , l en ( formatted_tid ) , 2) ) } "

27 re turn tag_info
28 except :
29 pass
30

31 t ry :
32 # Connect to the Modbus TCP s e r v e r
33 i f c l i e n t . connect ( ) :
34 known_tags = [ ] # L i s t to s t o r e known tags
35 whi le True :
36 # Write s p e c i f i c va lue s to Modbus r e g i s t e r s
37 combined_value_0 = (0 x00 << 8) | 0x00
38 combined_value_1 = (0 x00 << 8) | 0x06
39 combined_value_2 = (0 x04 << 8) | 0x08
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40 combined_value_3 = (0 x39 << 8) | 0x39 # ASCII '9 ' and
'9 '

41 va lue s = [ combined_value_0 , combined_value_1 ,
42 combined_value_2 , combined_value_3 ]
43

44 r e g i s t e r_ad dr e s s = 3000
45

46 re sponse = c l i e n t . w r i t e _ r e g i s t e r s (
47 r eg i s t e r_addre s s , va lues , s l a v e =1)
48

49 i f r e sponse . i s E r r o r ( ) :
50 pr in t ( "Modbus Error : " , r e sponse )
51

52 combined_value_0 = (0 x00 << 8) | 0x00
53 combined_value_1 = (0 x00 << 8) | 0x06
54 combined_value_2 = (0 x01 << 8) | 0x08 # Command to read

a l l tags once
55 combined_value_3 = (0 x00 << 8) | 0x00
56 va lue s = [ combined_value_0 , combined_value_1 ,
57 combined_value_2 , combined_value_3 ]
58

59 re sponse = c l i e n t . w r i t e _ r e g i s t e r s (
60 r eg i s t e r_addre s s , va lues , s l a v e =1)
61

62 i f r e sponse . i s E r r o r ( ) :
63 pr in t ( "Modbus Error (2 ) : " , r e sponse )
64

65 # Continuously read data from Modbus r e g i s t e r s
66 p r e v i o u s _ r e g i s t e r s = [ ]
67 tags_i = 0
68 read_tags = [ ]
69

70 c u r r e n t _ r e g i s t e r s = [ 1 ]
71 tags = 0
72 whi le any ( c u r r e n t _ r e g i s t e r s ) :
73 read_response = c l i e n t . r ead_ho ld ing_reg i s t e r s (
74 r eg i s t e r_addre s s , count =19, s l a v e =1)
75 i f read_response . i s E r r o r ( ) :
76 pr in t ( "Modbus Read Error : " )
77 e l s e :
78 c u r r e n t _ r e g i s t e r s = read_response . r e g i s t e r s
79

80 i f c u r r e n t _ r e g i s t e r s [ 4 ] != 0 :
81 # Extract tag in fo rmat ion
82 tag_info = extract_tag_informat ion (

c u r r e n t _ r e g i s t e r s )
83

84 i f ( tag_info i s not None ) and ( tag_info not
in known_tags ) :
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85 known_tags . append ( tag_info )
86 pr in t ( tag_info )
87 tags += 1
88 p r e v i o u s _ r e g i s t e r s = c u r r e n t _ r e g i s t e r s
89

90 pr in t ( f " { tags } tags l e í dos " ) # Print the number o f tags
read

91 pr in t ( f " { l en ( known_tags ) } tags conoc idos " ) # Print the
number o f known tags

92

93 time . s l e e p ( 0 . 1 ) # Sleep f o r a shor t i n t e r v a l
94

95 e l s e :
96 pr in t ( " Connection f a i l e d . " )
97 f i n a l l y :
98 c l i e n t . c l o s e ( )
99

100 " " "
101 Example o f the r e s u l t s :
102 UII : 30 00 E2 80 11 91 A5 02 00 60 1E 03 AA 4A TID : E2 80 11 91 20 00

4A 4A F0 1D 03 00
103 UII : 34 00 30 14 F7 33 7C 00 1F 00 00 00 81 BA TID : E2 80 11 05 20 00

7B 0C A9 10 09 3B
104 UII : 34 00 30 14 F7 33 7C 00 1F 00 00 00 81 B9 TID : E2 80 11 05 20 00

7A CC A9 10 09 3B
105 UII : 0C 00 00 02 TID : E2 80 11 05 20 00 73 8C A9 12 09 3B
106 UII : 0C 00 00 03 TID : E2 80 11 05 20 00 72 CC A9 12 09 3B
107 UII : 34 00 30 14 F7 33 7C 00 1F 00 00 00 81 B7 TID : E2 80 11 05 20 00

7A 4C A9 10 09 3B
108 UII : 30 00 E2 80 11 91 A5 02 00 60 1E 04 CE AF TID : E2 80 11 91 20 00

4E AF F0 26 03 00
109 UII : 30 00 E2 80 11 91 A5 02 00 60 1E 11 58 D2 TID : E2 80 11 91 20 00

58 D2 F0 8A 03 00
110 UII : 30 00 E2 80 11 91 A5 02 00 60 1E 11 57 BD TID : E2 80 11 91 20 00

57 BD F0 8A 03 00
111 UII : 30 00 E2 80 11 91 A5 02 00 60 1E 11 20 83 TID : E2 80 11 91 20 00

40 83 F0 89 03 00
112 UII : 34 00 30 14 F7 33 7C 00 1F 00 00 00 81 B6 TID : E2 80 11 05 20 00

79 8C A9 10 09 3B
113 UII : 34 00 30 14 F7 33 7C 00 1F 00 00 00 81 B8 TID : E2 80 11 05 20 00

7A 8C A9 10 09 3B
114 12 read tags
115 12 known tags
116 " " "

Listing A.3: Turbidity monitoring Python code based on OpenCV
1 # Import nece s sa ry l i b r a r i e s
2 from Paquetes .MODBUS. Comunicacion_MODBUS_TCP import ∗
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3 import cv2
4 from picamera . array import PiRGBArray
5 from picamera import PiCamera , Color
6 import numpy as np
7 import warnings
8 import os
9 import time

10 import datet ime
11 from os import path
12 import s h u t i l
13 warnings . f i l t e r w a r n i n g s ( " i gno re " )
14

15 # I n i t i a l i z e Modbus communication with the PLC
16 PLC = Comunicacion_MODBUS_TCP( IP_Equipo=" 1 7 2 . ∗ . ∗ . ∗ " , r e I n i c i a l =1,

r eF ina l =8)
17 reg_PLC = 1
18

19 # Remove a f i l e i f i t e x i s t s
20 i f path . e x i s t s ( " /home/ pi /Desktop/WCC/ frame1 . png " ) :
21 os . remove ( " /home/ pi /Desktop/WCC/ frame1 . png " )
22

23 # I n i t i a l i z e the PiCamera and s e t i t s p r o p e r t i e s
24 camera = PiCamera ( )
25 camera . r e s o l u t i o n = (640 , 480)
26 rawCapture = PiRGBArray( camera , s i z e =(640 , 480) )
27

28 time . s l e e p (5 )
29

30 # Set camera exposure mode and other s e t t i n g s
31 camera . exposure_mode = ' auto '
32

33 # I n i t i a l i z e v a r i a b l e s f o r image p ro c e s s i n g
34 frame1 = " "
35 c f 1 = 0
36 minuto = " "
37 turbidez_ant = 0
38 f_espera = 1
39

40 # Capture frames from the camera
41 f o r frameim in camera . capture_continuous ( rawCapture , format=" bgr " ,

use_video_port=True ) :
42 frame = frameim . array
43 cv2 . imshow ( " Frame " , frame )
44

45 i f c f 1 > f_espera :
46 # Calcu la te image d i f f e r e n c e
47 d i f f = cv2 . a b s d i f f ( frame1 , frame )
48 cv2 . imshow ( ' D i f e r e n c i a ' , d i f f )
49
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50 # Calcu la te t u r b i d i t y based on the image d i f f e r e n c e
51 p_diff_v = np . sum( d i f f )
52 max = 921600 ∗ 0 .25 ∗ 255 ∗ 217 .77 / 200
53 tu rb idez = p_diff_v ∗ 200 / max
54

55 i f c f 1 % 20 == 0 :
56 pr in t ( tu rb idez )
57

58 # Send t u r b i d i t y data to a PLC
59 PLC. respuestaHTTPS (reg_PLC , i n t ( round ( turb idez ∗ 100) ) )
60

61 now = datet ime . datet ime . now ( )
62 today = datet ime . date . today ( )
63 last_month = today − datet ime . t imede l ta ( days=30)
64 muestras = [ 0 , 10 , 20 , 30 , 40 , 50 ]
65

66 i f (now . minute in muestras ) and now . minute != minuto :
67 t ry :
68 os . mkdir ( " /home/ pi /Desktop/WCC/Log_images/%d−%d−%d" %
69 (now . year , now . month , now . day ) )
70 except :
71 pass
72

73 cv2 . imwrite ( " /home/ p i /Desktop/WCC/Log_images/%d−%d−%d/
foto−%d−%d−%d_%d:%d . png " %

74 (now . year , now . month , now . day , now . year , now .
month , now . day , now . hour , now . minute ) , frame )

75 pr in t ( " Foto foto−%d−%d−%d_%d:%d . png " %
76 (now . year , now . month , now . day , now . hour , now . minute

) )
77

78 minuto = now . minute
79

80 t ry :
81 # Remove images from the prev ious month
82 s h u t i l . rmtree ( " /home/ pi /Desktop/WCC/Log_images/%d−%d−%d"

%
83 ( last_month . year , last_month . month ,

last_month . day ) )
84 except :
85 pass
86

87 i f c f 1 == f_espera :
88 i f path . e x i s t s ( " /home/ pi /Desktop/WCC/ frame1 . png " ) :
89 frame1 = cv2 . imread ( " /home/ pi /Desktop/WCC/ frame1 . png " )
90 e l s e :
91 frame1 = frame
92 cv2 . imwrite ( " /home/ p i /Desktop/WCC/ frame1 . png " , frame1 )
93 frame1 = cv2 . imread ( " /home/ pi /Desktop/WCC/ frame1_f lu jo . png " )
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94 pr in t ( ' Funcionando ' )
95 e l i f c f 1 == 0 :
96 pr in t ( ' I n i c i ando ' )
97

98 c f 1 += 1
99

100 key = cv2 . waitKey (1 ) & 0xFF
101 rawCapture . t runcate (0 )
102

103 i f key == ord ( " q " ) :
104 break
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Ansible INI and YAML
Codes

Listing B.1: Devices Ansible inventory INI file sample
1 [ o t s r v c i b e r n e t i c a ]
2 1 7 2 . 2 4 . 4 3 . 9
3

4 [ rpi_wlan_OT ]
5 1 7 2 . 2 4 . 1 5 . 1 5 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
6

7 [ rpi_ssh_ok ]
8 1 7 2 . 1 9 . 2 . 1 9 7 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
9 1 7 2 . 1 9 . 2 . 2 0 2 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD

10 1 7 2 . 1 9 . 2 . 2 0 4 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
11 1 72 . 24 . 1 3 . 23 1 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
12 . . .
13

14 [ rpi_manuf ]
15 1 7 2 . 1 9 . 2 . 1 9 7 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
16 1 7 2 . 1 9 . 2 . 2 0 2 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
17 1 7 2 . 1 9 . 2 . 2 0 3 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
18 . . .
19

20 [ rpi_DT ]
21 1 7 2 . 2 4 . 1 3 . 2 5 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
22 1 7 2 . 2 4 . 1 3 . 8 2 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
23 1 7 2 . 2 4 . 1 3 . 8 5 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
24 1 72 . 24 . 1 3 . 21 8 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
25 1 72 . 24 . 1 3 . 21 9 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
26 1 72 . 24 . 1 3 . 22 0 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
27 1 72 . 24 . 1 3 . 22 1 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
28 . . .
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29

30 [ rpi_CD ]
31 1 7 2 . 2 5 . 1 0 . 5 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
32 1 7 2 . 2 5 . 1 0 . 7 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
33 1 7 2 . 2 5 . 1 0 . 8 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
34 1 7 2 . 2 5 . 1 0 . 9 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
35 . . .
36

37 [ rp i_confec ]
38 1 7 2 . 2 9 . 1 . 1 1 9 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
39 1 7 2 . 2 9 . 1 . 1 2 0 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
40 1 7 2 . 2 9 . 1 . 1 9 5 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
41 1 7 2 . 2 9 . 1 . 1 9 6 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
42 1 7 2 . 2 9 . 1 . 1 9 7 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
43 1 7 2 . 2 9 . 1 . 1 9 8 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
44 1 7 2 . 2 9 . 1 . 1 9 9 ans ib le_ssh_user=pi ans ib le_ssh_pass=PASSWORD
45 . . .

Listing B.2: SSH connection to all hosts
1 −−−
2 − name : SSH to Al l Hosts
3 host s : a l l , ! o t s r v c i b e r n e t i c a # Targets a l l hos t s except the

Cybernet i c s s e r v e r
4 gather_fact s : no # Disab le gather ing o f host f a c t s
5

6 ta sk s :
7 − name : SSH to Remote Hosts
8 a n s i b l e . b u i l t i n . s h e l l : sudo s shpass −p "{{ ans ib le_ssh_pass }}"

ssh −o Str ictHostKeyChecking=no −i /home/jbenjumeam / . ssh / id_rsa
{{ ans ib le_ssh_user }}@{{ inventory_hostname }} # Use the ' s h e l l '

module to run a s h e l l command
9 de legate_to : l o c a l h o s t # Delegate the task to run l o c a l l y on

the c o n t r o l machine

Listing B.3: Copy SSH key to all hosts
1 −−−
2 − name : Copy SSH keys to hos t s
3 host s : a l l , ! o t s r v c i b e r n e t i c a # Targets a l l hos t s except the

Cybernet i c s s e r v e r
4 become : yes # Elevate p r i v i l e g e s to perform tasks as a superuse r
5

6 ta sk s :
7 − name : Copy SSH key # Task name or d e s c r i p t i o n
8 authorized_key : # Use the ' authorized_key ' module to manage

SSH keys
9 user : "{{ ans ib le_ssh_user }}" # The remote user f o r whom to

copy the key
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10 key : "{{ lookup ( ' f i l e ' , '/home/jbenjumeam / . ssh / id_rsa . pub ' )
}}" # The SSH key to be copied

11 i gno r e_er ro r s : yes # Ignore e r r o r s i f the key i s a l r eady
copied

Listing B.4: Update and upgrade execution
1 −−−
2 − name : Update and Upgrade Packages
3 host s : a l l , ! o t s r v c i b e r n e t i c a # Targets a l l hos t s except the

Cybernet i c s s e r v e r
4 become : yes # Run tasks with e l eva t ed p r i v i l e g e s ( sudo )
5 environment :
6 DEBIAN_FRONTEND: n o n i n t e r a c t i v e # Set the environment v a r i a b l e

to n o n i n t e r a c t i v e
7

8 ta sk s :
9 − name : Display Current Date

10 debug : # Use the ' debug ' module to p r i n t messages
11 msg : "Time : {{ ansible_date_time . date }} {{ ansible_date_time

. time }}" # Display the cur rent date and time
12

13 − name : Update package l i s t s # Task to update the package l i s t s
14 a n s i b l e . b u i l t i n . apt : # Use the ' apt ' module f o r package

management
15 update_cache : yes # Update the package cache
16 r e g i s t e r : update_result # Store the r e s u l t in the '

update_result ' v a r i a b l e
17

18 − name : Execute ' sudo apt update −y ' i f update f a i l s # Task to
execute ' apt update ' i f the prev ious update f a i l e d

19 a n s i b l e . b u i l t i n . s h e l l : " sudo apt update −y " # Run the ' apt
update ' command with '−y ' f o r automatic con f i rmat ion

20 when : update_result . f a i l e d # Condit ion : Execute only i f the '
update_result ' task f a i l e d

21

22 − name : Upgrade a l l packages # Task to upgrade a l l packages
23 a n s i b l e . b u i l t i n . apt :
24 upgrade : yes # Upgrade packages
25 r e g i s t e r : upgrade_result # Store the r e s u l t in the '

upgrade_result ' v a r i a b l e
26

27 − name : Execute ' sudo apt upgrade −y ' i f upgrade f a i l s # Task to
execute ' apt upgrade ' i f the prev ious upgrade f a i l e d

28 a n s i b l e . b u i l t i n . s h e l l : " sudo apt upgrade −y " # Run the ' apt
upgrade ' command with '−y ' f o r automatic con f i rmat ion

29 when : upgrade_result . f a i l e d # Condit ion : Execute only i f the '
upgrade_result ' task f a i l e d

30
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31 − name : Autoremove # Task to perform package autoremoval
32 a n s i b l e . b u i l t i n . apt :
33 autoremove : yes # Remove packages that are no longe r needed
34 r e g i s t e r : autoremove_result # Store the r e s u l t in the '

autoremove_result ' v a r i a b l e
35

36 − name : Execute ' sudo apt autoremove −y ' i f autoremove f a i l s #
Task to execute ' apt autoremove ' i f the autoremove task f a i l e d

37 a n s i b l e . b u i l t i n . s h e l l : " sudo apt autoremove −y " # Run the ' apt
autoremove ' command with '−y ' f o r automatic con f i rmat ion

38 when : autoremove_result . f a i l e d # Condit ion : Execute only i f
the ' autoremove_result ' task f a i l e d

Listing B.5: Create Prometheus User and Group Ansible YAML File to run
Prometheus services

1 −−−
2 − name : Create Prometheus User and Group
3 host s : a l l , ! o t s r v c i b e r n e t i c a # Targets a l l hos t s except the

Cybernet i c s s e r v e r
4 become : yes # Run tasks with e l eva t ed p r i v i l e g e s ( sudo )
5

6 ta sk s :
7 − name : Check i f prometheus group e x i s t s
8 a n s i b l e . b u i l t i n . group :
9 name : prometheus

10 r e g i s t e r : prometheus_group_check
11 i gno r e_er ro r s : yes # Ignore e r r o r s i f the group doesn ' t e x i s t
12

13 − name : Create prometheus group i f i t doesn ' t e x i s t
14 a n s i b l e . b u i l t i n . group :
15 name : prometheus
16 s t a t e : p re sent
17 when : prometheus_group_check . f a i l e d # Create group only i f i t

doesn ' t e x i s t
18

19 − name : Check i f prometheus user e x i s t s
20 a n s i b l e . b u i l t i n . user :
21 name : prometheus
22 r e g i s t e r : prometheus_user_check
23 i gno r e_er ro r s : yes # Ignore e r r o r s i f the user doesn ' t e x i s t
24

25 − name : Create prometheus user i f i t doesn ' t e x i s t
26 a n s i b l e . b u i l t i n . user :
27 name : prometheus
28 group : prometheus
29 s h e l l : / bin /bash
30 home : /home/prometheus
31 createhome : yes
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32 s t a t e : p re sent
33 when : prometheus_user_check . f a i l e d # Create user only i f i t

doesn ' t e x i s t
34

35 − name : Ensure prometheus user i s part o f the prometheus group
36 a n s i b l e . b u i l t i n . user :
37 name : prometheus
38 groups : prometheus
39 append : yes

Listing B.6: Install Prometheus Node Exporter service
1 −−−
2 − name : I n s t a l l Prometheus Node Exporter
3 host s : a l l
4 become : yes # Run tasks with e l eva t ed p r i v i l e g e s ( sudo )
5

6 ta sk s :
7 − name : Check i f Node Exporter i s i n s t a l l e d
8 a n s i b l e . b u i l t i n . s t a t :
9 path : / usr / l o c a l / bin / node_exporter

10 r e g i s t e r : node_exporter_insta l l ed # Reg i s t e r the r e s u l t in the
' node_exporter_insta l l ed ' v a r i a b l e

11

12 − name : Download Node Exporter i f not i n s t a l l e d
13 a n s i b l e . b u i l t i n . get_url :
14 u r l : https : // github . com/prometheus/ node_exporter / r e l e a s e s /

download/v1 . 6 . 1 / node_exporter −1 .6 . 1 . l inux −armv7 . ta r . gz # Update
URL f o r ARM a r c h i t e c t u r e i f needed

15 dest : /tmp/ node_exporter . ta r . gz
16 r e g i s t e r : download_node_exporter # Reg i s t e r the download

r e s u l t
17 when : not node_exporter_insta l l ed . s t a t . e x i s t s # Execute only

i f Node Exporter i s not i n s t a l l e d
18 i gno r e_er ro r s : t rue # Ignore e r r o r s during download
19

20 − name : Check i f Node Exporter i s downloaded
21 a n s i b l e . b u i l t i n . s t a t :
22 path : /tmp/ node_exporter . ta r . gz
23 r e g i s t e r : node_exporter_download # Reg i s t e r the download check

r e s u l t
24

25 − name : Copy l o c a l ta r . gz f i l e i f download f a i l s
26 a n s i b l e . b u i l t i n . copy :
27 s r c : / e t c /prometheus/ templates /node_exporter −1 .6 . 1 . l inux −

armv7 . ta r . gz
28 dest : /tmp/ node_exporter . ta r . gz
29 when : not node_exporter_download . s t a t . e x i s t s # Copy i f

download f a i l s
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30

31 − name : Extract Node Exporter
32 a n s i b l e . b u i l t i n . unarchive :
33 s r c : /tmp/ node_exporter . ta r . gz
34 dest : /tmp
35 remote_src : yes
36 when : not node_exporter_insta l l ed . s t a t . e x i s t s # Extract i f

Node Exporter i s not i n s t a l l e d
37

38 − name : Rename ext rac t ed f o l d e r to " node_exporter "
39 a n s i b l e . b u i l t i n . s h e l l : mv /tmp/node_exporter −∗/node_exporter /

usr / l o c a l / bin / node_exporter
40 when : not node_exporter_insta l l ed . s t a t . e x i s t s # Rename i f Node

Exporter i s not i n s t a l l e d
41

42 − name : Set pe rmi s s i ons f o r Node Exporter
43 a n s i b l e . b u i l t i n . f i l e :
44 path : / usr / l o c a l / bin / node_exporter
45 owner : root
46 group : root
47 mode : 0755
48 when : not node_exporter_insta l l ed . s t a t . e x i s t s # Set

pe rmi s s i ons i f Node Exporter i s not i n s t a l l e d
49

50 − name : Check i f s e r v i c e i s i n s t a l l e d
51 a n s i b l e . b u i l t i n . s t a t :
52 path : / e t c / systemd/system/ node_exporter . s e r v i c e
53 r e g i s t e r : node_exporte r_serv i ce_ins ta l l ed # Reg i s t e r the

s e r v i c e check r e s u l t
54

55 − name : I n s t a l l un i t f i l e to systemd
56 template :
57 s r c : / e t c /prometheus/ templates / s e r v i c i o s / node_exporter .

s e r v i c e . j 2
58 dest : / e t c / systemd/system/ node_exporter . s e r v i c e
59 owner : root
60 group : root
61 mode : 0600
62 when : not node_expor te r_serv i ce_ins ta l l ed . s t a t . e x i s t s #

I n s t a l l the un i t f i l e i f s e r v i c e i s not i n s t a l l e d
63

64 − name : Conf igure Node Exporter systemd s e r v i c e
65 systemd :
66 name : node_exporter . s e r v i c e
67 enabled : yes
68 s t a t e : s t a r t e d
69 daemon_reload : yes
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Appendix C

Turbidity Monitoring
Implementation Tests

Figure C.1: Water turbidity tests.
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Figure C.2: Clean water turbidity test.

Figure C.3: First level water turbidity test.
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Figure C.4: Second level water turbidity test.

Figure C.5: Third level water turbidity test.
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Appendix D

Grafana Dashboards
Samples

Figure D.1: Main Grafana dashboard gauges of the health information of one
device.

Figure D.2: Main Grafana dashboard CPU, Memory and Network information.
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