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Abstract

In this thesis, an innovative coarse grid CFD approach is developed that aims to

exploit the capabilities of sub-channel codes and CFDmethods while overcoming their

limitations. In the approach, a very coarse mesh is implemented in the CFD software

OpenFOAM and a new wall treatment, based on the traditional concept of the wall

function, is applied to the wall boundary conditions of the domain to take into account

the low resolution of the gridwhich does not allow to effectively capture the effect of the

solid walls on the thermo-hydraulics of the flow. To investigate the performance of the

new approach, the method is implemented first in three simple test cases for which

the sub-channel codes are the state-of-the-art thermo-hydraulic analysis since they

are single-phase flow problems in which there are no prevailing 3D flow conditions.

An additional test case representing a 2x2 fuel bundle with three full-length rods and

one half-length rod is investigated to verify the behavior of the new approach in cases

where secondary flows are present. The results for the pressure fields are compared

with the analytical pressure profiles for the four test cases that well represent the ones

that would be obtained with sub-channel code analysis, while the results for the wall

shear stresses obtained in the four test cases are compared with the ones obtained with

a more refined mesh in which the traditional wall function approach is implemented

since they should be the best estimation of the actual wall shear stresses at the wall

domain. For the first two cases, the developed approach produces reasonable results

with a good agreement to the analytical pressure profiles while the other two test

cases show that the methodology has a limited applicability and, before proceeding

with the extension of the new approach to single-phase problems with 3D prevailing

phenomena and two-phase problems, it is necessary to solve the issues that emerge for

some types of cases.
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Chapter 1

Introduction

In the design and operation of a nuclear reactor, several aspects of heat transmission

and fluid movement are involved. Nuclear reactor thermal-hydraulics is the field of

nuclear engineering that deals with these aspects to assure a reactor’s safe and stable

power generation [1]. The goals of thermal-hydraulic analysis are frequently divided

into two major categories: design and safety. Thermal-hydraulic design analyses are

focused on developing nuclear systems and components that are robust and reliable,

have a long and trouble-free continuance, are efficient and economical to operate,

and are simple to inspect and maintain. Thermal-hydraulic safety assessments focus

on ensuring that nuclear systems and components always function with operating

margins compatible with the regulatory agencies’ ”defense-in-depth” strategy [2]. To

mention some practical examples of thermal-hydraulic applications in the nuclear

field, reference can bemade to the prediction of fluid-structure interaction between the

coolant and the reactor’s internal components or the determination of the temperature

distributions in the reactor core for different operating conditions to ensure that they

are below specific limit values for various construction and fuel materials [1].

In this chapter, an outline of this thesis will be reported. Section 1.1 will introduce

the specific context in thermal-hydraulic analysis that led to the interest in the topic

covered in this thesis. In Section 1.2 the goals of this thesis will be announced and

the position on the background presented in Section 1.1 in which this project wants to

be placed will be stated. Section 1.3 will briefly examine the possible methodologies

currently known to achieve the objectives introduced in Section 1.2 and the reasons

for the choice of the methodology used for this thesis will be presented too. Then, the

stakeholders involved in this thesis project will be mentioned in Section 1.4 and a brief
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CHAPTER 1. INTRODUCTION

description of the following chapters will be presented in Section 1.5.

1.1 Background

Thephenomena connectedwith thermal-hydraulicsmight be exceedingly complicated,

necessitating the use of simulation tools. The computational tools used to simulate

thermal-hydraulics-related events have evolved over time and are classified into three

types: system codes (SYS-TH), sub-channel codes, and computational fluid dynamics

(CFD) codes. The computational scale is one of the key distinctions between the three,

with SYS-TH programs sacrificing detail for low computational cost and CFD being

the most detailed alternative [3]. SYS-TH codes started to be developed in the early

1970s and they have a relevant position in nuclear applications since they have the

capability to simulate steady states and transients of a reactor covering design basis

accident (DBA) and some beyond DBA (BDBA) scenarios [4]. To solve for the flow

characteristics of a reactor, SYS-TH codes average over time and space, providing

an overall description of the circuits. The reactor is modeled by a combination of

lumped parametermodels, 1D, 2D, and 3Dmodels. The imposed simplifications, along

with the fact that nuclear reactors are extremely complicated systems, might result in

designs with excessively large safety margins [3]. Additionally, these codes are heavily

reliant on empiricism and experimental validation, for example, a new experimental

program is necessary to study a new reactor design using SYS-TH codes [3].

The concept behind the sub-channel codes has been developed between the 60s and

80s. A sub-channel is a flow passage formed between a number of rods or a few rods

and the channel/shroud tube wall. As shown in Figure 1.1.1 [5], the sub-channels can

be formed by either coolant-centered sub-channels or rod-centered sub-channels [6].

A rod bundle, according to the sub-channel analysis approach, is considered a

continuously interconnected set of parallel sub-channels containing one-dimensional

flow coupled to each other by cross-flow mixing. The axial length is split into a

number of increments, dividing the whole flow space of a rod bundle into nodes

[6]. Sub-channel codes provide a relatively detailed thermal hydraulic analysis at

the sub-channel scale by solving 1D transport equations such as mass, momentum,

and energy conservation [7]. They have been developed to perform two primary

functions: computing averaged local thermal-hydraulic conditions such as velocity,

temperature, and pressure at the sub-channel level and evaluating various margins
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Figure 1.1.1: Definition of two types of sub-channels.

for operation and safety limits to meet the accuracy requirement for reactor thermal-

hydraulic designs and safety analysis [8]. Sub-channel codes arewidely regarded as the

most powerful andwidely used tools in nuclear reactor core thermal-hydraulic analysis

[8]; in fact, reactor design and safety assessment in the nuclear industry continue to

largely rely on them [7]. Sub-channel codes can provide an answer quickly [7] while

saving computational cost and are suitable for accident simulation [9], but they cannot

provide a detailed description of local features in simulations with 3D geometrical

complexities, as well as the associated 3D coolant fluidmotion [10] such as pressurized

thermal shock, 3D coolant mixing, boron dilution and distribution in the reactor

pressure vessel [9]. Furthermore, traditional approaches to plant safety based on sub-

channel codes have been successful due to a large database of empirical correlations

established from essentially 1D separate effects experiments [10] to account for un-

resolved physics such as frictional loss, spacer induced effects, turbulence, inter-

channel mixing, and void drift, among other things [7]. This procedure, upon which

sub-channel codes are based, has resulted in sub-channel codes that are heavily reliant

on experiments and empiricism. Additionally, the knowledge of the exchanges ofmass,

momentum, and energy between phases for multiphase 3D flows is also very limited,

so it is unacceptable to apply sub-channel codes that were developed for 1D situations

to 3D situations though this is frequently done for lack of a better choice [10]. The

current trend in reactor design has however been to continue with approaches based

on sub-channel codes because of their well-established and reliable physical models or

often simply in lack of a better choice [10]. With the widespread idea that traditional

1D codes are no longer sufficient to meet the requirements of modern reactor design

and with the advance of computing power, CFD approaches have become increasingly
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relevant [7]. CFD could provide detailed 3D features and enable the solution through

numerical simulation of many 3D flow conditions prevailing problems that were

previously only addressed experimentally [7]. The main issue in the CFD context

is the computational overhead associated with 3D flow studies [10]. This is due to

the wide range of flow scales in a nuclear reactor, which necessitates meshing the

computational domain of a CFDmodel with a fine grid to capture most physical scales.

As a result, even with today’s high-performance computing systems, performing core-

level CFD simulations is still impractical due to prohibitive computing costs [7]. In

addition to data storage and CPU issues, the generality, complexity and flexibility

of CFD methods, not being developed specifically for nuclear reactor design, make

the uncertainties related to user inputs as initial and boundary conditions [7], user

effects emerging in the meshing procedure, physical models, scaling distortions and

numerical instabilities [10] very difficult to measure and control [7]. In fact, CFD is

a general tool and its application to nuclear reactor design is more challenging than

for other industrial applications. Although the technology is advancing, progress in

this field has been constrained by the time scales associated with the advancements in

computer tackle and the effectiveness of the numerical algorithms being used to ensure

processing of the information in respectable times [10].

1.2 Goal and Purpose

From the context presented in Section 1.1, the need to develop solutions that can

exploit the capabilities of sub-channel and CFD codes and at the same time overcome

their limitations seems to emerge. The main objective of this thesis is to develop an

innovative approach to answer this need. In other words, this project aims to create

and implement a new approach that aims to potentially replace traditional sub-channel

codes for thermal-hydraulic core analysis by combining the advantageous features of

modern CFD and 1D sub-channel codes. The intention behind the new methodology,

which will be described in detail in Chapter 3, is to produce 3D CFD-level results with

accuracy at least as good as those obtained with sub-channel codes while avoiding

the simplifications associated with traditional codes and circumventing the prohibitive

computational costs associated with conventional CFD simulation. Furthermore, this

thesis serves as a feasibility study for the use of the CFD software OpenFOAMonwhich

the methodology developed for this project has been implemented, opening future
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possibilities to adapt this new approach to multiphase cases.

1.3 Methodology

To develop solutions in thermo-hydraulic analysis that can take advantage of the

capabilities of subchannel codes and CFD methods but suffer as little as possible

from their limitations many studies have been performed in recent years. The

methodologies developed as a result of these works can generally be divided into

two categories: coupling methods and coarse grid CFD approach. The methodology

developed in this thesis is placed in the second category, but the general understanding

of both typologies is considered of relevant importance for this project.

1.3.1 Coupling methods

The couplingmethods are techniques that combine several multiscale codes to achieve

a balance between computational accuracy and solution time [9]. In such techniques,

CFD is typically used to capture the complex 3D flow of the reactor system’s most

interesting regions/sections, while the remaining parts are depicted using simplified

models using system/subchannel codes [7]. Some of the relevant technological

experiences in this research field are reported below. Andersson et al. [11] develop a

multi-scale simulationmethod that can be used for reliable design of novel multiphase

reactors in which the turbulence is continuously produced and dissipated along the

reactor. For this particular feature of these new reactors, the traditional process

development using correlations based on average quantities such as energy dissipation

is not reliable, so a newmethod is developed using a system analysis code coupled with

a CFD code. Martelli et al. [12] successfully develop and test a coupling methodology

between a modified version of the RELAP5/Mod3.3 SYS-TH code and the commercial

CFD code Fluent, which is applied to the natural circulation experiment (NACIE) lead-

bismuth eutectic (LBE) experimental loop built and located at the ENEA Brasimone

research center. Aumiller et al. [13] develop a code system combining RELAP5-3D

and amultiphase CFD program through the use of a general semi-implicit numerically

stable coupling algorithm. Anderson et al. [14] analyze the hot gas inflow in the

outlet plenum of the very high-temperature reactor (VHTR) using coupled RELAP5-

3D system code and a CFD code. By coupling the two codes, the three-dimensional

flow phenomena are well captured while avoiding modeling the entire reactor with a
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computationally expensive CFD code. Guelfi et al. [15] develop the NEPTUNE project

that constitutes the thermal-hydraulic part of the long-term Electricité de France

and Commissariat à l’Energie Atomique joint research and development program for

the next generation of nuclear reactor simulation tools. NEPTUNE is a multiscale

coupled simulation platform for advanced two-phase flow thermal hydraulics covering

the whole range of modeling scales, the system scale, the component or subchannel

scale and CFD in open medium, allowing easy multiscale and multidisciplinary

calculations. The NURESIM and NURISP [16] have developed and validated a

reference multiphysics and multi-scale platform for reactor simulation that includes

system codes, component codes, and also CFD or CMFD (Computational Multi-Fluid

Dynamics) simulation tools. Within these projects, a multi-scale analysis is applied to

Departure from Nucleate Boiling (DNB), to Dry-Out, to Pressurized Thermal Shock

(PTS), to core Reflooding heat transfers, to Condensation Induced Water Hammer

(CIWH), and to core thermal-hydraulic in general. Gesellschaft für Anlagen- und

Reaktorsicherheit - Global Research for Safety (GRS) develops a methodology for the

coupling of the thermal-hydraulic system code ATHLET with the 3D CFD software

ANSYS CFX and validation activities for their coupling code are performed based on

a PTS related experiment within the European project NURISP [17]. Li et al. [18]

carry out a preliminary study for an explicit coupling strategy of the 3D CFD code

ANSYS-Fluent with the 1D thermal–hydraulic system code RELAP5/MOD3.1 by using

the Dynamic Link Library (DLL) technology and FLUENT User Defined Functions.

Toti et al. [19] develop a coupling method between the system thermal-hydraulic

code RELAP5-3D and the CFD code Fluent for high-fidelity safety analyses of pool-

type reactors. The methodology is developed to assess the effects of 3D phenomena

occurring in accidental transients such as loss of flow (LOF) in the research reactor

MYRRHAand it is used for validation purposes against the experimental data obtained

at the test facility TALL-3D, operated by the KTH - Royal Institute of Technology in

Sweden. The developed method shows good agreement with the experimental data.

A subcategory of the coupling methods is related to the coupling between porous

media models with the well-resolved CFD. In the porous-media approach, the porous

or perforated structure such as the fuel assemblies, packed beds, filter papers,

perforated plates, and tube banks is represented by its volume-averaged properties

via a geometrically defined porous region of a certain volume. In essence, the porous

media model is nothing more than the addition of a momentum source term to the
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standard fluid flow equationswhere the source terms represent themacroscopic effects

of the porous structure on the flow [20]. However, this kind of coupling method has

issues similar to the sub-channel code ones reported in Section 1.1. Additionally, the

main issues related to themultiscale couplingmethod of system code and CFDmethod

are related to computational stability, low convergence rate, 1D and 3D code coupling

boundary condition processing, and computational errors caused by different program

physical models [9].

1.3.2 Coarse grid CFD approach

Coarse-grid CFD approach can be employed as a complementary and potentially

substitutive approach to resolved CFD and subchannel codes/porous medium

modeling and for this reason it is a new and interesting area of research in the recent

years. Some of the relevant technological experiences in this research field are reported

below. Hu and Fanning [21, 22] develop the concept and formulation of a three-

dimensional momentum source model (MSM) that allows to improve the thermal-

hydraulic modeling of wire-wrap spacers in a rod bundle. The method consists in a

3D momentum source that spirals around each rod that is introduced to characterize

the effects of wire-wrap spacers on the hydraulics in the rod bundle. The wire-wrapped

rod can be then simulated using bare-bundle geometry saving significant computing

resources due to the reduced number of computational cells needed. The momentum

source is represented as a body force within the volume previously occupied by

the wire-wrap. The MSM is implemented in STAR-CCM+ and provides reasonably

accurate predictions of T, p, and fluid flow velocities for both steady-state and transient

conditions.

In the work done by Roelofs et al. [23] a Low-Resolution Geometry Resolving (LRGR)

CFD approach and a Coarse-Grid (CG) CFD approach are discussed. The methods

are based on resolving the geometry of the fuel assembly to a certain degree using a

low-resolution mesh that allows capturing of large and medium-scale flow features

that are difficult to be reproduced by the system codes, sub-channel codes and porous

media approaches. The approaches can be applied without and with a sub-grid model

(SGM) not allowing and allowing, respectively, to take into account the physics which

is included at scales with resolution lower than the mesh resolution, such as secondary

flows. The approach with SGM is able to represent the non-resolved sub-grid physics

by adding volumetric forces accessed by detailed CFD simulations. This method
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applies to problemswhere similar flow situations repeat frequently in a large domain so

that instead of simulating thewhole domainwithmany similar flow patterns at distinct

locations, the appearing flow patterns are computed just a single time, then the global

flow is simulated by assembling local behavior.

Similar approaches, involving volumetric forces and the exploitation of blocks that

repeat in a domain, are tested by Viellieber et al. [24] and Viellieber and Class [25].

Their study is based on the observation that inmany cases there are repetitive geometry

and flow patterns in a complete nuclear reactor that allows to create a parametrized

model for a single segment and composing many of these reduced models to obtain

the entire reactor simulation. Traditionally, this approach leads to sub-channel

analysis codes that are relying heavily on transport models based on experimental and

empirical correlations, but instead, this methodology aims to replace the experimental

or empirical inputs with CFD data. Themethod application starts with a detailed, well-

resolved, and verified CFD simulation of a single representative segment from which

volumetric forces are extracted, then they are associated with all coarse cells upon

parametrization. Other studies aiming to avoid the dependency of the simulations

on correlations and experimental data are presented by Capone et al. [26] and by

Roleofs and Doolaard [27]. The first is a source terms modeling approach for spacer

grids with mixing vanes which starts with calculation with a body-fitted mesh of one

grid span of a fuel assembly with spacer grids featuring dimples, springs, and mixing

vanes. Velocities and Reynolds Stresses are extracted from this mesh, then converted

to source terms. A new computational domain is created with a low-resolution mesh

and without the presence of dimples, springs, and vanes, but source terms are added

to the momentum and Reynolds Stress transport equations to force the solution as

the detailed geometry computation. The forcing is imposed in only a few volumes of

the domain where dimples, spring, and vanes are located. The second is a reduced-

resolutionCFDmodel able to obtain local data taking into account the geometric details

of the flow unlike porous medium approaches and at a more affordable computational

cost than a well-resolved CFD simulation.

Another approach that can be classified in the same category of the previously

mentioned methods is the one proposed by Mikuz and Roelofs [28] which consists

in the application of a porosity model with the addition of momentum sources in

the governing equations for the simulation of the mixing phenomena in PWR fuel

assemblies. The magnitude of the momentum sources have been tuned to generate
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similar magnitudes of the secondary flow and stream-wise vorticity as observed in the

results of the reference CFD simulation of a PWR fuel assembly with a split-type design

of mixing grid.

The common feature of the aforementioned approaches is the addition of momentum

sources to the governing equation to take into account the low resolution of themeshes

implemented. Themomentum sources are in all the cases extracted fromwell-resolved

CFD simulations to reduce as much as possible the dependence on experimental and

empirical input. The approach presented by Liu et al. [7], instead, computes the

momentum source term, representing the wall shear stress, as a whole using friction

correlation and the sub-channel bulk velocity. In fact, their approach consists of a

very coarse grid simulation implemented in a standard CFD solver using empirical

correlations of the frictional loss and heat transfer to ensure correct integral effects

of the solid walls.

Hanna et al.[29]’s study totally differs from the previouslymentionedCoarse-GridCFD

approaches. Since the discretization error increases when relying on coarse grids, the

idea of the work put forward is to predict the CG-CFD local errors with a surrogate

model that relates the local error and the coarse grid features in order to correct the

variables of interest.

1.3.3 Implemented Methodology

The methodology developed and implemented in this project is similar to the method

developed by Liu et al. [7] exploiting empirical correlations with respect to well-

resolved CFD data, but the wall shear stress does not enter the discretized equations as

a source term but it is taken into account through a newly developed wall treatment. In

the methodology, a very coarse mesh will be implemented in a standard CFD software

and to take into account the low resolution of the grid, which does not allow to effective

capture the effect of the solid wall on the thermal-hydraulics of the flow, a new wall

treatment will be applied to the cells to the wall. The mathematical derivation of the

wall treatment will be presented in detail in Chapter 4, while the results obtained with

its application will be reported in Chapter 5.

1.4 Stakeholders

There are three primary stakeholders in the project:
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• Westinghouse Electric Sweden AB, who are funding the work;

• The examiner and supervisor at KTH - Royal Institute of Technology, who are

both involved in the field of thermal-hydraulics research;

• The supervisor at Politecnico di Torino.

1.5 Outline

Chapter 2 of this thesis will deal with all relevant theoretical background to the project

with a main focus on CFD general principles. The software used to perform the

simulations will be introduced in Chapter 3. Chapter 4 will explain the derivation and

implementation of the approach developed for this project. The results and discussion

will be addressed in Chapter 5. Chapter 6 will report the conclusions of the project,

including suggestions for future work.
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Chapter 2

Theoretical Background

This chapter is dedicated to the project’s underlying theory. In Section 2.1 a brief

introduction to CFD problem description is given. Section 2.2 reports the governing

equations in CFD, the derivations of which are not reported in this thesis as they

are beyond its scope. In section 2.3 the description of the discretization method

used for the approximation of the conservation laws is reported. Section 2.4 covers

turbulence modeling and Section 2.5 is focused on the wall treatment performed in

CFD analysis.

2.1 CFD Problem Description

As already mentioned in Section 1.1 of Chapter 1, CFD is one of the computational

tools used to simulate thermal-hydraulics-related events. It can be defined as the

prediction of fluid motion and forces by computation using numerical analysis,

generally extended to include heat, thermodynamics, chemistry, and solids when

relevant [30].

To perform the calculation of fluid flow, a description of the problem is needed

including the domain occupied by the fluid, the equations that represent the fluid

behavior, and the conditions at the boundary of the fluid domain and initiallywithin the

domain for the fluid properties. This description inCFD is represented by, respectively,

a computational mesh for the fluid, “discrete” equations and algorithms to compute

the flow parameters, and initial and boundary conditions [30]. The bridges between

these descriptions are the numerical methods that CFD uses to solve the equations

since closed-form, analytical solutions only exist for very simple geometries and flow
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regimes. The finite volumemethod (FVM) is the numericalmethod implemented in the

software OpenFOAM that was used for this thesis and of which a detailed description

will be provided in Chapter 3. The role of the FVM is to represent continuous physical

entities by equivalent discrete entities such as:

• time is split into intervals of duration∆t;

• space becomes cells of a mesh in which the solution domain is subdivided;

• fields, e.g. u, become discrete values, so one value per each cell;

• partial differential equations, e.g. for momentum, become a set of linear

equations represented by matrices.

A schematic representation of the operations performed by CFD numerical methods is

shown in Figure 2.1.1 [30].

Figure 2.1.1: Schematic representation of CFD numerical method operations.

2.2 Governing equations

The continuity, momentum, and energy equations are the fundamental governing

equations of fluid dynamics and serve as the central pillars of CFD. They are the
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mathematical statements of three fundamental physical principles upon which all of

fluid dynamics is based [31]:

1. conservation of mass;

2. Newton’s Second Law of motion;

3. First Law of Thermodynamics.

The derivations of the governing equations will not be reported in this thesis,

but their form of partial differential equations will be presented in the following

subsections.

2.2.1 Conservation of Mass

The conservation of mass is the first basic principle of fluid dynamics that states that

”mass can neither be created nor destroyed, more precisely, the net mass crossing a

system boundary must be balanced by an accumulation or depletion of mass in the

system” [32]. The mass conservation equation, also called continuity equation, can be

expressed by the differential equation Eq. 2.1 [1].

∂ρ

∂t
+∇ · (ρu) = 0 (2.1)

Where ρ is the density of the fluid and u is the fluid velocity vector.

2.2.2 Conservation of Momentum

The momentum conservation equation is simply a restatement of Newton’s Second

Law of motion [33]. The conservation of momentum can be described by the

differential equation Eq.2.2 [1].

∂ (ρu)
∂t

+∇ · (ρuu) = −∇p+∇ · τττ + ρb (2.2)

b represents any body force per unit mass. Assuming that only the gravitational force

is involved, the Eq. 2.2 can be rewritten as Eq. 2.3.

∂ (ρu)
∂t

+∇ · (ρuu) = −∇p+∇ · τττ + ρg (2.3)
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τττ is the viscous stress tensor that, in three dimensions, is a 3x3 matrix containing the

viscous shear stresses.

2.2.3 Conservation of Energy

The energy conservation equation is a restatement of the first law of thermodynamics

which states that ”the total energy change in system equals the difference between the

heat transferred to the system and the work done by the system to its surroundings”

[34]. The conservation of energy can be expressed by the differential equation Eq. 2.4

[1].

∂
[
ρ
(
eI +

1
2
u2
)]

∂t
+∇·

[
ρu
(
eI +

1

2
u2

)]
= −∇·q′′ −∇· (p · u)+∇· (τττ · u)+ρb ·u+ q

′′′

(2.4)

Assuming, as for Eq. 2.3, that only the gravitational force is involved, the Eq. 2.4 can

be written as Eq. 2.5.

∂
[
ρ
(
eI +

1
2
u2
)]

∂t
+∇·

[
ρu
(
eI +

1

2
u2

)]
= −∇·q′′ −∇· (p · u)+∇· (τττ · u)+ρg ·u+ q

′′′

(2.5)

eI is the specific internal energy of the fluid, while 1
2
u2 is the definition of the specific

kinetic energy. q
′′′
is a volumetric heat source and q

′′
is the heat flux vector.

2.3 Finite volume method

The Finite VolumeMethod (FVM) is a discretizationmethod for the approximation of a

single or a system of partial differential equations (PDEs) expressing the conservation,

or balance, of one or more quantities [35]. As mentioned previously, the FVM is the

numerical method implemented in the software OpenFOAM to discretize the PDEs

decsribed in Section 2.2.

2.3.1 Space discretization

FVM adopts the idea of control volumes used to model physical systems. A control

volume is a region of space enclosed by a surface through which fluid flows in and

14



CHAPTER 2. THEORETICAL BACKGROUND

out [30]. In essence, in FVM, the system domain is partitioned into a mesh and the

elements of themesh are control volumes, called cells [35]. Conservation equations are

applied to each cells, guaranteeing that the fluxes ofmass, momentum, and heat across

faces are harmonious and conservative between the volumes they connect. The cells

contained in the meshes of modern CFD can have any polyhedral shape and they are

contiguous which means that the faces of a given cell are common to its neighbouring

cells as shown in Figure 2.3.1.

Figure 2.3.1: Two polyhedral contiguous cells.

Each face inside the mesh is common to two cells, one known as the owner cell, and

the other as the neighbour cell. At the domain boundary, each face is connected to

one owner cell. The cell faces that describe the domain boundary are separated into

groups, known as patches, with unique names, on which the boundary conditions can

be applied [30].

Meshing plays an important role when performing computational analysis fluid

simulation using CFD. The accuracy of the simulation depends heavily on the creation

of a high-qualitymesh. Some requirements to achieve a high-qualitymesh are reported

below:

• Minimal skewness of the cell, where the skewness is defined as the difference

between the shape of the cell and the shape of an equilateral cell of equivalent

volume. Highly skewed cells can decrease the accuracy of the solution. A general

rule is that skewness in a mesh must be below 0.95 with an average value lower

than 0.33 [36].

• The aspect ratio of the cells in the internal region should be between 0.2 and
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5 while the aspect ratio of the cells near the wall should be smaller than 0.2 or

bigger than 5 [37]. The aspect ratio is a measure of the stretching of the cell,

for example for hexahedral cell it is the ratio of maximum edge length to the

minimumedge length. Generally, the recommended aspect ratio inCFD for inner

cell is 1 and for wall cells is 10. The maximum allowed for wall cell is 20 [38].

• A high level of non-orthogonality should be avoided since it causes numerical

instability. Non-orthogonality is the angle between the vector connecting two

contigous cell centers and the normal of the face shared by these cells. Generally,

it is recommended to keep the non-orthogonality below 70 [38].

• Avoid rapid changes in cell volume between adjacent cells because it can

translate into larger truncation errors where the truncation error is the difference

between the partial derivatives in the governing equations and their discrete

approximations [36].

• Highmesh density. The density and distribution of nodes in the mesh determine

howwell the important flow characteristics are resolved. Many times, inadequate

resolution in crucial areas can significantly change the flow characteristics.

Generally, no flow passage should be represented by fewer than 5 cells, however,

most cases will require many more cells to adequately resolve the passage [36].

2.3.2 Equation discretization

As mentioned in the previous subsection, the PDEs are applied to each cell and to

solve them the equation discretization is needed. The partial differential equations for

continuous fields are converted into sets of linear equations for discrete fields. Each

cell is associated with a value of the principal fields, in this way a field Φ is represented

by an array of values Φi, for cell indices i = 1, 2, 3,…, N , where N is the total number

of the cells in which the domain is split [30].

For each cell, a linear equation is created with the equation discretization procedure.

The discretization procedures of each differential operator appearing in the governing

equations presented in section 2.2 is beyond the scope of this thesis so they will not

be analyzed, but the form of the resulting linear equation, taking as example cell 14

highlighted in Figure 2.3.2, is reported in Eq. 2.6 [30].

a14,9Φ9 + a14,15Φ15 + a14,14Φ14 + a14,13Φ13 + a14,20Φ20 = b14 (2.6)
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Figure 2.3.2: Zoom on a part of the mesh.

Where ai,j and bi are coefficients corresponding to cell indices i,j, and ai,i are the

diagonal coefficients. The resulting system of linear equations can be written as a

matrix equation reported in Eq. 2.7 [30].



a1,1 a1,2 a1,3 · · · a1,N

a2,1 a2,2 a2,3 · · · a2,N

a3,1 a3,2 a3,3 · · · a3,N
...

...
...

. . .
...

aN,1 aN,2 aN,3 · · · aN,N





Φ1

Φ2

Φ3

...

ΦN


=



b1

b2

b3
...

bN


(2.7)

Thematrix contains a set of coefficients ai,j , and the coefficients in each row correspond

to the linear equation for the cell with index i. Each coefficient in the row is non-zero

only if j corresponds to the near-neighbour cell indices. All the other coefficients in

the row are zero, so the matrix is extremely sparse. The matrix equation in Eq. 2.7 can

be represented as the Eq. 2.8

[A][Φ] = [b] (2.8)

where [A] are the matrix coefficients, [b] are the source coefficients, and, [Φ] is the

discretized field [30].
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2.3.3 Time discretization

The Euler scheme is the time discretization used for the simulations presented in this

thesis. The local derivative of a field Φ, ∂Φ
∂t
, appearing in Eqs. 2.1, 2.3, and 2.5, is

discretized as a finite difference in time between the field at the current time t and the

field at the previous time t − ∆t, where ∆t is the discrete interval duration in which

the time is split. The time discretization contributes only to the diagonal coefficients

of the matrix [A] and to the source vector [b] in Eq. 2.8 [30].

2.4 Turbulence models

Turbulence is the apparent chaotic movement of fluid flows [39]. Fluid flows can be

laminar when they are regular and flow in an orderly manner with a relatively straight,

narrow path. The transition to a turbulent flow occurs when the speed or characteristic

length of the flow is increased and then the convective forces in the flow overcome

the viscous forces of the fluid. The turbulent flow is characterized by fluid particles

following curved paths which cross one another in a disorderly, irregular manner [39]

as shown in Figure 2.4.1.

Figure 2.4.1: Laminar to turbulent flow transition [40].

This transition is controlled by the Reynolds number (Re) which is the ratio between

convective and viscous forces [41]. This number can be used to classify the type of

flows, for example for pipe flow the value of the Reynolds number which establishes

the transition from laminar to turbulent flow is from 2000 to 4000 [42].

The vorticity is often used to describe turbulence and it is primarily generated at solid

boundaries in the boundary layers [43] due to tangential fluid pressure gradient and

relative acceleration of fluid and wall [44].

Turbulent flows are characterized by a large size range of vortical structures, called

eddies, which interact with each other, change shape and size rapidly, and exchange
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energy. At sufficiently high Re the larger eddies are broken into smaller ones and their

kinetic energy is transferred to progressively smaller structures, until they “die out”

before they can become any smaller [30]. The process of energy transfer from large to

small scale is called energy cascade [39] and the smallest scales of length, velocity, and

time that can exist in turbulent flow is the Kolmogorov microscales [45].

Turbulence models in CFD are methods to include the effect of turbulence in the

simulation of fluid flows [39]. An overview of the most popular methods for resolving

turbulent flows is shown in Figure 2.4.2.

Figure 2.4.2: Approach to solve turbulent flow in CFD.

The computational cost of a CFD simulation rises from RAS to DNS. Until now, scale-

resolving methods like DNS and LES are typically applied to simple geometries and

academic configurations due to the computational cost, whereas hybrid RAS-LES, and

RAS can be applied to complex industrial problems [39].

2.4.1 DNS

The fact that the scales involved in turbulence are so small has important consequences

for CFD because to resolve the smallest eddies with CFD without the use of any

modelling assumption the mesh resolution and time steps required would be several

orders of magnitude bigger than the one actually obtainable. This approach to solve

turbulent flow is called Direct Numerical Simulation (DNS), it is virtually impossible

for engineering applications for the reasons mentioned, but it is used in academia and

research institutions to model simple flow [39].
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2.4.2 LES

Large-eddy simulation (LES)makes use ofmodelling for the unresolved smallest scales

while accurately capturing the large eddies that contain most of the energy of the flow.

The energy dissipation from the resolved scales to the unresolved ones is performed at a

realistic rate by effective models [30]. However, the LESs are still relatively expensive

because they are inherently transient, necessitating strong convergence within each

time step for accuracy. Long simulation times are required to generate time-averaged

properties that are reliable due to still relatively large mesh sizes [39].

2.4.3 Hybrid: RAS-LES

Where LES would be too expensive, a family of turbulence models uses the advantages

of LES modelling while maintaining the effectiveness of RAS models that will be

explained in the following subsection. These are referred to as hybridRAS-LESmodels.

Given that the flow in LES must be fully resolved close to the wall, the majority of the

mesh resolution typically occurs there. As a result, the cost of LES can be significantly

decreased if the limitations of the increased resolution close to the wall can be relaxed.

LESmodelling away from thewalls andRASmodelling close to the wallmake up one of

the most popular hybrid approaches. This method is called Detached Eddy Simulation

(DES). Even in cases where there is a steady state solution, the simulation is always run

as an unsteady flow, and the finer spatial resolution allows for the study of the specific

behaviour of the flow of interest. This helps overcome some of the limitations of the

RAS models and provides increased insight into the solution [39].

2.4.4 RAS

The computational cost of DNS and, to a lower extent, LES is too large for most

practical CFD applications. Rather, a Reynolds-Averaged Simulation (RAS) provides

a much more affordable approach to calculate turbulence [39]. Since the RAS models

are used for the simulations presented in this thesis, amore detailed description of this

turbulence modelling approach will be delivered in this subsection.

RAS solves equations for “averaged” field variables to avoid resolving small

fluctuations. From themathematical point of view, theRASmodels use themomentum

conservation equation Eq. 2.3 in terms of averaged properties only and with an

additional term that includes the Reynolds stress tensor σtσtσt containing the fluctuation
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of the field u. The resulting equation is reported in Eq. 2.9.

∂ (ρu)
∂t

+∇ · (ρuu) = −∇p+∇ ·
(
τττ + σtσtσt

)
+ ρg (2.9)

Solving this Reynolds-Averaged equation Eq. 2.9 is the key to low cost CFD with

turbulence, but it requires a model for the additional unknown tensor σtσtσt. The RAS

family of turbulence models provide methods to approximate the Reynolds stress

tensor. These methods can be based on linear and non-linear eddy viscosity models,

and Reynolds stress transport models [46]. In this thesis only the RAS based on the

eddy viscosity model of Boussinesq [30] are described since one of them is used in the

simulations presented. Boussinesq [47] related the shear stress, due to turbulence,

to the velocity gradient through an eddy viscosity νt. The σtσtσt obtained from the eddy

viscosity model of Boussinesq is reported in Eq. 2.10.

σtσtσt = τ tτ tτ t − 2

3
ρkI (2.10)

Where τ tτ tτ t is the viscous component of Reynolds stress and it is expressed as Eq.

2.11.

τ tτ tτ t = 2ρνtdevD (2.11)

Where D is the deformation tensor defined as the symmetric part of the tensor ∇u
[30]. Two important quantities arise from this model, the turbulent kinetic energy per

unit mass k, and the turbulent viscosity νt. The turbulent kinetic energy is expressed

as Eq. 2.12.

k =
u′2

2
(2.12)

Where u′ is the velocity fluctuation due to turbulence. The turbulent viscosity νt

is proportional to a representative speed u that relates to u′ and length l according

to Boussinesq’s hypothesis. It can also be expressed as the Eq. 2.13 by absorbing

the constant of proportionality within a characteristic speed um and a mixing length

lm.

νt = umlm (2.13)

In this way two models are required to compute νt. The characteristic speed um is

assumed to be proportional to k
1
2 since being of the same scale of u′, so in this way the

field k is representative of the um component of νt. The turbulent kinetic energy can

be described by a transport equation, but it includes a term for its rate of dissipation
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ε. The turbulent dissipation rate can be expressed as the proportion reported in Eq.

2.14.

ε ∝ k
3
2

lm
(2.14)

In this way, the turbulent dissipation rate is representative of the lm component of νt.

The turbulent dissipation rate can be described by a transport equation too.

To summarize, RAS models take the form of transport equations for turbulence fields

to close the system of PDEs to solve the turbulent fluid flow.

The RAS model used for all the simulations performed in this project is the realizable

k-εmodel. The mathematical expressions of the transport equations for the turbulent

kinetic energy k and its dissipation rate ε that constitute the model are not reported as

they are beyond the scope of the thesis.

A good representation of how the accuracy of the simulation of a flow is affected by the

turbulence modelling is reported in Figure 2.4.3.

Figure 2.4.3: Comparison of a DNS, LES and RAS simulation of a jet flow.

2.5 Wall treatment

Looking at the behaviour of velocity in a fluid domain, a profile that approaches zero at

thewall, due to the no-slip boundary condition, and that has somequite steep gradients

as it approaches the wall is expected as shown in Figure 2.5.1 [48].
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Figure 2.5.1: Velocity behaviour in a fluid domain near the wall.

To capture with CFD code those steep gradients close to the wall and to compute then

the wall shear stress that derives from them according to Eq. 2.15 [49], a large number

of cells is required.

τw = ρν

(
∂u

∂y

)
w

(2.15)

This is due to the fact that in a CFD code only the value of the flow parameters in the

centroid of the cell is computed and the variation between the centroid of the cell and

the wall is approximated as linear, so to capture the actual variation of the velocity

normal to the wall, a large number of cells getting thinner and thinner as approaching

the wall is needed, otherwise gradient errors can occur since the calculated velocity

gradient
(

∂u
∂y

)
is then significantly lower than its true value as shown in Figure 2.5.2.

The necessity of large amount of cells close to the wall leads not only to a high

computational cost but may also lead to instabilities due to poor cell quality of the cell

at the wall. To face these problems, the basic idea of the wall function approach is to

substitute the large amounts of thin cells with linear variation accross them with one

single larger cell having a non-linear variation between the cell centroid and the wall

as shown in Figure 2.5.2.

This non-linear variation function is reported in Figure 2.5.3 [50] and it is the real

variation of velocity normal to the wall extracted from experimental measurements of

fully developed turbulent flow between two parallel plates. Figure 2.5.3 reports the plot

of the dimensionless tangential velocity against the dimensionless distance normal to

the wall on linear and logarithmic scales respectively. The equation for y+ and u+ are

reported in Eq. 2.16 [51] and Eq. 2.17 [51] respectively, taking into consideration the
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Figure 2.5.2: Possible solutions to the problems due to gradient calculation in CFD. a)
Black dashed line: actual velocity profile close to the wall. Red lines: velocity profile
close to the wall captured by CFD with large cells at the wall without using the wall
function approach. b) Black dashed line: actual velocity profile close to the wall. Red
lines: velocity profile close to the wall captured by CFD with small cells at the wall
without using the wall function approach. c) Red lines: representation of the idea at
the base of the wall function approach.

Figure 2.5.3: Real variation of velocity normal to the wall.

Figure 2.5.4: Cell at the wall with centroid P.
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cell at the wall with the centroid in the point P reported in Figure 2.5.4.

y+ =
yP uτ

ν
(2.16)

Where yP is the normal distance of the centroid of the cell from the wall.

u+ =
uP

uτ

(2.17)

Where uP is the velocity at the centroid of the cell and uτ is the friction velocity defined

by the Eq. 2.18 [51].

uτ =

…
τw
ρ

(2.18)

The non-linear function in the plot is the variation between the cell centroid and the

wall that should be modeled to properly capture the steep gradient of the velocity

normal to the wall while avoiding incurring high computational costs due to the use

of a large number of cells. Wall functions are the empirical functions that are fitted to

the non-linear variation plotted in Figure 2.5.3.

Figure 2.5.5 [50] is again the plot of dimensionless tangential velocity u+ against

dimensionless wall normal distance y+ with the x-axis on a log scale and the y-axis

on a linear scale. The blue solid line shows the actual velocity behaviour close to the

wall. The green and red lines show the empirical functions that are used to fit the actual

velocity behaviour and they are the wall functions.

As it is possible to see in Figure 2.5.5, the profile is split into four regions.

For y+ values smaller than five corresponding to the region known as viscous sub-layer,

the green profile gives a very good fit to the observed data. It is a linear profile and its

mathematical form is reported in Eq. 2.19 [52].

u+ = y+ (2.19)

For y+ between 30 and 300 [53] corresponding to the region know as inertial sub-layer

also called log-law region, the red line gives a very good agreement. It is a logarithmic

profile and its mathematical form is reported in Eq. 2.20 [52].

u+ =
1

κ
log(Ey+) (2.20)
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Figure 2.5.5: Real variation of velocity normal to the wall (blue line) fitted with
empirical functions (green and red line).

Where κ and E are empirical coefficients equal to 0.4187 and 9.793 respectively [52].

In the buffer layer, in between the viscous sub-layer and the log-law region, the green

and red curves give not good agreement with the observed behaviour. The two curves

intersect at y+ = 11 [51], so the straightforward approach would be to use a conditional

statement reported in Eq. 2.21 [52].

u+ =

y+, y+ < 11

1
κ
log(Ey+) y+ > 11

(2.21)

However, this approach can lead to large errors, so in CFD it is generally recommended

to not place cells in the buffer layer.

The outer region is of particular interest for this thesis since the meshes used for the

simulations presented are really coarse and the y+ of the first cell at the wall falls in this

region. Turbulence shear stress dominates on the laminar scale by two or three orders

of magnitude in this area [54]. Due to the deviation of velocity from the free-stream

velocity, the velocity defect law can be used in the outer region [55]. However, there

is not an established common way to treat the simulations with y+ falling in the outer

region, so in this thesis, an own approach is developed based on the concept of wall

function.

From the computational point of view, the wall function approach presented above is
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translated into the corrections of the turbulent viscosity at the wall patch faces. As

mentioned before, in CFD the velocity variation between the cell centroid and the

wall is approximated as linear. The resulting computed wall shear stress for the cell

reported in Figure 2.5.4 is expressed as Eq. 2.22 [56].

τw = ρν

(
∂u

∂y

)
w

= ρνw

(
uP − 0

yP

)
= ρνw

uP

yP
(2.22)

When themesh is fine enough near the wall (y+ < 5), the actual variation of the velocity

normal to the wall is linear, so the actual wall shear stress coincides with the one of

Eq. 2.22. When the mesh is coarse near the wall (y+ in the log-law region), the actual

variation of the velocity normal to the wall is logarithmic, so the actual wall shear stress

is expressed as Eq. 2.23 [56].

τw = ρν

(
∂u

∂y

)
w

= ρ
uτuP

1
κ
log(Ey+)

(2.23)

So it seems that using CFD when y+ falls in the log region, the wall shear stress will be

predicted incorrectly since the Eq. 2.22 is different with respect to the Eq. 2.23.

νw
uP

yP
=

uτuP

1
κ
log(Ey+)

(2.24)

In order to predict the correct wall shear stress with CFD code, the two equations are

equated as shown in Eq. 2.24. Dividing both sides by ν and recalling the definition

of y+ reported in Eq. 2.16, the expression for the near wall viscosity is obtained as

expressed in Eq. 2.25.

νw = ν
y+

1
κ
log(Ey+)

= ν
y+

u+
(2.25)

y+ is computed by the code according to Eq. 2.16, νw is the near wall viscosity and it

is a modified and increased viscosity that allows to obtain the correct wall shear stress

even using the linear variation approximation of the velocity across the cell. In CFD

code the wall viscosity is expressed as Eq. 2.26 [52].

νw = ν + νt (2.26)

Manipulating the expressions 2.26 and 2.25 is possible towrite a conditional statement

that allows CFD to switch between the appropriate wall shear stress calculations as
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required [56].

νt =

0 y+ < 11

ν
(

y+
1
κ
log(Ey+)

− 1
)

y+ > 11
(2.27)

To summarize, when the mesh is fine enough near the wall (y+ < 5) no modification to

the wall viscosity needs to be applied since the linear variation of the flow parameters

within the cell foreseen by CFD matches the actual variation of velocity normal to the

wall, so the wall shear stress is predicted correctly. When the mesh is coarse near the

wall (y+ in the log-law region) the wall function approach is needed since the linear

variation within the cell foreseen by CFD will not capture the actual variation of the

velocity normal to the wall. The modification of the wall viscosity is then applied,

allowing to obtain a correct prediction of the wall shear stress even with a non-correct

velocity gradient.

The wall functions approach is applied to all the flow variables that undergo a steep

gradient as approaching the wall.

A really similar formulation of the wall function approach is applied to capture the

correct wall heat transfer without using a large amount of cells close to the wall. As in

the case of the velocity variation normal to the wall, the temperature gradient normal

to the wall is not captured correctly by CFD simulations where not enough cells are

used near the wall. So a modified wall thermal diffusivity is introduced to compensate

the gradient errors. The mathematical formulation of the final conditional statement

that allows CFD to switch between the appropriate wall heat transfer calculations is

similar to the Eq. 2.27 since the actual variation of the temperature normal to the wall

has an analog behaviour to the one of the velocity in Figure 2.5.3 [57] [58].

The wall function approach is however different when applied to the turbulent

statistics, such as k, ε, and ω, because for these cases the wall functions are used

to compute directly the values of the turbulence fields [59] [58]. The mathematical

expressions of the temperature and turbulent field wall functions will not be

investigated further in this thesis while the velocity field wall functions will be the

starting point for the methodology developed in this project.
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CFD Software

Nowadays there are several CFD analysis tools on the market. The software chosen to

carry out this project is OpenFOAM which stands for ”Open-source Field Operation

And Manipulation”.

OpenFOAM is a free, open-source CFD software written in C++, suite developed by the

OpenFOAMFoundation and distributed under theGNUGeneral Public License (GPL).

The GPL allows users to alter and redistribute the software while also guaranteeing

continuing free usage within the restrictions of the license [60]. OpenFOAM was

invented by Henry Weller in 1989 under the name ”FOAM” and was published open

source as ”OpenFOAM” in December 2004 by Henry Weller, Chris Greenshields, and

Mattijs Janssens. Since then, OpenFOAM has been controlled and developed, with

new versions made available to the public each year [61]. The current version, which

was utilized for this thesis, is version 10.

OpenFOAM is a framework for creating application executables that make use

of packed functionality found in over 100 libraries. OpenFOAM comes with

approximately 250 pre-built applications divided into two categories: solvers, which

are each meant to solve a specific issue in fluid or continuummechanics, and utilities,

which are designed to perform data processing tasks. OpenFOAM has pre- and

post-processing environments whose interfaces are OpenFOAM utilities. Figure 3.0.1

depicts the general structure of OpenFOAM [62].
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Figure 3.0.1: Overview of OpenFOAM structure.

3.1 Standard Solvers and Utilities

3.1.1 Standard Solvers

The solvers included in OpenFOAM are subdivided into several directories by category

of continuum mechanics. The current list of solver categories is reported below with

some of the most relevant solvers within them [62].

• ’Basic’ CFD codes

– laplacianFoam that solves a simple Laplace equation, e.g. for thermal

diffusion in a solid.

• Incompressible flow

– boundaryFoam is a steady-state solver for 1D turbulent flow

of incompressible fluids, generally to induce boundary layer conditions at

the inlet of the simulation domain.

– icoFoam is a transient solver for incompressible, laminar flow of Newtonian

fluids.

– pimpleFoam is a transient solver for turbulent flow of incompressible

Newtonian fluids, with optional mesh motion and mesh topology changes.

– pisoFoam is a transient solver for turbulent flow of incompressible fluids,

using the PISO algorithm [PISO].

– simpleFoam is a steady-state solver for turbulent flow of incompressible

fluids, using the SIMPLE algorithm [SIMPLE].

• Compressible flow

– rhoPimpleFoam is a transient solver for turbulent flow of compressible
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fluids for heating, ventilation, and air conditioning (HVAC) and analogous

applications, with optional mesh motion and mesh topology changes.

– rhoSimpleFoam is a steady-state solver for turbulent flow of compressible

fluids.

• Multiphase flow

– interFoam is a solver using a volume of fluid phase-fraction based interface

capturing approach to simulate 2 incompressible, isothermal immiscible

fluids. This solver has optional mesh motion and mesh topology changes

including adaptive re-meshing.

– multiphaseEulerFoam is a solver to simulate a system of any number

of compressible fluid phases with a common pressure, but else separate

properties. The type of phasemodel is run time selectable and canoptionally

represent multiple species and in-phase reactions. The phase system is

also run time selectable and can optionally represent dfferent types of

momentun, heat and mass transfer.

• Direct numerical simulation (DNS)

– dnsFoam is a direct numerical simulation solver for boxes of isotropic

turbulence.

• Combustion

– buoyantReactingFoam is a solver to simulate combustion with chemical

reactions using a density based thermodynamics package with enhanced

buoyancy treatment.

• Heat transfer and buoyancy-driven

– buoyantFoam is a solver for steady or transient buoyant, turbulent flow of

compressible fluids for ventilation and heat-transfer, with optional mesh

motion and mesh topology changes.

• Particle-tracking flows

• Discrete methods

• Electromagnetics
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• Stress analysis of solids

– solidDisplacementFoam is a transient solver of linear-elastic, small-strain

deformation of a solid body, with optional thermal diffusion and thermal

stresses.

• Finance

In all the case studies reported in this thesis, the solver buoyantFoam is used.

3.1.2 Utilities

Some of the most relevant utilities used for this project are reported below [62].

• Pre-processing

– setFields that set values on a selected set of cells/patch faces through a

dictionary.

• Mesh generation

– blockMesh that is amulti-blockmesh generator. It is themost basicmeshing

tool that comes with OpenFOAM and it is suitable for simple cases but it is

not easy to deal with complex geometry.

– snappyHexMesh that is an automatic split hexmesher that can createmeshes

for objects with triangulated surfaces.

The mesh can also be created with external meshing software and converted to

adapt formats through other specific utilities included in OpenFOAM.

• Mesh manipulation

– checkMesh that checks the validity of a mesh.

• Post-processing

– postProcess that executes the set of functionObjects specified in the

system/controlDict file as it will be described in Section 3.2 or on the

command-line for the selected set of times on the selected set of fields.

• Parallel processing
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– decomposPar that automatically decomposes a mesh and fields of a case for

parallel execution of OpenFOAM.

– reconstructPar that reconstructs fields of a case that is decomposed for

parallel execution of OpenFOAM.

3.2 Case structure

To run a case study inOpenFOAM, the user needs to assign a name to the case that then

will be the name of the directory in which all the case files and subdirectories required

to run the application are stored. The basic directory structure of an OpenFOAM case

is shown in Figure 3.2.1 [62].

Figure 3.2.1: Basic directory structure of an OpenFOAM case.

3.2.1 system directory

The system directory is used to set the parameters associated with the solution

procedure of the simulation. It contains at least the three mandatory files:

controlDict, fvSchemes and fvSolution. In addition, other files may be included

as well, for example if the blockMesh tool is being used to generate the mesh

a blockMeshDict file would be required to specify the parameters of the mesh.

Additional filesmay also be included to control runtime post-processing activities [63].

The controlDict file is where run control parameters are specified such as the

33



CHAPTER 3. CFD SOFTWARE

solver chosen to run the simulation, the start/end time, the timestep, how often to

write solution data, as well as more advanced items such as function objects that

should be executed at runtime. The fvSchemes file is where all necessary information

related to the discretization schemes for the finite volume method are specified such

as time discretization scheme, gradient/Laplacian terms discretization scheme, and

interpolation scheme. The fvSolution file is where to specify how the discretized

equations are to be solved. In this file, the list of linear solvers that are used to solve

each equation, tolerances and other algorithm controls like relaxation factors are set

[63].

Mesh generation with blockMesh

Decomposing the domain geometry into a collection of one ormore three-dimensional,

hexahedral blocks is the fundamental idea behind blockMesh. The block edges can be

splines, arcs, or straight lines. Each block of the domain is defined by 8 vertices, one

at each corner of a hexahedron. The system directory of a case contains a dictionary

file called blockMeshDict that is used to generate the mesh [30]. Generally, the

blockMeshDict gives the information about:

• vertices

• edges

• blocks

• boundary

All the vertices of the mesh are written in a list of vertex coordinates. Two vertices

are connected by an edge that is assumed to be straight by default. If the edge is an

arc or spline, it has to be specified in the blockMeshDict. The blocks are defined in

a list of block definitions. Each block definition includes a list of vertex labels in a

specific order defining the corners of the block, a vector indicating the number of cells

in which the block needs to be split in each direction, and a list of cell expansion ratios

for each direction. The expansion ratio is the ratio between the width of the end cell

along one edge of the block and the width of the start cell along that edge. The mesh

can be graded, or refined, in specific directions thanks to the expansion ratio [30].

The boundary of the mesh is also described in the blockMeshDict. As mentioned in

Section 2.3, the domain mesh boundary is broken into patches on which the boundary
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conditions are applied. Each patch is described in the blockMeshDict with its unique

name, its type which can be a generic patch or a wall patch, and a list of block faces

that make up the patch. Each block face is defined by a list of 4 vertex numbers [30].

The blockMesh utility reads the blockMeshDict file, generates the mesh, and writes

out points and faces, cells, and boundary files in the polyMesh subdirectory that is

introduced in the following subsection.

3.2.2 constant directory

The constant directory contains the specifications of the physics of the problem

collected in files, including the mesh and any physical properties that are required

for the solver. It will always contain a subdirectory called polyMesh which contains

a full description of the case mesh and which is not written by the user but created

by a meshing utility such as blockMesh and snappyHexMesh. The constant directory

normally contains other files that are solver-specific, like trasnportProperties and

turbulenceProperties [63].

Turbulence modeling in OpenFOAM

The turbulenceProperties file is included in constant directory every time a

simulation involves turbulence modeling. In the file, the type of turbulence modeling

to be used is selected by the keyword simulationType and the input accepted in

OpenFOAM are [62]:

• laminar that uses no turbulence models.

• RAS that uses Reynolds-averaged stress modeling described in Section 2.4 of

Chapter 2.

• LES that uses large-eddy simulation or detached-eddy simulation modeling

described in Section 2.4 of Chapter 2.

As already mentioned in Chapter 2, in all the simulations reported in this thesis, the

RAS turbulencemodeling is used. OpenFOAM includesRAS turbulence closures based

on linear and non-linear eddy viscosity models and Reynolds stress transport models.

As mentioned previously, for this thesis the model used is in the category of the linear

eddy viscosity models and it is called relaizable k-εmodel (realizableKE).
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3.2.3 Time directories

The time directories contain individual files of data for particular fields such as velocity

and pressure. One of the time directories is the 0 directory in which the data stored are

the initial conditions and the boundary conditions. This directory is user specified to

define the problem [62]. Inside of the 0 directory there is one text file for each field

that is required for the particular solver executable that is being run, for example, U

for velocity, p for pressure, etc. The remaining directories contain the solution fields

written by OpenFOAM as output at specific times during the simulation. The name

of these directories is the numerical value of the simulation time at which the data

are given as output and the frequency of output is controlled by the controlDict file

[63].

3.3 Wall functions

The type of wall functions used for the flow fields in a simulation is

specified in the text file of each field in the 0 directory as bound-

ary conditions on the wall patches. In OpenFOAM, the wall func-

tions directory for velocity and turbulence fields is located in the path

$FOAM_SRC/MomentumTransportModels/momentumTransportModels/derivedFvPatchFields/wallFunctions.

In wallFunctions directory there are six types of wall function sub-directories

[64]:

• epsilonWallFunctions

• kqRWallFunctions

• omegaWallFunctions

• fWallFunctions

• v2WallFunctions

• nutWallFunctions

The wall functions directory for the temperature fields are located in the path

$FOAM_SRC/ThermophysicalTransportModels/derivedFvPatchFields/alphatWallFunctions.

In alphatWallFunctions directory there are two types of wall functions:

• alphatJayatillekeWallFunction
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• alphatWallFunction

In this section the different types of wall functions available in OpenFOAM

will be briefly described, more attention will be devoted to the sub-directory

nutWallFunctions since it will be the starting point for the methodology presented

in Chapter 4.

3.3.1 kqRWallFunctions

In the kqRWallFunctions the wall functions for the turbulent kinetic energy k are

stored. There are two kinds of wall functions for k:

• kqRWallFunction

• kLowReWallFunction

The first provides a pure zero-gradient boundary condition on the patches where it is

applied and it is adapted for high-Reynolds number turbulent flow cases. The latter

provides a turbulence kinetic energy boundary condition for low- and high- Reynolds

number turbulent flow cases based on the position of y+ [64].

3.3.2 epsilonWallFunctions

In epsilonWallFunctions the wall functions for the dissipation rate of the turbulent

kinetic energy ε are stored. There are two kinds of wall functions for ε:

• epsilonWallFunction

• epsilonLowReWallFunction

Both provide a boundary condition for the dissipation rate with the difference that the

condition of the second type depends on the position of y+ [64].

3.3.3 omegaWallFunctions

omegaWallFunctions provide the constraint on turbulence specific dissipation rate ω

[30].
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3.3.4 fWallFunctions

fWllfunctions provides a conditional statement for a function used in the low-Re k-ε

turbulence models, called damping function [30], for turbulence flow cases based on

the position of the y+ [64].

3.3.5 v2WallFunctions

v2WallFunctions provide the stress normal to streamlines boundary condition based

on the position of the y+ [64].

3.3.6 nutWallFunctions

In nutWallFunctions directory seven kinds of turbulence viscosity wall boundary

conditions are provided.

• nutWallFunction is an abstract class that providesDirichlet boundary condition.

• nutLowReWallFunction simply set the turbulence viscosity to zero.

• nutkWallFunction provides a turbulence viscosity condition based on the

turbulence kinetic energy. It is exactly the CFD implementation of the Eq. 2.13.

• nutUWallFunction provides a turbulence viscosity condition based on the

velocity. It has the same mathematical formulation of the nutkWallFunction

differing only in the calculation of the y+ in the code since for nutkWallFunction

y+ is computed through the turbulent kinetic energy and for nutUWallFunction

through the velocity.

• nutUSpaldingWallFunction uses a continuous wall function [65] to fit the actual

variation of the velocity normal to thewall in the viscous sub-layer and log region,

resulting in a special relationship between y+ and u+ [30].

• nutkRoughWallFunction inherits the traits of the nutkWallFunction boundary

conditionmanipulating thewall roughness parameterE to account for roughness

effects [66].

• nutURoughWallFunction inherits the traits of the nutWallFunction boundary

condition.It provides a wall boundary condition to the turbulent viscosity based

on velocity for low- and high-Reynolds number turbulence models for rough
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walls [67].

The mathematical formulation of the wall function implemented in CFD as

nutkWallFunction will be used in this thesis as starting point to develop a new wall

function that will take into account the use of a coarse-grid approach. Furthermore,

all the test cases presented are performed first with the original nutkWallFunction

and then with the new wall function developed for comparison. The newly developed

methodology will be described in detail in the following chapter.

3.3.7 alphatJayatillekeWallFunction

The alphatJayatillekeWallFunction provides a thermal wall function for turbulent

thermal diffusivity based on the Jayatilleke model [68] [69].

3.3.8 alphatWallFunction

The alphatWallFunction provides a turbulent thermal diffusivity boundary condition

when using the wall function approach for the velocity field [70].
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Method

As already mentioned in Chapter 1, the main goal of this thesis is to develop an

innovative solution in thermo-hydraulic analysis that exploit the capabilities of sub-

channel codes and CFDmethodswhile overcoming their limitations. Themethodology

developed in this project falls into the category of coarse grid CFDmethod approaching

the methodology presented by Liu et al. [7] as regards the exploitation of empirical

correlations instead of well-resolved CFD data, but departing from the existing

approaches of the category by not using additional momentum source terms in the

governing equations. In the methodology, a very coarse mesh will be implemented

in the CFD software OpenFOAM and a new wall treatment, based on the concept of

the wall function, will be applied to the cells at the wall to take into account the low

resolution of the grid which does not allow to effectively capture the effect of the solid

wall on the thermo-hydraulics of the flow.

In this section, the methodology adopted to reach the goals mentioned in Section 1.2

will be presented. Section 4.1 will be focused on the derivation of the wall function that

is implemented in the test cases described in Section 4.2. In Section 4.3, Section 4.4,

and Section 4.5, the specifications of the test cases analyzed in this thesis are briefly

described. Section 4.6 will focus on the derivation of the 1D analytical pressure profiles

with which the CFD results will be compared.

4.1 Wall Treatment

As mentioned before, the methodology developed for this project can be categorized

as coarse-grid CFD analysis. The problems with very coarse meshes involved in the
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coarse-grid CFD approach are:

1. Coarse meshes do not respect the high mesh density requirement reported in

Section 2.3.

2. Coarsemesheswill not capture the actual variation of the flowparameters normal

to the wall for the reasons explained in Section 2.5.

The idea of the method presented is to face at least one of these problems, the second

one. The starting point is the concept of wall function which, in the case of the velocity

field for example, attempts to circumvent the need for a large number of cells at the

wall to properly capture the velocity gradient normal to the surface by modifying the

wall viscosity to obtain finally the correct wall shear stress. This approach is applied

when the distance of the centroid of the first cell facing the wall from the wall itself

falls into the range of y+ corresponding to the log-law region. With the very coarse

meshes required by the coarse grid CFD analysis, the distance of the centroid of the

first cell facing the wall from the wall itself falls into the range of y+ corresponding

to the outer region of which there is no common and well-known wall function to fit

the actual variation of the velocity normal to the wall. Consequently, a new approach

needs to be developed.

As mentioned in Section 2.5, in CFD, the velocity variation between the cell centroid

and the wall is approximated as linear, as a result the computed wall shear stress for

a cell with centroid in point P is reported in Eq. 2.22. The idea of the developed

methodology is to equate this wall shear stress to the one computed in 1D analysis

which is reported in Eq. 4.1 [71].

τw = ρν

(
∂u

∂y

)
w

=
1

2
ρCfU

2
avg (4.1)

Uavg is the average velocity on the cross-sectional flow area at each axial position in

which the 1D domain is discretized. Cf is the Fanning friction factor [72] and it is

defined as the ratio of the shear stress τw on the bounding walls of the channel to the

kinetic energy of the fluid defined as 1
2
ρU2

avg [71].

ρνw
uP

yP
=

1

2
ρCfU

2
avg (4.2)
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Equating Eq. 2.22 and 4.1 the obtained expression is reported in Eq. 4.2. Dividing

both sides of Eq. 4.2 by ν, the expression reported in Eq. 4.3 is obtained.

νw
ν

=
1

2
Cf

yP
ν

U2
avg

uP

(4.3)

Substituting the definitions of y+ Eq. 2.16 in Eq. 4.3 and expressing uP in function of

u+ and uτ according to Eq. 2.17, the expression for the wall viscosity νw reported in Eq.

4.4 is obtained.

νw = ν
1

2

y+

u+
Cf

(
Uavg

uτ

)2

(4.4)

Recalling the expression in Eq. 2.26 and manipulating it with Eq. 4.4, it is possible to

write a new conditional statement that allows CFD to switch between the appropriate

wall shear stress calculations as required.

νt =


0 y+ < 11

ν
(

y+
1
κ
log(Ey+)

− 1
)

11 < y+ < 300

ν

(
1
2
y+

u+ Cf

(
Uavg

uτ

)2
− 1

)
y+ > 300

(4.5)

u+ is computed according to Eq. 2.17 where both the velocity in the centroid of the cell

at the wall uP and the friction velocity uτ are computed by the code. uτ is computed

according to Eq. 4.6 [73].

uτ = C
1
4
µ k

1
2 (4.6)

Cµ is the empirical model constant. The turbulent kinetic energy k is computed by the

code in each cell at the wall. The local kinematic viscosity ν is computed by the code

as well as the dimensionless distance of the centroid of the cell from the wall y+. y+

is computed according to Eq. 2.16. The friction factor Cf is dependent on Reynolds

number and it is imposed to be computed by the code according to the empirical

correlation reported in Eq. 4.7 [71].

Cf =
0.046

Re0.2
=

0.046(
UavgDh

ν

)0.2 (4.7)

The hydraulic diameter value Dh is given in input when applying the wall function

as boundary condition for the turbulent viscosity on the wall patches giving then

the opportunity to the user to switch between different values of hydraulic diameter
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depending on the wall patches being treated while the average velocity Uavg is imposed

as constant and equal to the value uIN inside the script describing the modified wall

function for the turbulent viscosity not giving the possibility to be modified without

having to compile again during the simulation the library where the modified wall

function is stored. The assumption of constant average velocity on each cross-sectional

flow area along the channel is made for the preliminary analysis reported in this thesis

due to the complexity of computing the average value of the velocity at each layer of

cells during the simulationwithOpenFOAM, but it should eventually be generalized for

future investigations of themethod. Tomake the constant average velocity assumption

as correct as possible at least for the test cases in which the cross-sectional area of

the flow does not change along the channel, the density is assumed to be constant

in the channel disregarding the dependence on the temperature. For one of the test

cases, Test Case 4, which will be described in the following section, the assumption of

constant average velocity along the channel is not correct and a different solution has to

be found for future investigations of the methodology presented since the assumption

can cause large errors.

Furthermore, the method developed will be applied in this project only to compute the

wall shear stress, regarding the temperature field, the wall function approach based

on the log-law explained in Section 2.5 will be implemented. In future investigations,

a modification similar to the one applied to the turbulent viscosity shown in Eq. 4.5

could be developed for the turbulent thermal diffusivity to extend the approach also to

correctly predict the wall heat transfer.

Being an innovative approach, during the simulations aimed at testing the developed

methodology, several problems emerged in the obtained results as will be described

in detail in Chapter 5. As a result, the development process has become an iterative

process of which only the most relevant version has been described in the current

chapter, and the results of which will be reported in the next chapter.

4.2 Case Studies

In this Section, the four case studies implemented in the project are presented. The

four test cases are:

• Test Case 1 : single-phase flow in a pipe.

• Test Case 2 : single-phase flow in the sub-channel of a PWR.
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• Test Case 3 : single-phase flow in the sub-channel located in the corner of a fuel

assembly of a PWR.

• Test Case 4 : single-phase flow in the 2x2 fuel bundle of a PWR.

4.2.1 Pipe

The first case study, Test Case 1, is a very simple case, a single-phase fluid flowing in a

pipe with diameter d and length L. The geometry of the test case is reported in Figure

4.2.1. For computational reasons, two adiabatic layers are inserted at the beginning

(a) Pipe geometry (b) Pipe cross-section

Figure 4.2.1: Geometry of the pipe: a) pipe geometry and b) cross-section of the pipe

and at the end of the pipe, so the total pipe is divided into three layers of length L1,L2,

andL3. A uniform heat flux q′′ is applied on the lateral surface of the pipe in the layer of

lengthL2. The fluid simulated is water and it is assumed to enter the pipe with uniform

inlet velocity profile of magnitude uIN and inlet temperature TIN . The outlet pressure

of the fluid is assumed to be equal to pOUT . Being a circular pipe the hydraulic diameter

Dh [74] is equal to the diameter of the pipe d. The test case data are reported in Table

4.2.1.

4.2.2 Single sub-channel

The second test case, Test Case 2, is a single-phase fluid flowing in the sub-channel of a

PWR [75] with pitch pit, fuel rod diameter drod and channel lenght L. The geometry of

the test case is reported in Figure 4.2.2. As for the previous test case, for computational
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Data
d 12 mm
Dh 12 mm
L 5000 mm
L1 1000 mm
L2 3000 mm
L3 1000 mm
uIN 8 m/s
TIN 290 °C
pOUT 155 bar
q′′ 4.24× 105 W/m2

Re 7.75 · 105
Cf 0.0031

Table 4.2.1: Data of test case of single-phase fluid flow in a pipe.

(a) Sub-channel geometry (b) Sub-channel cross-section

Figure 4.2.2: Geometry of the sub-channel of a PWR: a) sub-channel geometry and b)
cross-section of the subchannel

reasons, two adiabatic layers are inserted at the beginning and at the end of the sub-

channel, so the total channel is divided into three layers of length L1,L2, and L3. The

power generated in the fuel rod is assumed to be equal to q and it is translated as a

uniform heat flux boundary condition on the fluid flowing in the sub-channel in the

layer of length L2. The fluid simulated is water and it is assumed to enter the sub-

channel with a uniform inlet velocity profile of magnitude uIN and inlet temperature

TIN . The outlet pressure of the fluid is assumed to be equal to pOUT . The hydraulic

diameterDh [74] is computed according to the expression in Eq. 4.8 [74].

Dh =
4A

P
(4.8)
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Where A is the cross-sectional area of the flow and P is the wetted perimeter of the

cross-section. For this test case, the cross-sectional area of the flow is reported in

Figure 4.2.2b and the hydraulic diameter is computed according to the expression in

Eq. 4.9

Dh = 4

(
pit2 − π

d2rod
4

)
πdrod

(4.9)

The test case data are reported in Table 4.2.2.

Data
drod 9.5 mm
pit 12.6 mm
Dh 11.8 mm
L 6158 mm
L1 1500 mm
L2 3658 mm
L3 1000 mm
uIN 4 m/s
TIN 280 °C
pOUT 155 bar
q 46300 W
q′′ 4.24× 105 W/m2

Re 3.74 · 105
Cf 0.0035

Table 4.2.2: Data of test case of a single-phase fluid flow in the sub-channel of a PWR.

4.2.3 Single sub-channel with solid walls on two edges

The third test case, Test Case 3, differs from the second one just for the presence of

adiabatic solid walls on two edges of the sub-channel. In this case, the sub-channel

is located in a hypothetical corner of the fuel assembly of a PWR, so it has two solid

walls in the right and bottom edges. The geometry of the test case is reported in Figure

4.2.3. As for the previous test cases, for computational reasons, two adiabatic layers

are inserted at the beginning and at the end of the sub-channel, so the total channel is

divided into three layers of length L1,L2, and L3. The power generated in the fuel rod is

assumed to be equal to q and it is translated as a uniform heat flux boundary condition

on the fluid flowing in the sub-channel in the layer of length L2. The fluid simulated is

water and it is assumed to enter the sub-channel with a uniform inlet velocity profile of

magnitude uIN and inlet temperature TIN . The outlet pressure of the fluid is assumed

to be equal to pOUT . For this test case, the cross-sectional area of the flow is reported
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(a) Sub-channel geometry (b) Sub-channel cross section

Figure 4.2.3: Geometry of sub-channel with solid walls on two edges: a) sub-channel
geometry and b) cross-section of the sub-channel

in Figure 4.2.3b and the hydraulic diameter is computed according to the expression

in Eq. 4.10

Dh = 4

(
pit2 − π

d2rod
4

)
πdrod + 2pit

(4.10)

The test case data are reported in Table 4.2.3.

Data
drod 9.5 mm
pit 12.6 mm
Dh 6.4 mm
L 6158 mm
L1 1500 mm
L2 3658 mm
L3 1000 mm
uIN 4 m/s
TIN 280 °C
pOUT 155 bar
q 46300 W
q′′ 4.24× 105 W/m2

Re 2.03 · 105
Cf 0.0040

Table 4.2.3: Data of test case of a single-phase fluid flow in a sub-channel located in
the corner of a fuel assembly in a PWR .
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4.2.4 2x2 Fuel bundle with three full-length pins and one half-
length pin

The final test case, Test Case 4, is a single-phase fluid flowing in the 2x2 fuel bundle

of a PWR [75] having three full-length pins and one pin of half channel length. The

geometry of Test Case 4 is selected to test the new methodology in problems where

secondary flows are present. The geometry is reported in Figure 4.2.4. As for the

(a) 2x2 Fuel bundle geometry (b) 2x2 Fuel bundle cross-section for the first half of the channel

(c) 2x2 Fuel bundle cross-section for the second half of the
channel

Figure 4.2.4: Geometry of 2x2 fuel bundle: a) fuel bundle geometry, b) cross-section of
the fuel bundle for the first half of the channel, and c) cross-section of the fuel bundle
for the second half of the channel

previous test cases, for computational reasons, two adiabatic layers are inserted at the

beginning and at the end of the fuel bundle, so the total length is divided into four layers

of length L1,L2, L3, and L4. The power generated in the full-length fuel rod is assumed

to be equal to q and it is translated as a uniform heat flux boundary condition on the

flowing fluid facing the three full-length pins in the layers of length L2 and L3. The

power generated in the half-length fuel rod is assumed to be equal to half of the power
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generated in the full-length pin and it is translated as a uniform heat flux boundary

condition on the flowing fluid facing the half-length rod in the layer of length L2. The

fluid simulated is water and it is assumed to enter the fuel bundle with a uniform inlet

velocity profile of magnitude uIN and inlet temperature TIN . The outlet pressure of

the fluid is assumed to be equal to pOUT . For this test case, the cross-sectional area

of the flow for the first half of the channel and for the second half of the channel are

reported in Figure 4.2.4b and Figure 4.2.4c respectively. The fuel bundle is treated

as four adjacent sub-channels across which the flow is free to flow. The hydraulic

diameter of each sub-channel is computed separately according to the cross-sectional

areas of the flow reported in Figure 4.2.5 and Figure 4.2.6 for the first and the second

half of the channel respectively.

(a) Sub-channel 1. (b) Sub-channel 2. (c) Sub-channel 3 (d) Sub-channel 4.

Figure 4.2.5: Cross-sectional flow area of the sub-channels that make up the 2x2 fuel
bundle in the first half of the channel. a) cross section of sub-channel 1. b) cross section
of sub-channel 2. c) cross section of sub-channel 3. d) cross section of sub-channel 4.

In the first half of the channel the hydraulic diameter of the sub-channel in the top-left

of the fuel bundle, identified as sub-channel 1, is computed according to the expression

reported in Eq. 4.9 and the hydraulic diameter of the sub-channel in the top-right of

the fuel bundle, identified as sub-channel 2, is computed according to the expression

reported in Eq. 4.11.

Dh = 4

(
pit2 − π

d2rod
4

)
πdrod + pit

(4.11)

In the first half of the channel the hydraulic diameter of the sub-channel in the bottom-

left of the fuel bundle, identified as sub-channel 3, is computed according to the

expression reported in Eq. 4.11 and the hydraulic diameter of the sub-channel in the

bottom-right of the fuel bundle, identified as sub-channel 4, is computed according to

the expression reported in Eq. 4.10.

In the second half of the channel the hydraulic diameters of the sub-channel 1, sub-

channel 2 and sub-channel 3 do not change with respect to the first half of the channel.

Instead, the hydraulic diameter of the sub-channel 4 in the second half of the channel,
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(a) Sub-channel 1. (b) Sub-channel 2. (c) Sub-channel 3. (d) Sub-channel 4.
(e) Top of the half-length
rod.

Figure 4.2.6: Cross-sectional flow area of the sub-channels that make up the 2x2 fuel
bundle in the second half of the channel. a) cross section of sub-channel 1. b) cross
section of sub-channel 2. c) cross section of sub-channel 3. d) cross section of sub-
channel 4. e)Assumed cross-sectional area of the flow just above the top of the half-
length rod.

is computed according to the expression reported in Eq. 4.12.

Dh = 2pit (4.12)

The top of the rod is seen by the fluid as a wall on which to flow, consequently, the

newwall function approach developedmust also be applied to the patch corresponding

to the top of the rod. In order to apply the new wall function method, an hydraulic

diameter has to be given as input. To compute the hydraulic diameter, it is assumed

that the fluid flows horizontally in a small layer of arbitrary thickness δ on the top of the

rod, the flow passage is assumed to be the cross-sectional area shown in Figure 4.2.6e

and the average velocity is assumed to be equal to uIN . According to this assumption,

the hydraulic diameter given in input to implement the new wall function approach on

the patch corresponding to the top of the half-length rod is computed according to Eq.

4.13.

Dh = 4
pitδ

drod + δ
(4.13)

This assumption is made for the preliminary analysis reported in this thesis, other

solutions should be found for future investigations, for example computing the

hydraulic diameter using the 3D geometry or directly using the standard wall function

approach using a slightly axially refinedmesh since the correlation implemented in the

new wall function approach is not suitable for the flow scenario on the top surface of

the rod. The test case data are reported in Table 4.2.4.

4.3 0 directory

All the initial and boundary conditions mentioned in the previous section are specified

for all the test cases analyzed in the 0 directory. The noSlip boundary condition
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Data
drod 9.5 mm
pit 12.6 mm
δ 1 mm

Dh

sub-channel 1 11.8 mm
sub-channel 2 8.3 mm
sub-channel 3 8.3 mm

sub-channel 4 first half of the channel 6.4 mm
sub-channel 4 second half of the channel 25.2 mm
fluid flowing on the top of the half-length rod 4.8 mm

L 6158 mm
L1 1500 mm
L2 1829 mm
L3 1829 mm
L4 500 mm
uIN 4 m/s
TIN 280 °C
pOUT 155 bar
q 46300 W
q′′ 4.24× 105 W/m2

Re1 2.63 · 105
Re2 3.19 · 105
Cf,1 0.0038
Cf,2 0.0036

Table 4.2.4: Data of test case of a single-phase fluid flow in the 2x2 fuel bundle of a
PWR .

is applied to the velocity field at each wall patch present in the domains. The

uniform inlet velocity profile is imposed on the inlet patch with fixedValue boundary

condition and the initial value of velocity is imposed to be equal to uIN of the different

test cases. The outlet pressure is imposed with fixedValue boundary condition on

the outlet patch. The external constant heat flux is imposed on the heated layers

through the boundary condition externalWallHeatFluxTemperature, while in the

adiabatic boundary layers the boundary condition zeroGradient is imposed to the

temperature field. The initial value of the temperature field is assumed to be equal

to TIN of the different test cases. The modification to the turbulent kinematic

viscosity is applied through the nutkWallFunction boundary condition on the wall

patches. The standard modification of the turbulent kinematic viscosity contained in

the nutkWallFunction script described by Eq. 2.27 is substituted by the conditional

statement reported in Eq. 4.5. On the same patches where the nutkWallFunction is

applied also the boundary conditions kqRWallFunction, epsilonWallFunction, and
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alphatJayatillekeWallFunction based on the standard wall function approach need

to be applied to the turbulent kinetic energy, its dissipation rate and the turbulent

thermal diffusivity respectively. The initial values for the turbulent kinetic energy

and the energy dissipation rate are imposed according to the Eq. 4.14 and Eq. 4.15

respectively [76].

k =
3

2
(uIN I)2 (4.14)

I is the initial turbulent intensity and it is assumed to be equal to 5%.

ε = C
3
4
µ k

3
2 l−1 (4.15)

Cµ is a k-epsilon model parameter typically given as 0.09 [30] and l is the turbulent

length scale and it is assumed to be equal to half channel length. The initial values of the

turbulent thermal diffusivity and the turbulent kinematic viscosity are set to zero.

4.4 constant directory

The constant directories of the test cases analyzed are made of three files and the

polyMesh folder which is created directly by OpenFOAM after running the blockMesh

utility. One file specifies the gravitational acceleration vector. The other file specified

the turbulence model category chosen and the turbulence model implemented for the

simulation, in all the test cases the turbulencemodel category is RAS and the turbulence

model used is the realizable k-epsilonmodel setwith the keyword realizableKE. In the

last file, the physical properties and the thermophysical model used for the simulation

of the problems analyzed are specified. For the test cases the thermophysical model

chosen is heRhoThermo [62] which is a model for flow with fixed composition based on

density. The dynamic viscosity, the Prandtl number, and the heat capacity are assumed

constant. The density is assumed constant in thewhole geometry domain for all the test

cases. The thermophysical properties of thewater are computedwithXSteamusing the

inlet temperature and the outlet pressure values.

4.5 system directory

In the system directories of the test cases the blockMeshDict file is contained where

all the information to build the mesh domain are stored. The solver chosen for the
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simulations is buoyantFoam, and the time step is adjusted during the simulations

through the keywords adjustTimeStep according to the maximum Courant number

imposed as 0.9. The time discretization scheme used for all the test cases is the implicit

Euler scheme set with the keyword Euler in the fvSchemes file where also the schemes

for the discretization of the differential operators are specified. In the fvSolution file

the solvers used to solve each equation and the tolerances are set, for all the test cases

the PIMPLE algorithm is chosen. PIMPLE algorithm combines pressure and velocity

coupling algorithms and forces the equations to be solved using variables updated

within the time step [30].

4.6 Analytical pressure profile

The pressure drop across a channel is the result of the wall shear stress acting along

the surface of the channel against the direction of the flow [77]. Given the close

relation between pressure drop andwall shear stress, to understand if the implemented

methodology gives results of wall shear stress at least as good as the sub-channel

code ones, the axial pressure profiles obtained from the simulations of the test cases

described in section 4.2 will be compared with the empirical-based 1D axial pressure

profiles that reflect well how pressure drops are actually calculated in a sub-channel

code. The latter will be identified as analytical pressure profiles in this thesis. This

section will be dedicated to the mathematical formulations of the analytical pressure

drops for the four test cases simulated for this project.

4.6.1 Pipe

The total analytical pressure drop across the pipe in the test case described in

Subsection 4.2.1 is computed according to the Eq. 4.16 [1].

∆p = ∆pfric +∆pgrav = f
L

d
ρ
U2
avg

2
+ ρgL (4.16)

f is theDarcy-Weisbach friction factor [78] and it is equal to 4Cf whereCf is computed

according to the empirical correlation reported in Eq. 4.7. Uavg is the average velocity

on the cross-sectional area of the pipe which, being the flow area and the density

constant along the pipe, is constant as well.
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4.6.2 Single sub-channel

The total analytical pressure drop across the sub-channel in the test case described in

Subsection 4.2.2 is computed according to the Eq. 4.17 [1].

∆p = ∆pfric +∆pgrav = f
L

Dh

ρ
U2
avg

2
+ ρgL (4.17)

Uavg, as for the previous test case, is the average velocity on the cross-sectional area of

the sub-channel which, being the flow area and the density constant along the pipe, is

constant as well.

4.6.3 Single sub-channel with solid walls on two edges

The total analytical pressure drop across the sub-channel in the test case described in

Subsection 4.2.3 is computed according to the Eq. 4.17 as well. Only the hydraulic

diameter Dh and, as a result, the Darcy friction factor f have different values with

respect to the test case of Subsection 4.2.2.

4.6.4 2x2 Fuel bundle with three full-length pins and one half-
length pin

The total analytical pressure drop across the 2x2 fuel bundle in the test case described

in Subsection 4.2.4 is computed according to the Eq. 4.18 [1].

∆p = ∆pfric +∆pgrav +∆ploc (4.18)

∆pfric is computed as expressed in Eq. 4.19.

∆pfric = f1
L1 + L2

Dh,1

ρ
U2
avg,1

2
+ f2

L3 + L4

Dh,2

ρ
U2
avg,2

2
(4.19)

Dh,1 and Dh,2 are the hydraulic diameters in the first and second halves of the fuel

bundle respectively and they are computed according to Eq. 4.20 and Eq.4.21.

Dh,1 =
4A1

P1

=
4
(
(2pit)2 − 4π

d2rod
4

)
4πdrod + 4pit

(4.20)
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Dh,2 =
4A2

P2

=
4
(
(2pit)2 − 3π

d2rod
4

)
3πdrod + 4pit

(4.21)

A1 and A2 are the cross-sectional flow area in the first and second halves of the fuel

bundle respectively andP1 andP2 are their wetted perimeters. The cross-sectional flow

area changes between the first half of the channel and the second half of the channel

due to the presence of the half-length rod. Due to the constant density of the fluid along

the whole channel, the change of the flow area implies different values of the average

velocity in the first half of the channel and in the second half of the channel, defined as

Uavg,1 and Uavg,2 respectively. f1 and f2 are the Darcy friction factors computed using

Dh,1, and Uavg,1 and Dh,2, and Uavg,2 respectively. ∆pgrav is computed as expressed in

Eq. 4.22.

∆pgrav = ρgL (4.22)

∆ploc comes from the deceleration of the fluid due to the expansion of the flow area and

it is computed as expressed in Eq. 4.23 [79].

∆ploc = ∆ploc,I +∆ploc,R = kenlρ
U2
avg,1

2
− ρ

U2
avg,1

2

[
1−

(
A1

A2

)2
]

(4.23)

∆ploc,I and∆ploc,R are the irreversible and reversible local pressure drops respectively.

kenl is the local loss coefficient for sudden expansion and it is computed according to

Eq. 4.24 [79].

kenl =

(
1− A1

A2

)2

(4.24)
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Results and Discussion

The results obtained by the simulations of the test cases presented in Chapter 4 are

reported in this chapter. Per each test case three simulations are performed:

• A simulation using a very coarsemesh inwhich the y+ falls in the outer region and

inwhich the newwall function approach described in Section 4.1 is implemented.

• A simulation using a very coarse mesh in which the y+ falls in the outer region

and in which the traditional wall function approach described in Section 2.5 is

implemented.

• A simulation with a more refined mesh in which the y+ falls in the log-law region

and in which the traditional wall function approach described in Section 2.5 is

implemented.

The velocity and temperature profiles on the outlet cross-sectional flow area of the test

cases obtained from the three simulations listed above are compared. The axial wall

temperature profiles along arbitrary points on the domain of the test cases are reported

as well. The wall shear stresses computed in the cells close to the wall obtained with

the developed methodology are compared with the ones obtained with more refined

mesh simulations with y+ falling in the log-law region and in which the traditional

wall function approach is implemented since they should represent the correct wall

shear stresses as explained in Section 2.5. Additionally, the axial pressure profiles

obtained with the three different simulations for each test case are compared with

the analytical axial pressure profiles described in Section 4.5 which well represent

the pressure profiles that would be obtained with a sub-channel code analysis. The
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comparison between the axial pressure profiles obtained with the newly developed

methodology and the analytical pressure profiles aims to test the capabilities of the

new approach. For Test Case 1, Test Case 2, and Test Case 3, if the obtained pressure

profiles coincide with the analytical ones, it means that the new methodology is able

to give results at least as good as those of the sub-channel codes for problems in which

the sub-channel codes are the state-of-the-artmethodology since they are single-phase

flow problems in which there are no prevailing 3D flow conditions. Test Case 4 is

instead a test aimed at verifying the behavior of the new approach in cases where

secondary flows are present, given the sudden expansion of the flow area between the

two halves of the fuel bundle. If the obtained results are satisfactory, the methodology

could be extended to two-phase problems. The possible extension of the developed

methodology tomulti-phase problems is also themain reason for using OpenFOAM as

the CFD software for this project.

5.1 Pipe

The simulations of Test Case 1 which represents a single-phase flow through a heated

pipe are carried out by simulating only one slice of the pipe with amplitude θ = 1°

exploiting the advantage of the axisymmetry of the geometry. The very coarse mesh

implemented in the simulation is reported in Figure 5.1.1. This very coarse mesh is

used for both the simulation with the traditional wall function approach and the new

one developed for this project. The mesh in Figure 5.1.1 is obtained by discretizing the

Figure 5.1.1: Slice of the pipe discretized with a very coarse mesh having y+ falling in
the outer region.

domain with 4 cells in the radial direction, 1 cell in the circumferential direction, and

500 cells in the axial direction resulting in y+ = 1747.9 for the simulation with the

traditional wall function approach and y+ = 1788.4 for the simulation with the new

wall function method. The more refined mesh with y+ falling in the log-law region

that is implemented with the traditional wall function approach is shown in Figure

5.1.2. The relatively refined mesh is obtained by discretizing the domain with 40 cells

in the radial direction, 1 cell in the circumferential direction, and 500 cells in the axial

direction resulting in y+ = 185.3. The velocity magnitude and the temperature surface
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Figure 5.1.2: Slice of the pipe discretizedwith a relatively refinedmeshhaving y+ falling
in the log-law region.

plots on the outlet cross-sectional flow area of the pipe are reported in Figure 5.1.4 and

Figure 5.1.6 respectively. The temperature surface plots on the cross-sectional flow

area of the pipe at the end of the heated length are reported in Figure 5.1.8.

Figure 5.1.3:
Velocity
range
in Test
Case 1.

(a)

(b)

(c)

Figure 5.1.4: Velocity surface plots on the outlet cross-sectional flow
area of Test Case 1 obtained with a) very coarse mesh and traditional
wall function approach, b) very coarse mesh and new wall function
approach, and c) relatively refinedmesh and traditional wall function
approach.

As mentioned previously, OpenFOAM computes the value of the flow fields in the

centroid of each cell in which the domain is discretized, and then the variation of the

field is assumed to be linear across the cell. For a more intuitive understanding of the

obtained results, during the post-processing, a constant value is associated with each

cell corresponding to the cell centroid value computed directly by OpenFOAM. The

surface plots in Figure 5.1.4, Figure 5.1.6, and Figure 5.1.8 are obtained with ParaView

that is an open-source, multi-platform data analysis and visualization application

[80]. The velocity and the temperature profiles over the line crossing the outlet

cross-sectional flow area of the pipe as shown in Figure 5.1.9a, are reported in Figure

5.1.10 and Figure 5.1.11 respectively. The velocity profile obtained with the relatively

refinedmesh and implementing the traditional wall function approach agrees with the

fully-developed turbulent flow velocity profiles in the literature for turbulent flows of

incompressible fluids in circular pipes [54]. In fact, the velocity profile shows a nearly
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Figure 5.1.5:
Tem-
per-
ature
range
in Test
Case 1.

(a)

(b)

(c)

Figure 5.1.6: Temperature surface plots on the outlet cross-sectional
flow area of Test Case 1 obtained with a) very coarse mesh and
traditional wall function approach, b) very coarse mesh and new wall
function approach, and c) relatively refinedmesh and traditional wall
function approach.

linear rapid increase close to the wall and nearly constant velocity in the central part

of the flow.

The markers in the plot represent the velocity values calculated by OpenFOAM in the

centroids of the cells crossed by the line used for the post-processing depicted in Figure

5.1.9a. In other words, each marker corresponds to the value of a cell and the line

joining them is a linear interpolation between two adjacent cell values. The markers

are not used for the velocity profile obtained with the relatively refined mesh just for

visual purposes. The results obtained with the very coarse mesh implementing the

traditional wall function approach and the new wall function approach developed in

this project are similar to each other andnot really representative of the actual variation

of the velocity near the wall unlike the results obtainedwith themore refinedmesh, but

however they are able to capture the overall expected behavior.

Having inserted an adiabatic layer at the end of the pipe, the expected temperature

profile is a constant line along the radius of the slice and all three simulations agree

on this behavior. However, it is interesting to look at the temperature profiles over the

pipe cross-section at the axial height of 4m to better understand the performance of

the implementation of the newmethodology and the differences in the results obtained

with a very coarse mesh and a more refined one. The temperature profiles over a line

crossing the cross-sectional flow area at 4m height is reported in Figure 5.1.11a. The
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Figure 5.1.7:
Tem-
per-
ature
range
at the
end of
heated
length
in Test
Case 1.

(a)

(b)

(c)

Figure 5.1.8: Temperature surface plots on the cross-sectional flow
area at the endof the heated length of Test Case 1 obtainedwith a) very
coarse mesh and traditional wall function approach, b) very coarse
mesh and new wall function approach, and c) relatively refined mesh
and traditional wall function approach.

(a) (b)

Figure 5.1.9: a) Post-processing line over which the velocity and temperature profile at
the outlet of the pipe are plotted. b) Arbitrary point chosen to evaluate the axial wall
temperature profile.

temperature profile obtainedwith themore refinedmesh implementing the traditional

wall function approach agrees with the fully-developed turbulent flow temperature

profiles in the literature for turbulent flows in a heated circular pipe [81]. As for the

outlet velocity profile, the results obtained with the very coarse mesh implementing

the traditional wall function approach and the new wall function approach developed

in this project are similar to each other and not really representative of the actual

variation of the temperature near the wall unlike the results obtained with the more

refined mesh, but however, they are able to capture the overall expected behavior.

The axial wall temperature profile over a line perpendicular to the cross-sectional area

and passing through the point shown in Figure 5.1.9b is shown in Figure 5.1.12. The

60



CHAPTER 5. RESULTS AND DISCUSSION

Figure 5.1.10: Outlet velocity profile over a line crossing the pipe.

(a) (b)

Figure 5.1.11: a) Temperature profile over a line crossing perpendicularly the pipe at 4
m height. b) Temperature profile over a line crossing perpendicularly the pipe at the
outlet.

obtained results with all three simulations properly capture the physics of the problem

having constant values along the first and last adiabatic layers and having a linear

increase in the layer with constant heat flux boundary condition as expected from the

literature [81]. The difference between the results obtained with the very coarse mesh

and themore refined one can be seenmostly in the transition of the temperature profile

between the two adiabatic layers and the heated layer. One of the most important

reasons why the wall temperature profiles of the coarse mesh simulation with the

new wall function approach and the coarse mesh simulation with the traditional wall

function approach are so close is that in the first simulation the wall temperature is

calculated based on the same traditional wall function of the second one.
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Figure 5.1.12: Axial wall temperature profile in Test Case 1.

Finally, the axial pressure profile along the central axis of the pipe is reported in

Figure 5.1.13. As can be seen, the pressure profile obtained with the very coarse

Figure 5.1.13: Axial pressure profile along the central axis of the pipe.

mesh simulation implementing the new wall function approach perfectly matches the

analytical pressure profile, described by Eq. 4.16 in Chapter 4, suggesting that the

implementation of the friction correlation in the newwall function approach is correct.

Thewall shear stresses computed byOpenFOAM in the simulationwith the very coarse

mesh and the new wall function approach and the simulation with the more refined

mesh and the traditional wall function approach based on the log-law region are listed
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in Table 5.1.1. Only one value of wall shear stress computed in the refined mesh

Simulation Wall Shear Stress Values
Coarse mesh and new wall function approach 72.9 Pa

Refined mesh and traditional wall function approach 68.6 Pa

Table 5.1.1: Wall shear stresses obtained for Test Case 1 in the simulation with the very
coarse mesh and the new wall function approach and the simulation with the more
refined mesh and the traditional wall function method.

simulation is listed because being the pipe an axisymmetric geometry the wall shear

stress is the same for all the cells at the wall. On the other hand, the wall shear stress

computed in the simulation with the new wall function approach should always be

constant in all the wall cells for all the test cases since the methodology is based on the

1D wall shear stress calculation as explained in Chapter 4. From the results presented

in Figure 5.1.13 and inTable 5.1.1, the newmethodology developed in this project seems

to work correctly for the simple test case of a flow in a heated pipe since the results

obtained for the axial pressure profile are matching the analytical profile that should

well represent the pressure results of a generic sub-channel code implementing the

same empirical correlation for the Fanning friction factor used in the newwall function

approach. Furthermore, the wall shear stress obtained with the new wall function

approach is very close to the value obtained from the simulation with a more refined

mesh using the traditional wall function methodology which should well capture the

true wall shear stress values of the cells at the wall for the reasons explained in Section

2.5.

5.2 Single sub-channel

Test Case 2 consists of a single-phase flow through the sub-channel of a PWR. The

very coarse mesh used to discretize the domain is reported in Figure 5.2.1. Themesh is

used for both the simulation with the traditional wall function approach and the new

one developed for this project. The mesh in Figure 5.2.1 is obtained by discretizing the

domain with 8 blocks and each block is discretized with 2 cells in the radial direction,

2 cells in the circumferential direction, and 300 cells in the axial direction resulting

in an average y+ = 802.3 in the first adiabatic layer and an average y+ = 805.5 in

the heated layer and in the last adiabatic layer at the end of the last time step for the

simulation with the traditional wall function approach and an average y+ = 833.4 in
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Figure 5.2.1: Sub-channel of Test Case 2 discretized with a very coarse mesh having y+

falling in the outer region.

the first adiabatic layer and an average y+ = 838 in the heated layer and in the last

adiabatic layer at the end of the last time step for the simulation with the new wall

function method. The more refined mesh with y+ falling in the log-law region that is

implemented with the traditional wall function approach is shown in Figure 5.3.4. The

Figure 5.2.2: Sub-channel of Test Case 2 discretized with a relatively refined mesh
having y+ falling in the log-law region.

relatively refined mesh is obtained by discretizing the domain in 8 blocks and each

block is discretized with 8 cells in the radial direction, 5 cells in the circumferential

direction, and 300 cells in the axial direction resulting in an average y+ = 201.4 in

the first adiabatic layer and an average y+ = 201.6 in the heated layer and in the last

adiabatic layer at the end of the last time step.

The velocity and the temperature surface plots on the outlet cross-sectional flow area

of the sub-channel are reported in Figure 5.2.4 and Figure 5.2.6 respectively. The
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temperature surface plots on the cross-sectional flow area of the pipe at the end of

the heated length are reported in Figure 5.2.8.

Figure 5.2.3:
Velocity range in
Test Case 2.

(a)

(b)

(c)

Figure 5.2.4: Velocity surface plots on the outlet cross-sectional flow
area of Test Case 2 obtained with a) very coarse mesh and traditional
wall function approach, b) very coarse mesh and new wall function
approach, and c) relatively refinedmesh and traditional wall function
approach.

As for Test Case 1, for a more intuitive understanding of the obtained results, during

the post-processing, a constant value is associated with each cell corresponding to

the cell centroid value computed directly by OpenFOAM. The surface plots in Figure

5.2.4, Figure 5.2.6 and Figure 5.2.8 are obtained with ParaView. The velocity and the

temperature profiles over the lines crossing the outlet cross-sectional flow area of the

sub-channel as shown in Figure 5.2.9, are reported in Figure 5.2.10 and Figure 5.2.11

respectively. The velocity profiles obtained look reasonable since they capture the

expected profile of velocity tending to zero at the rod wall, due to the no-slip boundary

condition imposed, and having the highest values at sub-channel edges, due to the
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Figure 5.2.5:
Temperature
range in Test
Case 2.

(a)

(b)

(c)

Figure 5.2.6: Temperature surface plots on the outlet cross-sectional
flow area of Test Case 2 obtained with a) very coarse mesh and
traditional wall function approach, b) very coarse mesh and new wall
function approach, and c) relatively refinedmesh and traditional wall
function approach.

symmetric boundary condition imposed. Additionally, the two post-processing lines

diagonal 1 and diagonal 2 are chosen symmetric about the 45° line to check if the

respective captured profiles are identical. The outlet velocity profiles obtained for

Test Case 2 are the same as expected. The velocity results obtained with the very

coarse mesh implementing the traditional wall function approach and the new wall

function approach developed in this project are similar to each other and close to

the refined mesh simulation with the traditional wall function method. As already

mentioned for Test Case 1, the markers in the plot represent the velocity values

calculated by OpenFOAM in the centroids of the cells crossed by the lines used for

the post-processing depicted in Figure 5.2.9 and they are not used for the velocity

profile obtained with the relatively refined mesh just for visual purposes. As for the
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Figure 5.2.7:
Temperature
range at the end
of
the heated length
in Test Case 2.

(a)

(b)

(c)

Figure 5.2.8: Temperature surface plots on the cross-sectional flow
area at the end of the heated length of Test Case 2 obtained with
a) very coarse mesh and traditional wall function approach, b) very
coarsemesh and newwall function approach, and c) relatively refined
mesh and traditional wall function approach.

pipe test case, having an adiabatic layer at the end of the sub-channel, the expected

temperature profile is a constant over the outlet cross-sectional flow area and all three

simulations agree on this behavior. The axial pressure profile along the bottom left

corner of the sub-channel is reported in Figure 5.2.12. As can be seen in Figure 5.1.13,

the pressure profile obtained with the very coarse mesh simulation implementing the

new wall function approach is closer to the analytical pressure profile described by

Eq. 4.17 in Chapter 4 with respect to the simulations in which the traditional wall

function approach is implemented, but it is not matching exactly the analytical profile.

A possible explanation for this behavior will be provided in Section 5.5.

The wall shear stresses of the cells facing the wall patches at the outlet cross-sectional

flow area of the sub-channel are listed in Table 5.2.1. The range of values of the
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Figure 5.2.9: Post-processing lines over which the velocity and temperature profile at
the outlet of the sub-channel of Test Case 2 are plotted.

(a) Outlet velocity profile over diagonal 1. (b) Outlet velocity profile over diagonal 2.

Figure 5.2.10: Outlet velocity profile over a) diagonal 1 and b) diagonal 2 of Test Case
2.

actual wall shear stresses in the cells close to the rod wall is relatively small and the

constant wall shear stress imposed with the new wall function approach is within this

range. The variations of the wall shear stresses obtained in the simulation with the

very coarsemesh and the newwall function approach and the simulationwith themore

refined mesh and the traditional wall function approach based on the log-law region

are reported in Figure 5.2.13. The cell ID on the x-axis of the plot in Figure 5.2.13 is

simply the identification index of the cells facing the wall patches in the domain. It can

be noticed that the wall shear stresses computed in the refinedmesh simulation are not

constant as in Test Case 1 since the geometry of the problem is no longer axisymmetric.

From the results presented in Figure 5.2.12 and in Figure 5.2.13, the newmethodology

developed in this project seems to work quite well for the test case of the flow in the

sub-channel of a PWR since the results obtained for the axial pressure profile are close

enough to the analytical profile that should well represent the pressure results of a

generic sub-channel code implementing the same empirical correlation for the Fanning
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(a) Outlet temperature profile over diagonal 1. (b) Outlet temperature profile over diagonal 2.

Figure 5.2.11: Outlet temperature profile over a) diagonal 1 and b) diagonal 2 of Test
Case 2.

Figure 5.2.12: Axial pressure profile along the bottom left corner of the sub-channel of
Test Case 2.

friction factor used in the newwall function approach and thewall shear stress imposed

with the new wall function approach is within the range of variation of the wall shear

stresses obtained from the simulation with a more refined mesh using the traditional

wall functionmethodologywhich shouldwell capture the actualwall shear stress values

of the cells at the wall for the reasons explained in Section 2.5.
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Simulation Wall Shear Stress Values
Coarse mesh and new wall function approach 21.2 Pa

Refined mesh and traditional wall function approach between [17, 23] Pa

Table 5.2.1: Wall shear stresses obtained for Test Case 2 in the simulation with the very
coarse mesh and the new wall function approach and the simulation with the more
refined mesh and the traditional wall function method.

Figure 5.2.13: Comparison of wall shear stresses obtained in the coarse mesh
simulation with new wall function approach and the refined mesh one with traditional
wall function approach in Test Case 2.

5.3 Single sub-channel with solid walls on two

edges

Test Case 3 consists of a single-phase flow through the sub-channel located in the

corner of a fuel assembly in a PWR. The wall boundaries in Test Case 3 are mostly

irrelevant in a PWR core, but they are included because relevant for experimental test

sections. Two different coarse meshes are tested to discretize the domain. The first

mesh is the one used for the previous test case and it is reported in Figure 5.3.1a and

the second one is reported in Figure 5.3.1b. The two meshes are tested for both the

simulation with the traditional wall function approach and the new one developed for

this project.

5.3.1 Mesh with 2 cells in the radial direction

Themesh in Figure 5.3.1a is obtained by discretizing the domainwith 8 blocks and each

block is discretized with 2 cells in the radial direction, 2 cells in the circumferential
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(a) (b)

Figure 5.3.1: Sub-channel of Test Case 2 discretized with two coarse meshes having
y+ falling in the outer region. a) Coarse mesh having 2 cells in the radial direction. b)
Coarse mesh having 4 cells in the radial direction.

direction, and 300 cells in the axial direction resulting in average y+ = 619.7, y+ =

584.3, and y+ = 582.8 of the cells at the sub-channel solid walls in the first adiabatic

layer, in the heated layer and in the last adiabatic layer respectively at the end of the last

time step for the simulation with the traditional wall function approach and average

y+ = 711.6, y+ = 722.4, and y+ = 726.7 of the same cells at the end of the last time

step for the simulation with the new wall function method. The average y+ of the

cells at the rod wall are equal to y+ = 855.7, y+ = 858.7, and y+ = 858.9 in the first

adiabatic layer, in the heated layer and in the last adiabatic layer respectively at the

end of the last time step for the simulation with the traditional wall function approach

and y+ = 910.4, y+ = 956.8, and y+ = 970 of the same cells at the end of the last time

step for the simulation with the new wall function method. The velocity profiles over

Figure 5.3.2: Post-processing lines over which the velocity and temperature profile at
the outlet of the sub-channel of Test Case 3 are plotted.
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the lines crossing the outlet cross-sectional flow area of the sub-channel as shown in

Figure 5.3.2, are reported in Figure 5.3.3. The coarse mesh simulation implementing

(a) Outlet velocity profile over diagonal 1. (b) Outlet velocity profile over diagonal 2.

Figure 5.3.3: Outlet velocity profile over a) diagonal 1 and b) diagonal 2 for Test Case 3
obtainedwith a coarsemesh having two cells between the rodwall and the sub-channel
solid wall.

the new wall function approach seems to not work properly since the velocity between

the rod wall and the solid wall of the sub-channel is captured as equal to zero while

in the coarse mesh simulation with the traditional wall function method implemented

the velocity profile between these walls is different from zero as it is expected to be. To

understand the reasons why the newmethodology is unable to give reasonable velocity

values between the rod wall and the sub-channel solid wall, a further simulation was

carried out by modifying the conditional statement reported in Eq. 4.5 by replacing

the velocity uP , corresponding to the local velocity in the centroid of the cell at the wall

and calculated by OpenFOAM during the simulation, with an arbitrary constant speed

equal to 3m/s. The velocity profiles plotted along diagonals 1 and 2 are shown in Figure

5.3.3. As it is possible to see from the plot, the coarse mesh simulation using the new

wall function method with the constant local velocity gives more reasonable results

since the velocity between the rod wall and the sub-channel wall has values different

from zero. Taking into account the results obtained from the simulation where the

new wall function approach with the constant local velocity is implemented, a possible

explanation for the performance of the simulationwith the newwall function approach

but with the local velocity calculated by OpenFOAM could be the combination of the

mathematical form foreseen by the new methodology developed in this thesis which

requires the presence of the local velocity at the denominator and the discretization

used between the two solid walls with no-slip boundary condition applied. To verify
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this possible explanation, a simulation with amore refinedmesh in the radial direction

has been tested and the obtained results are reported in the following subsection.

5.3.2 Mesh with 4 cells in the radial direction

Themesh in Figure 5.3.1b is obtained by discretizing the domainwith 8 blocks and each

block is discretized with 4 cells in the radial direction, 2 cells in the circumferential

direction, and 300 cells in the axial direction resulting in average y+ = 305.8, y+ =

288.1, and y+ = 287.4 of the cells at the sub-channel solid walls in the first adiabatic

layer, in the heated layer and in the last adiabatic layer respectively at the end of

the last time step for the simulation with the traditional wall function approach and

average y+ = 355.4, y+ = 353, 8, and y+ = 352.6 of the same cells at the end of the

last time step for the simulation with the new wall function method. The average y+

of the cells at the rod wall are equal to y+ = 421.2, y+ = 422.2, and y+ = 422.2 in

the first adiabatic layer, in the heated layer and in the last adiabatic layer respectively

at the end of the last time step for the simulation with the traditional wall function

approach and y+ = 444.4, y+ = 444.4, and y+ = 442.2 of the same cells at the end of

the last time step for the simulation with the new wall function method. The results

obtained in the coarse mesh simulation with the traditional wall function approach

and the coarse mesh simulation with the new wall function method developed for this

project are compared with the results obtained with a more refined mesh simulation

with y+ falling in the log-law region that is implemented with the traditional wall

function approach. The more refined mesh is shown in Figure 5.3.4. The relatively

Figure 5.3.4: Sub-channel of Test Case 3 discretized with a relatively refined mesh
having y+ falling in the log-law region.
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refined mesh is obtained by discretizing the domain in 8 blocks and each block is

discretized with 8 cells in the radial direction, 5 cells in the circumferential direction,

and 300 cells in the axial direction resulting in average y+ = 152, 2, y+ = 143.1,

and y+ = 142.7 of the cells at the sub-channel solid walls in the first adiabatic layer,

in the heated layer and in the last adiabatic layer respectively at the end of the last

time step and an average y+ = 208.6 of the cells at the rod wall in the first adiabatic

layer, in the heated layer and in the last adiabatic layer at the end of the last time

step. The velocity profiles over the lines crossing the outlet cross-sectional flow area

of the sub-channel as shown in Figure 5.3.2, are reported in Figure 5.3.5. The new

(a) Outlet velocity profile over diagonal 1. (b) Outlet velocity profile over diagonal 2.

Figure 5.3.5: Outlet velocity profile over a) diagonal 1 and b) diagonal 2 obtained for
Test Case 3 with a coarse mesh having four cells between the rod wall and the sub-
channel solid wall.

coarse mesh simulation implementing the new wall function approach with the local

velocity computed by OpenFOAM during the simulation seems to properly capture

the velocity between the rod wall and the solid wall of the sub-channel now since it

is different from zero as it is expected to be. Comparing the velocity profiles over

diagonal 1 and diagonal 2 which are obtained with the new wall function approach,

it can be noticed that they are not symmetric as instead they are expected to be and as

they are for the simulations with the traditional wall function approach implemented.

The reason for this is that the new methodology implemented causes convergence

issues that lead the simulation to not reach convergence within a reasonable number of

time iterations. From a computational point of view, therefore, the results presented

in this subsection are not valid since the simulation does not reach convergence,

but they are equally presented because they are useful to draw conclusions on the

applicability of the new methodology developed for this project. The temperature

profiles over the lines crossing the outlet cross-sectional flow area of the sub-channel
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as shown in Figure 5.3.2, are reported in Figure 5.3.6. It can be noticed that the outlet

(a) Outlet temperature profile over diagonal 1. (b) Outlet temperature profile over diagonal 2.

Figure 5.3.6: Outlet temperature profile over a) diagonal 1 and b) diagonal 2 obtained
for Test Case 3 with a coarse mesh having four cells between the rod wall and the sub-
channel solid wall.

temperature profiles obtained with coarse mesh and refined mesh with the traditional

wall function approach applied are not constant over the cross-sectional flow area of

the sub-channel, as they were in Test Case 2, since the velocity in the bottom right

corner between the rod wall and the sub-channel solid wall is smaller than the velocity

in the top left corner of the sub-channel where the symmetry boundary conditions are

applied. This behavior is not captured by the simulation with the new wall function

approach probably due to the convergence issues. The velocity and the temperature

surface plots on the outlet cross-sectional flow area of the sub-channel are reported in

Figure 5.3.8 and Figure 5.3.10 respectively.

As for the previous test cases, for a more intuitive understanding of the obtained

results, during the post-processing, a constant value is associated with each cell

corresponding to the cell centroid value computed directly by OpenFOAM. The axial

wall temperature profile over a line perpendicular to the cross-sectional area and

passing through the point shown in Figure 5.3.2 is shown in Figure 5.3.11. The obtained

results with the two simulations with the traditional wall function approach properly

capture the physics of the problem having constant temperature values along the first

and last adiabatic layers and having a linear increase in the layer with constant heat

flux boundary condition as expected. The simulation with the new wall function

approach captures the overall expected behavior but the convergence issues led to

a temperature profile that fluctuates in the heated layer. The axial pressure profile

along the bottom left corner of the sub-channel is reported in Figure 5.3.12. As can
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Figure 5.3.7:
Velocity range in
Test Case 3.

(a)

(b)

(c)

Figure 5.3.8: Velocity surface plots on the outlet cross-sectional flow
area of Test Case 3 obtained with a) very coarse mesh and traditional
wall function approach, b) very coarse mesh and new wall function
approach, and c) relatively refinedmesh and traditional wall function
approach.

be seen in Figure 5.3.12, the pressure profile obtained with the very coarse mesh

simulation implementing the new wall function approach is closer to the analytical

pressure profile described by Eq. 4.17 in Chapter 4 with respect to the simulations in

which the traditional wall function approach is implemented. In particular, it quite

matches the analytical profile in the heated layer and the last adiabatic layer, but it

shows an unexpected behavior at the inlet of the heated layer where also convergence

issues-related fluctuations can be seen.

The wall shear stresses of the cells facing the sub-channel wall patches and the rod wall

patches at the outlet cross-sectional flow area of the sub-channel are listed in Table

5.3.1. The range of values of the actual wall shear stresses in the cells close to the sub-

channel wall is relatively small and the constant wall shear stress imposedwith the new
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Figure 5.3.9:
Temperature
range in Test
Case 3..

(a)

(b)

(c)

Figure 5.3.10: Temperature surface plots on the outlet cross-sectional
flow area of Test Case 3 obtained with a) very coarse mesh and
traditional wall function approach, b) very coarse mesh and new wall
function approach, and c) relatively refinedmesh and traditional wall
function approach.

wall function approach is close to this range. Instead, the range of values of the actual

wall shear stresses in the cells close to the rod wall is quite large and the constant wall

shear stress imposed with the new wall function approach is within the range, but it is

not representative at all of the actual variation of thewall shear stresses. The variations

of the wall shear stresses obtained in the simulation with the very coarse mesh and the

new wall function approach, and the simulation with the more refined mesh and the

traditional wall function approach based on the log-law region are reported in Figure

5.3.13. The cell ID on the x-axis of the plot in Figure 5.3.13 is simply the identification

index of the cells facing the wall patches in the domain. As for Test Case 2, the wall

shear stresses computed in the refined mesh simulation are not constant since the

geometry of the problem is not axisymmetric.
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Figure 5.3.11: Axial wall temperature profile in Test Case 3.

Patches Simulation Wall Shear Stress Values

Rod Wall
Coarse mesh and new wall function approach 23.7 Pa

Refined mesh and traditional wall function approach between [11, 40] Pa
Sub-channel
Wall

Coarse mesh and new wall function approach 23.7 Pa
Refined mesh and traditional wall function approach between [11, 23.5] Pa

Table 5.3.1: Wall shear stresses obtained for Test Case 3 in the simulation with the very
coarse mesh and the new wall function approach and the simulation with the more
refined mesh and the traditional wall function method.

Given the convergence issues that emerge when the methodology developed in this

thesis is implemented, it can be deduced that the new wall function approach does not

work correctly for Test Case 3. The convergence issues may be related to the fact that,

as can be seen from Figure 5.3.13, the actual wall shear stresses of the cells at the rod

wall sweep a fairly wide range of values while instead with the developed methodology

a constant value of wall shear stress is forced to all the cells at the wall. This forcing

could lead to the convergence problems encountered. To test this possible explanation

two additional simulations were performed. The first simulation is carried out using

the coarse mesh of Figure 4.2.3 applying the new wall function approach to the cells

at the rod wall, where the actual wall shear stress values have a fairly wide range, and

applying the traditional wall function approach to the cells at the sub-channel wall

where the actual wall shear stress values vary over a relatively small range. The second

simulation, on the other hand, is carried out again using the coarse mesh of Figure

4.2.3 applying the traditional wall function approach to the rod wall cells whose wall
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Figure 5.3.12: Axial pressure profile along the bottom left corner of the sub-channel of
Test Case 3.

shear stress values vary in a fairly wide range and the new wall function approach to

the cells at the sub-channel wall whose wall shear stress values are in a relatively small

range. The second simulation did not present any convergence problems while the

first presented the same problems encountered with the simulation by applying the

new wall function approach to all the wall patches. Consequently, it can be assumed

that the imposition of a constant value of the wall shear stresses on all the wall cells

envisaged by the newly developed methodology causes problems of convergence if the

actual range of variation of the wall shear stresses in these cells is wide. If, instead, the

range of variation is limited, the methodology does not create convergence problems

and gives quite satisfactory results as in the case of Test Case 2.

5.4 2x2 Fuel bundle with 3 full-length pins and 1 half-

length pin

Test Case 4 consists of a single-phase flow through a 2x2 fuel bundle in a PWR with

three full-length rods and one half-length rod. The coarse mesh used to discretize

the domain is reported in Figure 5.4.1. The meshes is used for both the simulation

with the traditional wall function approach and the new one developed for this project.

The mesh in Figure 5.4.1 is obtained by combining 4 contiguous sub-channels. Each

sub-channel is discretized with 8 blocks and each block is discretized with 2 cells in
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(a) Wall shear stress of the cells at the sub-channel
wall of Test Case 3.

(b) Wall shear stress of the cells at the rod wall of
Test Case 3.

Figure 5.3.13: Comparison of wall shear stresses obtained in the coarse mesh
simulation with new wall function approach and the refined mesh one with traditional
wall function approach in Test Case 3.

Figure 5.4.1: Fuel bundle discretized with a coarse mesh having y+ falling in the outer
region.

the radial direction, 2 cells in the circumferential direction, and 300 cells in the axial

direction. In the part of the fuel bundle where the half-lenght rod is located the rod

space will be occupied by the fluid in the second half of the channel and it is discretized

with 12 blocks as shown in Figure 5.4.1. The results obtained in the coarse mesh

simulation with the traditional wall function approach and the coarsemesh simulation

with the new wall function method developed for this project are compared with the

results obtained with a more refined mesh simulation with y+ falling in the log-law

region that is implemented with the traditional wall function approach. The more

refined mesh is shown in Figure 5.4.2. The relatively refined mesh is obtained by

discretizing each sub-channel in 8 blocks and each block is discretized with 8 cells in

the radial direction, 5 cells in the circumferential direction, and 300 cells in the axial
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Figure 5.4.2: Fuel bundle discretized with a relatively refined mesh having y+ falling
in the log-law region.

direction. In the part of the fuel bundle where the half-length rod is located the rod

space will be occupied by the fluid in the second half of the channel and it is discretized

with 12 blocks as shown in Figure 5.4.2. The average y+ of the cells at the walls at the

end of the last time step are reported in Table 5.4.1.

The velocity and the temperature surface plots on the outlet cross-sectional flow area

of the sub-channel are reported in Figure 5.4.4 and Figure 5.4.6 respectively.

As for the previous test cases, for a more intuitive understanding of the obtained

results, during the post-processing, a constant value is associated with each cell

corresponding to the cell centroid value computed directly byOpenFOAM. The velocity

and temperature profiles over the lines crossing the outlet cross-sectional flow area of

the fuel bundle as shown in Figure 5.4.7, are reported in Figure 5.4.8 and Figure 5.4.9

respectively.

The new coarse mesh simulation implementing the new wall function approach with

the local velocity computed by OpenFOAMduring the simulation seems to not capture

the expected velocity profile between the rod wall and the solid wall of the fuel bundle

probably for the same reasons explained in Subsection 5.3.2. Comparing the velocity

profiles on diagonal 1 and diagonal 2 obtained with the new wall function approach,

it can be seen that they are not equal. Being the diagonals symmetric about the 45°

line the velocity profiles should be identical as happens for the simulations with the

traditional wall function approach implemented. The reason for the obtained result is

that the new methodology implemented causes convergence issues as in Test Case 3

that lead the simulation to not reach convergence within a reasonable number of time
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Sub-channel Patches Simulation Average y+

Sub-channel 1 Rod wall
Coarse mesh and traditional WF approach [688.4 927.4]
Refined mesh and traditional WF approach [167.6 231.6]
Coarse mesh and newWF approach [840.3 876.3]

Sub-channel 2

Rod wall
Coarse mesh and traditional WF approach [645.1 826.9]
Refined mesh and traditional WF approach [156.1 204.3]
Coarse mesh and newWF approach [891.0 945.3]

Sub-channel wall
Coarse mesh and traditional WF approach [421.7 591.8]
Refined mesh and traditional WF approach [102.2 144.8]
Coarse mesh and newWF approach [694.5 707.4]

Sub-channel 3

Rod wall
Coarse mesh and traditional WF approach [645.1 826.9]
Refined mesh and traditional WF approach [156.1 204.3]
Coarse mesh and newWF approach [892.0 948.0]

Sub-channel wall
Coarse mesh and traditional WF approach [421.7 591.8]
Refined mesh and traditional WF approach [102.2 144.8]
Coarse mesh and newWF approach [697.9 706.3]

Sub-channel 4

Rod wall
Coarse mesh and traditional WF approach [741.2 774.4]
Refined mesh and traditional WF approach [180.6 188.7]
Coarse mesh and newWF approach [923.8 959.0]

Sub-channel wall
Coarse mesh and traditional WF approach [502.6 577.4]
Refined mesh and traditional WF approach [123.7 142.9]
Coarse mesh and newWF approach [630.7 715.9]

Top half-length rod
Coarse mesh and traditional WF approach 7525
Refined mesh and traditional WF approach 9222
Coarse mesh and newWF approach 11635

Table 5.4.1: Average y+ values of the cells at the wall patches of the domain of Test
Case 4 for the three simulations.

iterations. From a computational point of view, therefore, the results presented in this

subsection are not valid since the simulation does not reach convergence, but they are

equally presented because they are useful to draw conclusions on the applicability of

the new methodology developed for this project. The overall expected behavior for

the outlet temperature profile is captured by the three simulations. The difference

between the results obtained with the simulation with the new wall function approach

and the ones obtained with the simulations implementing the traditional wall function

approach is probably due to the convergence issues as in Test Case 2.

The axial wall temperature profiles over the lines perpendicular to the cross-sectional

area and passing through the points shown in Figure 5.4.7 are shown in Figure 5.4.10.

As it is possible to notice, the simulation with the new wall function approach does

not give reasonable results probably due to convergence issues that arise. Regarding

the simulations with the traditional wall function approach, the temperature profiles
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Figure 5.4.3:
Velocity range in
Test Case 4.

(a)

(b)

(c)

Figure 5.4.4: Velocity surface plots on the outlet cross-sectional flow
area of Test Case 4 obtained with a) very coarse mesh and traditional
wall function approach, b) very coarse mesh and new wall function
approach, and c) relatively refinedmesh and traditional wall function
approach.

along the bottom wall of the fuel bundle present roughly constant profiles in the first

and last adiabatic layers and a linear increase in the first heated layer as expected.

They are affected by the sudden expansion of the flow as can be seen by the peak

occurring exactly at the top of the half-length rod. To better understand the behavior

of the temperature near the sudden expansion of the fluid flow, the surface plots of the

cross-sectional flow area of the fuel bundle at different heights after the end of the half-

length rod obtained with the coarse mesh simulation and the traditional wall function

approach are reported in Figure 5.4.11. The range of temperature is the one shown in

Figure 5.4.5.

Looking at the surface plots, it can be seen that few millimeters after the sudden

expansion the fluid flows towards the empty space above the half-length rod cooling
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Figure 5.4.5:
Temperature
range in Test
Case 4.

(a)

(b)

(c)

Figure 5.4.6: Temperature surface plots on the outlet cross-sectional
flow area of Test Case 4 obtained with a) very coarse mesh and
traditional wall function approach, b) very coarse mesh and new wall
function approach, and c) relatively refinedmesh and traditional wall
function approach.

down less the part to the left of the center of the bottomwall and cooling downmore the

part to the right of the center of the bottomwall which explains the peak in temperature

along the line crossing the point Sleft and the small trough in the temperature along

the line crossing the point Sright. Then the flow reaches a new equilibrium and the

temperatures along the two lines reach the same value and subsequently start to grow

linearly again given the presence of the constant heat fluxes generated by the other

rods. The axial pressure profiles along the central axis of the fuel bundle are reported

in Figure 5.4.12. As can be seen, the pressure profile obtained with the coarse mesh

simulation implementing the new wall function approach is closer to the analytical

pressure profile described by Eq. 4.18 in Chapter 4 with respect to the simulations in

which the traditional wall function approach is implemented, but they don’t share the
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Figure 5.4.7: Post-processing lines over which the velocity and temperature profile at
the outlet of the fuel bundle are plotted.

same slope in any layers of the domain. It should be also remembered that the average

velocity in Eq. 4.5 used in the new wall function approach is not the actual average

velocity, that is instead used to compute the analytical profile, but it is assumed to be

the same along the whole fuel bundle disregarding the effect of the sudden expansion.

This assumption is due to implementation issues as mentioned in Section 4.1 and the

difference between the pressure profile obtained with the new methodology and the

analytical profile is for sure due also to this assumption. The wall shear stresses of the

cells facing the fuel bundle wall patches and the rod wall patches at the outlet cross-

sectional flow area of the sub-channel are listed in Table 5.4.2. Except for thewall shear

stress variations in the cell at the rod wall of the top left sub-channel in the fuel bundle,

sub-channel 1, and in the cells at the sub-channel wall of the bottom right sub-channel

in the fuel bundle, sub-channel 4, all the wall shear stresses vary in fairly wide ranges

and the wall shear stress imposed as constant in the newly developed methodology

is not even within the range. The variations of the wall shear stresses obtained in

the simulation with the very coarse mesh and the new wall function approach and

the simulation with the more refined mesh and the traditional wall function approach

based on the log-law are reported in Figure 5.4.13, Figure 5.4.14, Figure 5.4.15, and

Figure 5.4.16 for the different sub-channels.

The cell ID on the x-axis of the plots is simply the identification index of the cells facing

the wall patches in the domain. As for Test Case 2, the wall shear stresses computed in
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(a) Outlet velocity over diagonal 1. (b) Outlet velocity over diagonal 2.

(c) Outlet velocity over diagonal 3. (d) Outlet velocity over diagonal 4.

Figure 5.4.8: Outlet velocity over diagonals in Test Case 4.
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(a) Outlet temperature over diagonal
1. (b) Outlet temperature over diagonal 2.

(c) Outlet temperature over diagonal
3. (d) Outlet temperature over diagonal 4.

Figure 5.4.9: Outlet temperature over diagonals in Test Case 4.

(a) Wall temperature profile over
the line perpendicular to the cross-
sectional area and passing through
the point Sleft.

(b) Wall temperature profile over
the line perpendicular to the cross-
sectional area and passing through
the point Sright.

Figure 5.4.10: Axial wall temperature profiles in Test Case 4.
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(a) At z =
3.329 m.

(b) At z =
3.334 m.

(c) At z =
3.429 m.

(d) At z = 3.55
m.

(e) At z = 3.75
m.

Figure 5.4.11: Temperature surface plots at different heights around the sudden
expansion obtained with coarse mesh simulation with traditional wall function
approach.

Figure 5.4.12: Axial pressure profile along the central axis of the fuel bundle.

the refined mesh simulation are not constant since the geometry of the problem is not

axisymmetric.

The wall shear stresses in the rod wall cells and the sub-channel wall cells imposed by

the new wall function approach in sub-channel 3 are not constant in all the wall cells.

This is probably due to the fact that the velocity between the rod wall and the solid wall

of sub-channel 3 is equal to zero implementing the new wall function approach for

the reasons explained in Subsection 5.3.1, so it can be deduced that the new approach

does not work as expected in this part of the fuel bundle between the two solid walls in

sub-channel 3. The simulation of Test Case 3 applying the new wall function approach

and implementing amore refinedmesh between the solid walls still led to convergence

issues and the intention of this project is to test the developedmethodology in amesh as

coarse as possible, therefore a simulation that increases the discretization of the flow

passage between the two solid walls is not performed as it could not lead to further
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Sub-channel Patches Simulation Wall shear stress values

Sub-channel 1 Rod wall
Refined mesh and traditional WF approach [11.4, 16.4] Pa
Coarse mesh and newWF approach 21.2 Pa

Sub-channel 2
Rod wall

Refined mesh and traditional WF approach [4, 19] Pa
Coarse mesh and newWF approach 22.7 Pa

Sub-channel wall
Refined mesh and traditional WF approach [4, 14.2] Pa
Coarse mesh and newWF approach 22.7 Pa

Sub-channel 3
Rod wall

Refined mesh and traditional WF approach [4, 19] Pa
Coarse mesh and newWF approach 22.7 Pa

Sub-channel wall
Refined mesh and traditional WF approach [4, 14.2] Pa
Coarse mesh and newWF approach 22.7 Pa

Sub-channel 4 Sub-channel wall
Refined mesh and traditional WF approach [11.6, 17.5] Pa
Coarse mesh and newWF approach 18.2 Pa

Table 5.4.2: Wall shear stresses obtained for Test Case 4 in the simulation with the
very coarsemesh and the newwall function approach and the simulationwith themore
refined mesh and the traditional wall function method.

Figure 5.4.13: Comparison of wall shear stresses obtained in the coarse mesh
simulation with new wall function approach and the refined mesh one with traditional
wall function approach for sub-channel 1 in Test Case 4.

relevant results.

Given the convergence issues, it can be deduced that the new wall function approach

does not work correctly for Test Case 4 too as for Test Case 3. The possible explanation

for the convergence issues could be the one discussed already in the previous test

case.

5.5 Discussion

The results presented in the previous chapter can be summarized by three main

points.

1. The new methodology developed in this project fails to capture reasonable

velocity values between two solid walls if the flow passage between them is not

discretizedwith a reasonable number of cells, as seen in Test Case 3 andTest Case
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(a) Wall shear stress of the cells at the sub-channel
wall of subchannel 2 in Test Case 4.

(b) Wall shear stress of the cells at the rod wall of
subchannel 2 in Test Case 4.

Figure 5.4.14: Comparison of wall shear stresses obtained in the coarse mesh
simulation with new wall function approach and the refined mesh one with traditional
wall function approach for sub-channel 2 in Test Case 4.

(a) Wall shear stress of the cells at the sub-channel
wall of subchannel 3 in Test Case 4.

(b) Wall shear stress of the cells at the rod wall of
subchannel 3 in Test Case 4.

Figure 5.4.15: Comparison of wall shear stresses obtained in the coarse mesh
simulation with new wall function approach and the refined mesh one with traditional
wall function approach for sub-channel 3 in Test Case 4.

4. Probably the need to use aminimumnumber of cells between two solid walls is

related to themathematical formulation of the newwall function approachwhich

presents the local velocity of a cell at the wall to the denominator.

2. The perfect match between the axial pressure profile obtained with the new wall

function approach and the analytical pressure profile was obtained only in Test

Case 1, while in Test Case 2 the two profiles are similar but not identical. The

explanation is probably due to the axisymmetry of the considered geometries. In

the case of Test Case 1, the geometry is axisymmetric, therefore the actual value of

the wall shear stress is constant as well as that imposed by the newmethodology,

while in Test Case 2, the current values of the wall shear stress of the cells at the

wall are not constant but they sweep in a range. Since this range is relatively

small and the constant value imposed by the new methodology is within it, the

new wall function approach seems to still give quite satisfactory results.
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Figure 5.4.16: Comparison of wall shear stresses obtained in the coarse mesh
simulation with new wall function approach and the refined mesh one with traditional
wall function approach for sub-channel 4 in Test Case 4.

3. The relationship between the actual variation of the wall shear stresses of

the wall cells and the wall shear stress imposed as constant by the newly

developed methodology is the fundamental factor on which the applicability of

the methodology itself depends. If the actual variation of the wall shear stress

sweeps a wide range, the imposition of a constant wall shear stress on all the cells

at the walls foreseen by the new wall function approach leads to considerable

convergence problems, not giving conclusive results. On the other hand, if

instead the range of variation is relatively small, the methodology seems to give

acceptable results as in Test Case 2.
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Chapter 6

Conclusions

The main objective of this thesis was to develop an innovative approach able to exploit

the capabilities of sub-channel and CFD codes and at the same time overcome their

limitations. To reach this goal, a new methodology was developed and tested on four

test cases for which the sub-channel codes are the state-of-the-art analysis method.

The intention behind the new methodology is to produce 3D CFD-level results with

accuracy at least as good as those obtained with sub-channel codes while avoiding the

geometrical approximation associated with traditional codes and circumventing the

prohibitive computational costs associated with conventional CFD simulation. From

the results obtained with the four test cases summarized in the three points listed in

Section 5.5, it can be concluded that the methodology has a limited applicability and

before proceeding with the extension of this new wall function approach to single-

phase problemswith 3Dprevailing phenomena and two-phase problems it is necessary

to solve the convergence issues that emerge for some types of cases. Additionally,

the methodology, due to its mathematical formulation, should be applied exclusively

in mesh with enough refined discretization to properly capture the velocity behavior

between two solid walls, leading to a dependency between the performance of the

method and the mesh used to discretize the domain. This thesis served also as

feasibility study for the use of the CFD software OpenFOAM with the aim to extend

the methodology to two-phase problems. It can be stated that OpenFOAM is adequate

for the developed methodology, but has limitations in cases where the average flow

parameters have to be evaluated and used during the simulation and not in the post-

processing phase.
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6.1 Future Work

In the event that convergence issues arising in the application of the newmethodology

developed for this project are resolved, possible next steps for future investigations of

the methodology are listed below.

6.1.1 Average velocity over cross-sectional flow area

The assumption of using in the mathematical formulation of the new wall function

approach a constant mean velocity given in user input for the entire problem domain

reduces the applicability of the methodology to problems in which the mean velocity

can be correctly evaluated before the simulation and in which the density and

cross-sectional flow area remain constant throughout the domain. To reduce these

limitations a method for calculating and inputting the average flow parameters on the

cross-sections at the different axial positions has to be developed.

6.1.2 Temperature-dependent density of the fluid

The dependence of the fluid density on the temperature has to be introduced.

6.1.3 New wall function approach for the turbulent thermal
diffusivity

The realization of a new wall function approach equivalent to the one applied to the

turbulent kinematic viscosity applicable to the turbulent thermal diffusivity can be

investigated.

6.1.4 Substitute the local velocity computed by OpenFOAM in the
denominator

The mathematical formulation of the conditional statement applied to the turbulent

kinematic viscosity has limitations due to the presence of the local velocity of the

cells at the wall in the denominator which, in the presence of relatively narrow flow

passages, creates a strong dependence on the applicability of the methodology to the

discretization of the mesh used for split the domain. This limitation can be evaded if

the local velocity of the cell at the wall is described by an expression and not computed
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directly from OpenFOAM. Two possible modification of the developed methodology

using expressions to describe the local velocity are reported in Appendix A and

Appendix B and they can be used as starting points for further investigation.

6.2 Final Words

The methodology developed in this thesis is only one of the many possible options

to achieve the objectives underlying the development of the coarse grid CFD

approach. Coarse-grid CFD approach can be employed as a complementary and

potentially substitutive approach to resolved CFD and subchannel codes/porous

medium modeling and for this reason it will still be an interesting area of research

in the coming years.
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Appendix A

New wall function method with uP

described by the power law

As deduced from the results presented in Chapter 5, one of the major problems related

to the newly developed methodology is its mathematical formulation which includes

the presence of the local velocity of the centroid of the cell at the wall computed by

OpenFOAM uP at the denominator as shown in Eq. 4.5. The presence of uP at the

denominator leads to a strong dependency on the refinement of the mesh used to

discretize the domain in problems in which relatively narrow flow passages are present

because in case the space between two solid walls with no-slip boundary condition

imposed is discretized with too few cells the velocity is captured as equal to zero and

the new wall function approach seems to not work as expected as seen for Test Case 5

in sub-channel 3. To avoid this dependency an alternative solution is to substitute the

local velocity computed by OpenFOAM with an expression able to describe it. In this

appendix, the solution presented consists in exploiting the 1/n power law to describe

the local velocity of the cell at the wall.

The 1/n power law is an expression that well describes the velocity profile of a turbulent

flow in a pipe and it is reported in Eq. A.1 [82].

U(r)

umax

=
(
1− r

R

) 1
n

(A.1)

105



APPENDIX A. NEWWALL FUNCTIONMETHODWITH uP DESCRIBED BY THE POWER
LAW

r is the radial coordinate shown in Figure ?? that can be converted in y according to

the relation y = R− r obtaining the Eq. A.2.

U(y)

umax

=
( y
R

) 1
n

(A.2)

R is the radius of the pipe, n is given by the Eq. A.3 [82] and umax is obtained by

the definition of average velocity over the cross-sectional flow area reported in Eq.

A.4.

n = (4Cf )
− 1

2 (A.3)

Uavg =

∫
U(r)dA

A
=

∫
U(r)2πrdr

2πR2
=

2umax

R2

∫ R

0

r ( −r/R)1/n dr (A.4)

Substituting r with y the new expression obtained is reported in Eq. A.5.

Uavg = −2umax

R2

∫ 0

R

r (y/R)1/n dr (A.5)

Solving the integral and manipulating the expression to obtain umax, the expression

obtained is reported in Eq. A.6.

umax =
(n+ 1)(2n+ 1)Uavg

2n2
(A.6)

Combining Eq. A.6 in Eq. A.2, a new expression for the local velocity reported in Eq.

A.7 is obtained.

U(y) =
(n+ 1)(2n+ 1)Uavg

2n2

( y
R

) 1
n

(A.7)

To generalize this formula to geometry different frompipes the radiusR can be defined

as half of the flow passage between two generic solid walls. Inserting the Eq. A.7 in

the conditional statement in Eq. 4.5 the modification to be applied to the turbulent

kinematic viscosity forseen by the new wall function approach is expressed in Eq.

A.8.

νt =



0 y+ < 11

ν
(

y+
1
κ
log(Ey+)

− 1
)

11 < y+ < 300

ν

(
1
2

y+

uτ
(n+1)(2n+1)Uavg

2n2 ( yP
R )

1
n
CfU

2
avg − 1

)
y+ > 300

(A.8)

Implementing the Eq.A.8 in the new wall function approach instead of Eq. 4.5 will

evade the problems related to the discretization of the flow passages between two solid

walls that occurred with the approach presented in Chapter 4, but it is still strictly
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dependent on the characteristic of the domain geometry since the need to input the

values of R.
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Appendix B

New wall function method with uP

described by the log-law

As deduced from the results presented in Chapter 5 and as already mentioned in

Appendix A, one of the major problems related to the newly developed methodology

is its mathematical formulation which includes the presence of the local velocity of the

centroid of the cell at the wall computed by OpenFOAM uP at the denominator. The

presence of uP at the denominator leads to a strong dependency on the refinement of

the mesh used to discretize the domain in problems in which relatively narrow flow

passages are present because in case the space between two solid walls with no-slip

boundary condition imposed is discretized with too few cells the velocity is captured

as equal to zero and the new wall function approach seems to not work as expected as

seen for Test Case 5 in sub-channel 3. To avoid this dependency an alternative solution

is to substitute the local velocity computed by OpenFOAM with an expression able to

describe it.

In this appendix, the solution presented consists in extending the validity of the log-

law, as the description of the actual variation of the velocity normal to the wall, to the

outer region and exploiting it to describe the local velocity of the cell at the wall, so

substantially it consists in the traditional conditional statement used in the traditional

wall function approach reported in Eq. 2.27 with the multiplication of a constantB for

the first term in the bracket.
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The constant B is reported in Eq. B.1

B =
1

2

(
Uavg

uτ

)2

Cf (B.1)

Multiplying the Eq. B.1 to the first term in bracket of Eq. 2.27, the new conditional

statement to be applied to the turbulent kinematic viscosity is reported inEq. B.2.

νt =


0 y+ < 11

ν

(
1
2

y+
1
κ
log(Ey+)

(
Uavg

uτ

)2
Cf − 1

)
y+ > 11

(B.2)

Implementing the Eq.B.2 in the new wall function approach instead of Eq. 4.5 will

evade the problems related to the discretization of the flow passages between two solid

walls that occurred with the approach presented in Chapter 4.
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