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Abstract

A wide variety of applications require information about the current flow. Cur-
rent sensing applications have different performance requirements in terms of cost,
isolation, precision, measurement range, bandwidth, size. Several current sensing
techniques are used, depending of the application type. Sensing techniques can be
classified based upon the physical principle they rely on, the main classes being:

• Ohm’s law based sensors

• Faraday’s law based sensors

• Magnetic field sensors

• Faraday effect based sensors

Ohm’s law based sensors are the most used ones because of the low cost and good
reliability. Besides that, resistors can sense both AC and DC currents. Drawbacks in-
clude power dissipation, non-isolation and voltage drop. This method guarantees high
frequency operation and bandwidth is typically limited by the measuring circuitry.
The problems of power dissipation and voltage drop can be tackled by reducing the
resistor value but this causes the voltage across the resistor to decrease, hence the
bandwidth of the system decreases.

Faraday’s law based sensors provide electrical isolation. The most used ones are
the Rogowski coil and the current transformer. A Rogowski coil provides a voltage
which is proportional to the time derivative of the current flowing in the wire. Draw-
backs are that it only works for alternated currents and the sensitivity is not large
since the core material is non magnetic. A current transformer is also based on the
Faraday’s law. It consists of one primary turn and several secondary turns and it

v



Abstract

has a core made of high permeability material. The difference with the Rogowski
coil is that there is a sense resistor on the secondary side of the current transformer.
The resulting voltage is proportional to the current flowing in the primary winding.
Like the Rogowski coil, this solution is only suitable for AC currents. Advantages of
this method are the isolation, low losses and that the output voltage does not require
amplification.

Magnetic field sensors can sense both static and dynamic magnetic fields. Among
the magnetic field sensors, the most common are the Hall effect sensor and the Flux-
gate sensor. Hall effect sensor is very popular because of its compact size. It provides
an output voltage proportional to the sensed magnetic field. One drawback is that
magnetic field also penetrates the area enclosed by the sense wires, leading to a
bandwidth limitation. Fluxgate sensor is one of the most accurate. It provides an
alternating voltage whose peak value is proportional to the external magnetic field.
Fluxgate is more accurate than other solutions due to its high sensitivity and tem-
perature stability. Drawback is the bandwidth which is not very large.

Faraday effect based current sensors are extremely complex and high-cost so they
are not employed in low current measurements.

This thesis’ aim is to design an acquisition chain for the measurement of the
current flowing in a power switch. Accurate current sensing in power devices is im-
portant in order to optimize the performance of such devices, the final goal being
that of designing more efficient energy conversion systems. A shunt resistor has been
chosen as current transducer due to its ability to sense both AC and DC currents
and to its large bandwidth, as well as the simplicity and low cost. The main chal-
lenges are the large dynamic range (86 dB) covered by the current and the relatively
wide required bandwidth. The higher switching frequency of last generation power
devices, using new technologies such as GaN and SiC, implies a reduction of the
available time for performing the measurement hence posing strict specifications in
terms of the bandwidth of the sensing circuitry. The proposed acquisition chain has to
tackle bandwidth reduction and limited resolution problems which affect conventional
current sensing systems. The proposed system is based on nonuniform quantization
which allows a quantization step proportional to the input signal. Nonuniform quanti-
zation is achieved by means of signal compression followed by uniform quantization.
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A description of the system is provided and a temperature-compensated logarith-
mic amplifier, performing signal compression, is presented. The conditioning circuit
presents minimum bandwidth of about 1 MHz and shows a worst case accuracy of
9% at minimum input current.
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CHAPTER 1

State of the art

The development of an integrated systems approach, in recent years, has caused an
increase in the need for current sensors suitable for packaging into power electronic
modules. Current sensing is necessary for control, protection and monitoring in power
electronics systems. The specifications of the current sensing system are determined
by the application since the performance of control systems strongly depends on the
accuracy and efficiency of its sensors.

There are several current sensing techniques and they differ from one another in
terms of cost, isolation, bandwidth, precision, measurement range, size, complexity.
The different techniques can be classified depending on the physical principle they
are based upon. The following classification is provided in [1]:

• Ohm’s law of resistance based sensors

• Faraday’s law of induction based sensors

• Magnetic field sensors

• Faraday effect based sensors

In case of very specific requirements, different techniques can be combined.
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State of the art

1.1 Ohm’s law of resistance

Ohm’s law is a simplification of Lorentz’s law that states

þJ = σ( þE + þv × þB). (1.1)

In most cases the velocity of the charges is sufficiently small so that the second term
can be neglected, yielding the most familiar

þJ = σ þE. (1.2)

This is known as the Ohm’s law of resistance and states that a flowing current inside
a resistor is proportional to the developed voltage across the resistor. This simple
relationship suggests that a resistor can be used to sense a current, by measuring the
resulting voltage across it.

1.1.1 Shunt resistor

Shunt resistors are largely employed in current sensing applications due to their low
cost, simple working principle and reliability. The current to be measured flows
through the shunt resistor and the voltage across it is measured. This technique
is suitable for both AC and DC currents. Shunts must be inserted in the main
current path, and therefore decrease efficiency, particularly in high current low voltage
applications. The main drawbacks are the voltage drop in the branch where the
shunt is inserted and the power loss due to Joule effect. Both these problems can
be tackled by reducing the value of the shunt resistor. A smaller resistor causes
smaller voltage drop and less power dissipation but it also implies an increased gain
for the conditioning circuitry, which can be responsible for the bandwidth limitation
of the measurement. The power loss usually limits the use of shunt resistors for
large currents measurement. In order to improve accuracy, often, shunts have low
temperature coefficient of resistance and use Kelvin terminals (fig. 1.1).

Shunt resistors can be used to measure large current variations with fast transition
times. In those applications the frequency behavior of the shunt resistor is very
important. Practical shunt resistors have a series parasitic inductance (fig. 1.2a).
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1.1 Ohm’s law of resistance

Figure 1.1: Kelvin connection for improved accuracy.
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Figure 1.2: High frequency shunt: (a) Circuit model. (b) Frequency response.

Its impedance starts increasing from a certain frequency on as shown in fig. 1.2b:
the induced voltage across the parasitic inductance becomes comparable with the
resistive voltage hence the accuracy of the measurement at higher frequencies de-
creases. It is interesting to notice that the series inductance present in the circuital
model is not only due to the self inductance of the shunt; in fact, it is mainly due to
the mutual inductance between the loop formed by the sensing wires and the loop
formed by the main current[2]. For a good measurement, the area enclosed by the
loop must be minimized. Different geometries were found to reduce the inductive
effect, such as coaxial shunts [3]. In that case the bandwidth limitation is caused by
the skin effect [4].
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Coaxial shunts, due to their large physical dimensions, are not optimal for being
used in highly integrated devices. For that purpose, a thick film shunt resistor is
more suitable since it is more compact. The smaller physical dimensions make the
skin effect of secondary importance and the bandwidth limitation is caused by the
parasitic series inductance.

Sensing resistors can be inserted either in the forward or in the return path. A low
side shunt resistor has a voltage drop that is referred to ground which can typically
be easily amplified. On the other hand, a voltage drop is caused in the ground path
and this might cause problems to some analog circuits. In addition, a short circuit to
ground can bypass the shunt resistor and go undetected. A high side shunt resistor
is able to detect these kind of faults and eliminates the problem of the voltage drop
on the ground path. On the other hand, the conditioning circuit becomes more
complicated since the voltage to be measured might have a high common mode.

1.1.2 Trace sensing

An alternative solution to the dedicated shunt resistor is the use, for the current
measurement, of the trace that carries the current. This allows for a low cost solu-
tion without introducing any additional power loss. This method cannot be used to
measure small currents because of the very small intrinsic resistance of the trace. It
is not recommended to use this method in those applications where good accuracy
is required; in fact, the resistance of the trace has a large thermal drift [5]. The
temperature error can be compensated by employing a temperature compensation
scheme (obviously, a temperature measurement system is needed in that case).

Ohm’s law based sensors represent the simplest way to measure currents. They
have the drawback of causing a voltage drop in the branch where they are inserted
and of introducing a power loss. Resistive sensors do not provide isolation but, on
the other hand, they allow for sensing of both direct and alternated currents.

1.2 Faraday’s law based current sensors

These kind of sensors provide inherent isolation and allow for the measurement of a
floating voltage that may have a large common-mode, while the output voltage can
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1.2 Faraday’s law based current sensors

be easily referred to ground. The working principle of these kind of sensors is based
on the Faraday’s law of induction.

1.2.1 Rogowski coil

Rogowski coil is a classic example of an isolated current sensing technique; it is shown
in fig. 1.3.

siC v

Figure 1.3: Rogowski coil configuration.

The operation can be explained by starting with Ampere’s law

j

C

þB · dþl = µ0iC . (1.3)

The analysis makes use of the assumption that the coil diameter is much smaller than
its radius. This way the magnetic flux density can be expressed by

B = µ0iC

2πr
. (1.4)

The induced voltage into the coil can be determined by using Faraday’s law of induc-
tion

v = −N
dφ

dt
= −nA

dB

dt
= −NA

µ0

2πr

diC

dt
. (1.5)

It can be seen from eq. (1.5) that the induced voltage is proportional to the time
derivative of the current flowing in the wire. In order to get the current value, an
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integration operation is needed. By using an integrator with a constant k, a voltage
proportional to the flowing current can be obtained

vOUT = −NA
3

µ0

2πr

4
k
Ú

t

diC

dt
dt + vOUT (0) = −k

A
NAµ0

2πr

B
iC + vOUT (0). (1.6)

The expression in eq. (1.6) would suggest that the coil can be used for measuring
direct currents. However, the working principle is based on a flux change so this
technique is only suitable for measuring alternated currents. It is possible to combine
the Rogowski coil with a magnetic field sensor to extend its operating frequency
range down to the DC. The accuracy of the measurement performed by means of
the Rogowski coil could be deteriorated if the conductor is not perfectly centered
inside the coil. The Rogowski coil has the advantages of having large bandwidth,
being capable of measuring large currents, isolation and non-intrusive measurement.
Furthermore, the absence of magnetic material avoids the problems of saturation
and non-linearity. The sensitivity of the Rogowski coil is small compared to current
transformers since it is air wound and so it cannot exploit the large permeability of
the magnetic core material. The use of passive or active integration is dictated by
a trade-off between maximum rise time (can be limited for active integration) and
gain (low for passive integration). The sensitivity can be improved by increasing
the number of windings or by increasing the gain of the integrator. Increasing the
number of turns causes the self-capacitance of the coil to increase while a larger k

factor requires a higher performance amplifier.

1.2.2 Current transformer

The current transformer is similar to the Rogowski coil in that it is based on the same
physical principle. Typically, construction requires a single primary turn and several
secondary turns. Differently from the Rogowski coil, it has a magnetic material core;
the high permeability of the magnetic core material allows for an increased sensitivity.
Another difference with respect to the Rogowski coil is the fact that the secondary
of the CT is loaded with a sense resistor RS and the voltage across it is proportional
to the current flowing in the primary winding. A simple circuital model is shown in
fig. 1.4.
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1.2 Faraday’s law based current sensors

iC

Lm

iS

RS

Transformer

1 : N

Figure 1.4: Circuit model of the current transformer.

The secondary current is given by

iS = iC

N
− 1

Lm

Ú

t

vS dt (1.7)

where iC is the primary current i.e. the current to be measured, Lm is the mag-
netizing inductance, vS is the secondary voltage. If the circuit is properly designed
the secondary voltage has a zero average, otherwise the transformer saturates. This
makes impossible for the current transformer to measure direct currents. The most
important advantages of the current transformer are the isolated measurement and
the fact that, being the output voltage proportional to the sensed current, there is
no need for an integrator that would cause an accuracy degradation due to its offset
drift. By choosing the number of secondary turns and the sense resistor value, the
losses can be largely reduced and the output voltage can be made large enough so that
it can easily be acquired by means of an A/D converter. The magnetizing current
can cause an error in the measurement since it does not contribute to the secondary
current flowing through the shunt resistor RS. This effect can be minimized by either
using a core with high permeability or by reducing the value of the sense resistor.

In some applications, like Peak Current Mode Converters, it is possible to use the
Current Transformer to measure currents having a DC component. This is possible
due to the fact that only the rising part of the current is interesting for the application,
while during the descending part the core can be demagnetized. Current transformers
are very popular in power conversion applications because of their low-cost and their
ability to provide an output voltage that does not need further amplification.
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1.3 Magnetic field sensors

Magnetic field sensors are able to sense both static and varying magnetic fields. They
can be used in an open loop or closed loop fashion.

The open loop configuration represents a simple method for measuring currents.
A sensor of this type is usually packaged as an SMD IC and it is placed close to the
trace which carries the current. The working principle is based on the fact that the
magnetic field around a conductor at a certain distance is proportional to the flowing
current. This solution has the advantages of being low-cost, simple and compact.
Some of the drawbacks are related to the fact that it is difficult to achieve good
accuracy without performing a calibration. The most important limitation, however,
is the susceptibility to external magnetic fields. External fields add to the wanted field
and reduce the measurement accuracy. A magnetic core can be placed around the
current carrying conductor for the purposes of both reducing the effect of unwanted
magnetic fields as well as increasing the sensitivity of the sensor thanks to the high
permeability of the magnetic material the core is made of. Core losses typically limit
the measurement bandwidth below the maximum frequency of the magnetic field
sensor.

In a closed loop configuration, the output voltage of the sensor is used to compen-
sate for the core residual magnetization. This is done by forcing a current through
a secondary winding, wound around the magnetic core as shown in fig. 1.5. This
secondary current is proportional to the current flowing in the main conductor and
it is forced through a sensing resistor, giving rise to an output voltage that is pro-
portional to the sensed current. At high frequencies the secondary can work as a
current transformer thus increasing the measurement bandwidth. In closed-loop con-
figuration, since the magnetization is theoretically zero, there are no eddy currents
or hysteresis losses.

Sensors belonging to this class have worse accuracy and bandwidth characteristics
with respect to the Faraday effect based sensors. A Hall effect sensor and a current
transformer can be combined to improve performances. This combination has lead
to the active current probes. They are able to achieve an accuracy of about 2%
and bandwidth in the order of 100 MHz [1] but on the other hand they present an

8



1.3 Magnetic field sensors

iC

iS

iS

RS
vS

+

−

VDD
V +

V −

Power
stage

Amplifier

Figure 1.5: Closed-loop magnetic sensor.

increased complexity, size and cost.
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1.3.1 Hall-effect sensor

Hall-effect sensor is one of the most popular magnetic field sensors. It is based on the
Hall effect so it provides at the output a voltage that is proportional to the external
magnetic field that is, in turn, proportional to the current that generates it

VH = IB

nqd
(1.8)

where I is the bias current, B is the external magnetic field, n is the carrier con-
centration, q is the elementary charge and d is the thickness of the material. The
material properties are usually enclosed in the coefficient RH

RH = 1
nq

. (1.9)

The material thickness d is a trade-off between sensitivity and resistance (losses). One
problem is that the magnetic field also penetrates the area enclosed by the sensing
wires and the induced voltage reduces the measurement accuracy. A simple trick to
solve this problem consists in building a second loop with the same area but opposite
polarity so that the two induced voltages cancel out. Additional circuitry is required
to use the Hall-effect sensor as a current sensor because of an offset which is present
at the output when the input is at zero. The accuracy is medium (5% [1]) when used
in open loop and it is high (0.5% [1]) when used in closed loop. Hall effect sensors
are very popular because of the low cost and compact size. Furthermore, they can be
fabricated using a conventional CMOS technology. Hall effect sensors usually operate
in closed loop in order to achieve good accuracy and large measurement range (up to
kA [1]).

A current sensor that exploits the Hall effect is based on the MagFET [6]. The
MagFET is a Field Effect Transistor having the drain region split in two parts. In
the absence of external magnetic field the drain current equally splits between the
two regions. However, if a magnetic field is present close to the device, the two
currents become unbalanced due to Hall effect and their difference is proportional to
the external field. Typically, the trace carrying the current to be measured is placed
close to the MagFET and the differential drain current is amplified by means of a
transresistance amplifier (fig. 1.6). This amplifier is able to achieve a good immunity
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to external disturbances.

VDD

Current
Buffer

R

MagFET
VG

vOUT

Differential
Amplifier

Figure 1.6: MagFET sensor conceptual scheme.

1.3.2 Fluxgate sensor

Sensors based on fluxgate technology are among the most accurate magnetic field
sensors available today. Its basic working principle exploits the nonlinear relationship
between the magnetic field H and magnetic flux density B inside a magnetic material.
An excitation current is forced through a winding and as a result a magnetic field H0

is generated (fig. 1.7). The excitation magnetic field is in opposite direction in the two
rods so the pickup winding does not see the magnetic field generated by the excitation
winding. A voltage vS is induced in the pickup winding and it is proportional to the
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difference between the time derivative of the flux in the two rods

vS = −2NA

A
dB1

dt
+ dB2

dt

B
. (1.10)

If a sinusoidal current is used to drive the exciting winding, the time dependent
rate of change in each core can be written in terms of the permeability µ

µ = dBHext±H0

d (Hext ± H0) . (1.11)

The permeability is a function of the electric field. Combining 1.10 and 1.11 yields

vS = −2NA

A
µ1

d (Hext + H0)
dt

+ µ2
d (Hext − H0)

dt

B
(1.12)

and if the external field is static, 1.12 becomes

vS = −2NA
dH0

dt
(µ1 − µ2) = −2NA

dH0

dt
µd (1.13)

where µd = µ1 − µ2 is the differential permeability. Provided that the external field
is small with respect to the excitation field, the output voltage has a peak value
proportional to the magnitude of the external field. Sensitivity can be improved by
increasing the frequency of the input current, increasing the number of turns or by
using a magnetic material with a rectangular B-H characteristic. The bandwidth
of the measurement is limited by the time needed to drive the magnetic core from
negative to positive saturation and vice-versa. In order to increase the bandwidth, a
current transformer can be used in combination with the fluxgate sensor.
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Figure 1.7: Current sensor structure based on Vacquier fluxgate principle.

1.3.3 Magneto Resistance effect

Magneto Resistance effect sensors are structures in which the electrical resistance
varies as a function of a magnetic field. This makes them suitable to be used as mag-
netic field sensors hence as current sensing devices. There are several types of MR
effect sensors and they have advantages such as the possibility of integration in ICs
but their main drawbacks are the non linearity and the thermal drift. Anisotropic
Magneto Resistance (AMR) sensors are based on the dependence of the resistance
encountered by a current, on the angle between current direction and magnetization
direction [7]. The external magnetic field is applied perpendicular to the initial mag-
netization direction and this causes the resulting magnetization to vary its direction
fig. 1.8. The variation of the angle between the direction of the current and the
resulting magnetization gives rise to a resistance variation. AMR sensors have low
sensitivity (∆R

R
≈ 2%−4%) [8], high thermal drift and high non-linearity. Giant Mag-

neto Resistance (GMR) offer an improvement in the sensitivity (∆R
R

up to 12.8%) [8],
allowing for the sensing of weaker magnetic fields with respect to the AMR sensors.
A GMR sensor is, in its simplest form, a four layer structure that is made of two
thin ferromagnets separated by a sheet of conductor material (fig. 1.9). The fourth
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layer is made of antiferromagnetic material and one of the ferromagnetic layers has
its magnetization pinned to it. The magnetization of the free ferromagnetic layer,
instead, is oriented by the external magnetic field. The resistance of the structure
depends on the orientation of the two magnetizations with respect to one another, so
it varies with the external magnetic field. Although GMR sensors improve sensitivity,
they suffer from the same problems of non-linear behaviour and high thermal drift
as AMR sensors. This has limited their use, in the past years, to digital applications
such as the reading operations in magnetic recording. At present, GMR current sen-
sors are typically placed in a Wheatstone bridge topology to improve the sensitivity
and minimize the temperature dependent effects. The physical structure of GMR
sensors makes them suitable for integration in ICs.

HEXT

θ = θ(HEXT )

I

M0

M

Permalloy strip

Figure 1.8: AMR structure.
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Free Ferromagnet
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Figure 1.9: GMR structure.
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1.4 Faraday effect

Faraday effect sensors working principle is based upon the ability of birefringent
materials to change the polarization of light propagating through them. Circular
birefringence materials change the polarization of linear polarized light and maintain
the polarization of circular polarized light while linear birefringence materials behave
in the opposite way [9]. Faraday discovered that a magnetic field applied parallel to
the light propagation direction, can induce circular birefringence. If linearly polar-
ized light is sent through a material having small intrinsic circular birefringence, the
rotation plane of the polarization of the light is proportional to the line integral of
the magnetic field

θ = V
Ú

þH · dþs (1.14)

where V is the Verdet constant which is a property of the medium and it indicates the
strength of the Faraday effect. The rotation θ can be measured with the polarimeter
detection method or by using the interferometer detection method. The basic scheme
of the polarimeter detection measurement setup is shown in fig. 1.10. The wire
carrying the main current is sent through a fiber-optic coil with N turns and linearly
polarized light is fed into the coil. The intensity of the light at the output is measured
and it is related to the input light intensity by

Id = I0

2 (1 + sin 2θ) (1.15)

where θ is directly proportional to the current flowing in the wire and it can be
evaluated by using Ampere’s law

θ = V NiC . (1.16)

An alternative measurement technique is the interferometer detection method; the
setup is shown in fig. 1.11. Two circular polarized waves are fed into the either end
of the fiber-optic coil that encloses the main current conductor. The two waves are
converted back to linearly polarized light at exiting the coil and they are processed
by the Sagnac interferometer [10]. The differential phase shift between the two waves
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is given by [11]

∆θ = V N
j

C

þH · dþs = 2V NiC . (1.17)

The detected intensity resulting after interference is

Id = I0

2 (1 + cos ∆θ) (1.18)

where Id is the intensity of the input light [11].

Light

light

source

Polarizer

Polarizer
0◦

45◦Detector

Main conductor

Fibre
coil

Output

Linearly polarized

iC

Figure 1.10: Polarimeter detector.

In order to avoid stress on the fiber optic cable (which would cause variations in
the Verdet constant), the cable must be packaged in a way such that it is protected
from mechanical stress. Fiber optic current sensors are a good alternative to tradi-
tional current transformers and Hall effect sensors in power distribution applications,
where isolation is a critical parameter. They greatly reduce power consumption and
physical dimensions compared to alternative technologies for similar current ratings.
However, due to large cost and complexity these sensors are not used for low current
measurements.
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Figure 1.11: Interferometer detector.

1.5 Comparison

A comparison between the different current sensing techniques shows that for large
bandwidth measurements (∼ MHz) possible solutions can be the shunt resistor, cur-
rent transformer, Rogowski coil, Faraday effect current sensors. Shunt resistors be-
come troublesome for high current measurements due to power loss. Hall effect sen-
sors provide an alternative with low power losses and galvanic isolation but at a
much higher price. For higher performance, closed-loop AMR-based current sensors
or Rogowski coils can be used but due to their high price are only suitable for specific
applications. Current transformers and Rogowski coils are very popular in power
electronics systems. These techniques provide galvanic isolation and good accuracy.
The most suitable for being integrated in power modules are the shunt, Rogowski
coil and the MGR sensors.
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CHAPTER 2

Resistive shunt current sensing

Resistor based current sensing systems are very common. They have advantages such
as simplicity and the ability to measure both AC and DC currents. One important
aspect of these kind of systems is the fact that the sensing resistor can be integrated
in a traditional CMOS process. In fact, shunt resistors have been reportedly realized
[12] by paralleling several metal layers. Many aspects are important when designing
the integrated resistor such as the physical dimensions, the material properties and
the connection to the measurement circuitry. A low TCR metal has to be used
and the shunt must be able to carry the maximal current. A 4 terminals Kelvin
connection is needed in order to achieve a good accuracy. An entirely integrated
measurement chain allows for more compact solutions and also is less susceptible
to external disturbances. These kind of circuits typically comprise a conditioning
amplifier and an analog to digital converter.

2.1 Design choices

For the current work, a shunt resistor is chosen due to its simple operating principle,
low cost, large bandwidth as well as the ability to sense both direct and alternated
currents. The acquisition chain is designed to comply with specifications on the
measurement bandwidth and resolution. Conditioning a large dynamic range signal
is a challenging task in that an acceptable accuracy must be guaranteed on the whole
measurement range; the other issue is related to the amplitude of the smallest signal
to be amplified which can be comparable to the offset of the amplifier and it can
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2.2 Conventional current sensing circuit

easily be covered by noise. The current to be measured is bipolar with maximum
value 20 A and bandwidth equal to 1 MHz. The available supply voltage is 3 V and
the signal is to be digitized on 12 bits. Near the zero crossing, currents down to 1 mA
have to be measured.

2.2 Conventional current sensing circuit

A standard solution is the one shown in fig. 2.1, used for high side current sensing.

iL

RL

RS R1

R2

VP S

vADC

Figure 2.1: High side current sensing.

The circuit operation is as follows: the current to be measured flows in the load
RL and in the sensing resistor RS. All considerations discussed above about the
choice of RS are valid. The resulting voltage

vS = RSiL (2.1)
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is forced across R1 by the operational amplifier hence the current flowing through the
pMOS is

i1 = iL
RS

RL

(2.2)

so the range of the current i1 is determined by the ratio of the two resistors. Current
i1 is then forced through resistor R2 giving rise to the voltage

vADC = iLRS
R2

R1
. (2.3)

This voltage is digitized by an ADC converter.

2.3 Design

In order to analyze the limitations of this topology, components have been sized to
comply with the requirements of the current project. RS is fixed at 10 mΩ and the
load current (unipolar) in the range (0, 20 A) is to be digitized on 11 bits. For a
bipolar current two circuits are needed, one for each polarity.

Assuming that the load current can be scaled by a factor 104, the value of R1 is
extracted by the following relation.

R1

RS

= 104 ⇒ R1 = 104 · RS = 100 Ω. (2.4)

If the ADC range is (0, 3 V), the value of R2 is calculated so that the SNRq is
maximal, which means that the resulting voltage covers the whole range of the ADC

R2 = 3 V
20 A104 = 1.5 kΩ. (2.5)

2.3.1 Resolution

The system resolution is limited by the quantization step amplitude

iLq = iL,max

211 = 9.77 mA, (2.6)

hence the system in exam is not suitable for the measurement of wide dynamic
signals. There are different possible solutions to the problem of wide range signal
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2.3 Design

measurement. One possible solution would be that of using two sense resistors in
series. At large current one of the resistors is shorted while at low current both
resistors are in the main path so that the sensed voltage increases. The alternative
solution is to perform a gain change in the current sensing amplifier. This could lead
to the use of a PGA controlled by a µC or to a nonlinear gain characteristic amplifier.

2.3.2 Frequency limitation

The effects of the operational amplifier bandwidth limitation are analyzed in the
following. In table 2.1the parameters used for the operational amplifier are shown

Ad0 105

GBW 10 MHz

Table 2.1: OA parameters.

and the frequency response is assumed to be a first order one as shown in fig. 2.2.
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Figure 2.2: Single pole frequency response.

The system bandwidth is first evaluated by hand, in a simplified manner and
afterwards simulated with SPICE. For the frequency response evaluation the con-
tribution of the pMOS capacitances is neglected. This is equivalent to saying that
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the only frequency limitation of the system is due to the low pass behavior of the
operational amplifier open loop gain.

The small signal equivalent circuit is shown in fig. 2.3.

Il

RS

R1

R2

Vadc

Vsg gmVsg

Ad(s)

Figure 2.3: Small signal equivalent circuit.

where

Ad(s) = Ad0

1 + s
sp0

(2.7)

and sp0 is the complex frequency of the pole. The closed loop amplification can be
calculated by means of the Rosenstark’s [13] formula

AF (s) = Vadc

Il

= A∞(s)T (s) + A0(s)
1 + T (s) . (2.8)

A∞(s) and A0(s) are given by

A∞(s) = RS
R2

R1

A
Ad(s)

1 + Ad(s)

B
(2.9)

A0 = 0 (2.10)
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while the return ratio is evaluated from the circuit shown in fig. 2.4

T = −gmVsg

Ip

= gmR1(1 + Ad(s)). (2.11)

Ip

RS

R1

R2

Vsg

gmVsg

Ad(s)

Figure 2.4: Small signal equivalent circuit for the evaluation of the return ratio.

The closed loop gain is then given by

AF (s) = Vadc

Il

= RS
R2

R1

A
Ad(s)

1 + Ad(s)

BA
T (s)

1 + T (s)

B
. (2.12)

In order to carry out the simulations a MOSFET with the following parameters
(table 2.2) was used

VT p −0.7 V
µpCOX 50 µA/V2

W
L

20

Table 2.2: pMOS parameters.

Using the strong inversion relation for the MOSFET, the transconductance is
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given by

gm =
ó

2µpCOX
W

L
iD (2.13)

where µp is the mobility of the holes, COX is the specific gate capacitance, W
L

is
the transistor aspect ratio and the drain current is the same as the current flowing
through R1.

In fig. 2.5 the return ratio, calculated in eq. (2.11), is shown at 4 different load
currents. It can be noticed that the loop gain decreases as the load current decreases.
This is due to the decrease of the MOSFET transconductance. In fig. 2.6 the closed
loop gain is plotted for the same load current values. The effect of the loop gain
decreasing with the load current is a shifting of the pole to lower frequencies hence a
bandwidth reduction.
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Figure 2.5: Calculated loop gain at different load currents.

This result is verified through a SPICE simulation of the circuit shown in fig. 2.7.
The graph in fig. 2.8 shows the frequency response of the closed loop gain at different
load currents and the bandwidth reduction as the load current decreases is obvious.

These simple calculations show the limitations of this current sensing system;
both resolution and frequency limitation strongly depend on the dynamic range of
the signal to be measured. In fact, employing uniform quantization with a fixed
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Figure 2.6: Closed loop gain at different load currents.
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Figure 2.7: LT SPICE circuit.

number of bits leads to a fixed quantization step size and small amplitude signals
are measured with a poor accuracy or cannot be measured at all. In turn, also the
frequency limitation is related to the signal dynamic range: the larger the range to
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Figure 2.8: Frequency response of fig. 2.7 simulated with LT SPICE

be covered the larger the loop gain variation (it is due to the gm variation which
depends on the input signal) and so also the bandwidth reduction increases. In the
next chapter these two problems will be addressed by the introduction of a nonuniform
quantization scheme which allows for variable quantization step size and a compressed
range of variation of the input signal that translates in a smaller bandwidth variation.
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CHAPTER 3

System description

In the previous chapter it was pointed out that uniform quantization leads to resolu-
tion and bandwidth limitations when wide dynamic range signals are to be acquired.
Nonuniform quantization can be employed in these cases. Nonuniform quantization
is useful to overcome the resolution limitation which is related to the number of bits
of the converter and, at the same time, compress the range in which the signal varies
hence allowing for bandwidth limitation improvement. Indeed, the bandwidth lim-
itation in a gain varying system can be a problem, specially when the gain of the
amplifier must vary in a very large range. One way to achieve nonuniform quantiza-
tion is to compress the signal with a nonlinear conditioning amplifier followed by a
uniform quantizer; the required steps for nonuniform quantization will be described
further on.

The block scheme of the proposed system is shown in fig. 3.1. The load current
flows through the sense resistor and the resulting voltage is processed by the ana-
log circuitry. The analog to digital conversion is implemented by means of a pulse
counting scheme. A gating signal with duration proportional to the voltage to be
converted is used to enable a counter which counts the pulses of a fixed frequency
clock signal. At the end of each conversion cycle, the counter value is latched into
an output register. The output code is composed by appending to the counter value
(in the MSB position, acting as a sign bit) the output of a comparator placed at the
input which acts as a polarity detector. The advantage of such a system is given
by the fact that the output data is already in digital form hence a dedicated A/D
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converter is not needed. This means that the data could also be used for on-chip
processing. The various blocks will be presented in the following.

+

-

iL

RS vS

Analog

conditioning

Ramp

generator

vADC

tx FSM

CNT
EN

CLK

f0

DOUT

SIGN

11

N = 12

R

E

G

Figure 3.1: Block scheme of the system.

3.1 Nonuniform quantization

Signal conversion in a data acquisition system implies quantization in both time
and amplitude. Both these operations tend to cause the accuracy of the system to
deteriorate. Quantization in amplitude causes a loss of information in the analog to
digital conversion process. This is due to the fact that a finite number of digits has
to be used to represent a sampled variable. The characteristic of a uniform quantizer
is shown in fig. 3.2.

It can be expressed as

xq = nq, (n − 1
2)q ≤ x < (n + 1

2)q (3.1)

where x is the input quantity, xq is the output and q is the quantization step. Uni-
form quantization results in small relative errors when large amplitude signals are
converted. However, in the conversion of small amplitude signals only few quanti-
zation levels are used hence large relative errors are introduced. If a large dynamic
range signal is to be converted with a small number of bits, nonuniform quantization
can be employed. The need for nonuniform quantization arises in those cases where
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x

x

Figure 3.2: Uniform quantization

the range of the signal to be acquired is very large and the smallest signal to be
measured is not able to excite a single quantization interval. Nonuniform quanti-
zation can provide fine quantization of the weak signals and coarse quantization of
the strong signals ([14], [15], [16]). Thus, in the case of nonuniform quantization,
quantization noise can be made proportional to signal size.

There are several ways to achieve nonuniform quantization of a signal. The most
straightforward is the one based on the nonlinear conditioning of the input signal
(compression). For small magnitude signals, the compression characteristic has a
much steeper slope than the slope for large magnitude signals. Thus, a given signal
change at small magnitudes will carry the uniform quantizer through more steps than
the same change at large magnitudes. After compression, the distorted signal is used
as an input to a uniform quantizer. The non uniformly spaced levels are obtained after
applying the inverse compression characteristic (expansion); this operation is typically
done in software. The required steps for nonuniform quantization are qualitatively
illustrated in the following fig. 3.3 and fig. 3.4.
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iL

vADC

(a)

vADC

DOUT

(b)

iL

DOUT

(c)

Figure 3.3: Nonuniform quantization: (a) compression, (b) uniform quantization,
(c) expansion.
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iL

iL

Figure 3.4: Nonuniform quantization.
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3.2 Analog conditioning circuitry

The analog conditioning circuit (block scheme shown in fig. 3.5) is made of two
blocks: a first block used to rectify the input signal and a second block performing
signal compression. The first block is needed since the input signal is bipolar and
the same nonlinear characteristic has to be applied to both positive and negative
signals. For this reason a comparator is placed at the input in order to detect the
polarity of the input signal and feed this information directly to the output register.
The logarithmic amplifier is used to compress the signal dynamic thus allowing for
nonuniform quantization.

vS vB vADC

Figure 3.5: Analog conditioning circuit - block scheme.

The load current is translated into a voltage by means of the shunt resistor RS.
RS = 10 mΩ provides a maximum voltage of 200 mV at maximum load current iL =
20 A(fig. 3.6). A functional level (operational amplifiers) schematic of the rectifier is
shown in fig. 3.7. It’s output acts as an input to the logarithmic amplifier which is
shown in fig. 3.8. The complete circuit is shown is fig. 3.9. This circuit has been
used for the spectre simulations in order to define the requirements for the operational
amplifiers.

AC simulations show the huge impact that the GBP (Gain-Bandwidth product)
of I4 has on the overall frequency response. This is due to the fact that I4 operates
as an inverting amplifier with a variable gain since a nonlinear element is present in
its feedback loop (fig. 3.10). This means that the feedback impedance is not constant
and it is given by the dynamic impedance of the diode

Zdiode = ∂vD

∂iD

= VT

iD

. (3.2)
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Figure 3.6: Sense resistor characteristic.
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Figure 3.7: Amplification and absolute value circuit.

From eq. (3.2) it can be seen that the feedback factor is inversely proportional
to the input signal. An input signal covering a dynamic range of 86 dB causes the
feedback factor and, as a consequence, the closed loop gain to vary over a range
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Figure 3.8: Logarithmic amplifier.
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Figure 3.9: Complete amplifier.

larger than 4 decades. In constant gain-bandwidth amplifiers, this leads to severe
bandwidth limitation as shown in fig. 3.11, where a GBP = 10 MHz was used for
the operational amplifier. At small current values the circuit operates in the steep
region of the characteristic, thus I4 works with a fairly large closed loop gain hence
its bandwidth reduces and limits the bandwidth of the whole chain. In fig. 3.12 it
is shown that, in order to achieve a 1 MHz minimal bandwidth, a GBP of 1 GHz is
needed.

Because of this limitation a change in the topology is necessary. Since the logarith-
mic amplifier relies on the amplification of the difference between two diode voltages,

34



3.2 Analog conditioning circuitry
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Figure 3.10: Inverting amplifier with varying feedback impedance.
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Figure 3.11: Logarithmic amplifier bandwidth limitation.

a solution to the problem can be that of using the schematic shown in fig. 3.13.
It is the well known instrumentation amplifier which is able to amplify and shift a
differential voltage.

The dependent current source iIN represents the current output rectifier which
can be represented by the schematic in fig. 3.14

The in-out relation of the rectifier is

iIN = GRS|iL| (3.3)
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Figure 3.12: Logarithmic amplifier gain-bandwidth requirement.
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Figure 3.13: Logarithmic amplifier exploiting an instrumentation amplifier.

and it is plotted in fig. 3.15. The choice of G is dictated by the chosen range for
iINwhich is fixed as iIN ∈ (10 nA, 200 µA). It is clear that this current has to cover
a dynamic range that is equal to the one covered by the load current since all stages
before this one are linear. The extreme values of the chosen interval are related to
the characteristics of real bipolar transistors such as finite current gain and series
resistance, which limit the range in which the logarithmic relation is followed by the
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Figure 3.14: Current output rectifier.
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Figure 3.15: Rectifier characteristic.

pn junction; this choice will be further explained in the next chapter.
The in-out characteristic of the logarithmic amplifier can be written as

vADC = VQ + VK ln
A

K

J
· |iIN |

I0

B
(3.4)
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where K and J represent the emitter areas of Q2 and Q3 respectively. The current
I0 is fixed at 10 µA. This choice affects the zero thermal drift point but it is not
important for the measurement range. In fact, chosen I0, the characteristic can be
shifted by means of VQ so that the desired range is covered. VK is typically indicated
as measured in V/decade. This notation is related to the fact that VK fixes the range
of the input signal that can be covered with a certain output voltage range. In the
specific case the input signal covers a range of 2 · 104 or, equivalently, 4.3 decades.
Hence VK must be chosen so that it allows the measurement of a signal covering this
range. If the available output voltage range is indicated with OR then the angular
coefficient is given by

VK = OR

#decades
log10 e. (3.5)

From this relation it appears that the smaller VK , the better, since this would
imply a larger input range. However, VK is also related to the sensitivity of the
inverse compression relation with respect to vADC . Indeed, when the iL current is
evaluated from the vADC voltage, its relative sensitivity is

SiL
vADC

= ∂iL

∂vADC

vADC

iL

= vADC

VK

. (3.6)

As a trade-off between input dynamic range and reduced iL sensitivity, VK is
chosen for a 5 decades input range which is slightly larger than the range covered by
the desired signal (4.3 decades). Assuming an output range of OR = 2.8 V, which is
reasonable for a rail-to-rail amplifier, the angular coefficient is

VK = log10 e · 2.8 V
5 dec = 0.243 V/dec. (3.7)

This choice of VK yields a maximum sensitivity of

SiL
vADC

= 2.8 V
0.243 V = 11.5 (3.8)

at maximum input signal. This can be interpreted as follows: when calculating
iL starting from the measured vADC (errors related to the A/D conversion are not
considered for now), an error of 1% in the measurement of vADC gives rise to an error
of 11.5% in the calculation of iL, at full range. This sensitivity is not constant and it
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3.2 Analog conditioning circuitry

is proportional to the input quantity amplitude. This is the price to pay for increased
resolution at small input signal levels. So both the quantization error and the error
due to the analog circuitry are minimal at minimum input signal and increase as the
signal amplitude increases. VQ vertically shifts the characteristic and it is calculated
so that at full range the output voltage is vADC(20 A) = 2.8 V.

In fig. 3.16 the characteristic of the logarithmic amplifier is shown while in fig. 3.17
the characteristic of the complete conditioning circuit (including the shunt resistor)
is plotted.
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Figure 3.16: Logarithmic amplifier characteristic.
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Figure 3.17: Complete acquisition channel characteristic; the correct sign is found
by looking at the bit carried by the input comparator.

3.3 Time-based analog to digital conversion

Voltage to time conversion can be used to implement a form of low-cost analog to
digital conversion. Circuit is shown in fig. 3.18 while the waveforms are shown in
fig. 3.19.

vADC

vRAMP

tx

Figure 3.18: Voltage to time conversion.

The voltage to be converted is compared with a linearly rising voltage. The
comparator output is a voltage pulse whose duration is proportional to vADC . This
pulse is used as a gating signal for a counter and so a numeric value proportional to
the input voltage is obtained. This value is latched into an output register after each
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3.3 Time-based analog to digital conversion

Figure 3.19: Voltage to time conversion - waveforms.

conversion interval TS. The operation of the whole digital part is timed by a finite
state machine which operates in three basic phases (fig. 3.20)

Acquisition
entry:
sample	=	1;
during:
sample	=	0;
ramp_ctrl	=	0;
if	(tx_in	==	1)
				cnt_ctrl	=	1;
else
				cnt_ctrl	=	0;
end
cnt_rst	=	0;
reg_ctrl	=	0;
exit:
cnt_ctrl	=	0;

Reset
entry:
ramp_ctrl	=	1;
cnt_rst	=	1;
EoC	=	1;

Conversion
entry:
reg_ctrl	=	1;
during:
ramp_ctrl	=	1;

[trise_in	==	2048]
[tfall_in	==	2068]

Figure 3.20: FSM state diagram.

In the acquisition state the gating signal is high and the counter increases its value
at each clock pulse (fig. 3.21). Once the ramp voltage reaches vADC the gating signal
goes low and the counter output is latched into the register. At the end of the cycle
the counter is reset and the process can start over. The cycle duration is TS and it
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is fixed depending on the required sampling frequency. Since the desired bandwidth
is BW = 1 MHz a sampling frequency of fS = 10 MHz can be assumed. This gives
a conversion time TS = 100 ns. In order to compute the required clock frequency it
can be noticed that vADC is to be converted on 11 bits (since 12 bits are required and
one bit is reserved to the sign). Hence the max count in TS is

NMAX = 211 − 1 = 2047. (3.9)

The clock frequency can be computed as

f0 = 2047 · fS = 20.47 GHz (3.10)

Figure 3.21: Pulse counting.

Another parameter to be specified is the slope of the ramping voltage. Since it
has to sweep OR = 2.8 V in TS = 100 ns, its slope will be

kT = OR

TS

= 28 V/µs (3.11)

The input-output relation of the voltage to time converter is given by

tx = vADC

kT

(3.12)

and it plotted in fig. 3.22
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Figure 3.22: Voltage to time characteristic.

In order to obtain the in-out characteristic, the number of pulses (mx) counted at
the end of each sampling interval can be computed as

mx = åtxf0æ =
E

vADC

kT

f0

F
. (3.13)

The input-output relation of the counter is shown in fig. 3.23. The output code
DOUT is a 12-bit signed representation of the input current where the amplitude
(given by the 11 LSB) is calculated as

mx =
 f0

kT


VQ + VK ln

A
GRS|iL|

I0

B

 . (3.14)

The inverse compression relation is applied in order to obtain the amplitude of
the sensed current, while the correct polarity is given by the MSB

---iL

--- = I0

GRS

exp



mxkT

f0
− VQ

VK


. (3.15)

The quantization step can be derived from eq. (3.15) as (characteristic is sym-
metric so sign is not important for quantization step size)

iLq = ∂iL

∂mx

= iL · OR

VK · 2N−1 . (3.16)
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Figure 3.23: Time to code characteristic.

In the following two images (fig. 3.24, fig. 3.25 the quantization step size is shown
for uniform and nonuniform quantization. From the second one it can be seen that
the relative quantization error is constant for nonuniform quantization.
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Figure 3.24: Quantization step.

In the following (fig. 3.26, fig. 3.27), some time domain simulations, carried out by
means of Simulink, are shown. The test signal is a sinusoidal current with amplitude
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Figure 3.25: Quantization step relative to the signal amplitude.

iL,peak = 20 A and frequency f = 1 MHz. Since the signal goes through a nonlinear
conditioning block, the vADC voltage is strongly distorted hence an increase in the
bandwidth occupation is to be expected. In fig. 3.26 the voltage to be converted
and the sampled one are shown; this simulation highlights one of the drawbacks
of the proposed system that is, sampling frequency must be much higher than the
required bandwidth which, in turn, would require the frequency of the oscillator to
increase. In fig. 3.27 the input current and the reconstructed one, after applying the
expansion relation to the acquired voltage are shown. The reconstructed current could
be smoothed by the use of digital filtering but this, again, would cause a reduction
in the bandwidth of the system.

In the following chapter the design of the logarithmic amplifier is presented.
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Figure 3.26: Time domain simulation performed on the block scheme.

Figure 3.27: Time domain simulation performed on the block scheme.
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CHAPTER 4

Analog conditioning circuitry

The analog blocks that were designed and simulated are presented in this chapter.

4.1 Log amplifier review

As seen previously, the logarithmic amplifier can be built by using two diode con-
nected transistors and an instrumentation amplifier (fig. 4.1).

+

-

VDD

I0iIN

InAmp

A

VREF

vLOG

Q2, J Q3, K

Figure 4.1: Logarithmic amplifier with instrumentation amplifier.

Q3 is biased at fixed current while Q2 is driven by the input current. The instru-
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Analog conditioning circuitry

mentation amplifier performs the following operation

vLOG = A(VREF + v+ − v−). (4.1)

The difference v+ −v− is equal to vBE2 −vBE3 and it is proportional to the natural
logarithm of the input current. So the output voltage is related to the input current
by

vLOG = A


VREF + VT ln

A
iIN

I0

B
 . (4.2)

4.2 BJT characterization

Logarithmic amplification is based on the voltage-current curve of a pn junction
having exponential behavior (fig. 4.2)

iD = IS exp
A

vD

ηVT

− 1
B

. (4.3)

vD

iD

Figure 4.2: Diode voltage and current convention.

The unitary term can be safely neglected for any vD a few times larger than the
thermal voltage. In eq. (4.3) there are several parameters that depend on technology
or other factors such as temperature. The parameter η is technology dependent while
the reverse saturation current depends on doping levels and on temperature. In order
to remove η a BJT with its base tied to its collector can be used instead of a diode.
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4.2 BJT characterization

In fact, in the BJT formula the ideality factor is not present (from Ebers-Moll model)

iC = IS


exp

A
vBE

VT

B
− 1


 . (4.4)

In a diode connected transistor the collector current depends exponentially on
vBE while the current that can be forced from the outside is the emitter current. For
this reason the approximation iE Ä iC is introduced which can be reasonable when
the current gain is much larger than unity. The current gain is dependent, among
other things, on the collector current so it is important to take this into account
when choosing the current range in which the BJTs are to be used. The reverse
saturation current value also cannot be controlled by the designer so its effect has
to be removed from the characteristic. The traditional solution to this problem is
the use of a second BJT, matched to the first one so that the IS can be assumed
to be the same; the difference between the two vBE, thanks to the properties of
the logarithm, is not dependent on IS. Besides finite current gain, there is another
problem with real bipolars related to the nonzero series resistance which at large
current can have an important effect and make the diode characteristic differ from
the expected logarithmic one.

In order to select the best range in which the bipolars can be used, the available
vertical BJTs were characterized through simulations. The following testbench was
used (fig. 4.3)

Emitter current of diode connected BJTs was swept from 1 nA to 500 µA, covering
a range which is larger than the required one. Also the temperature was changed
in steps and the current gain and series resistance were extracted. The current gain
curves are shown in fig. 4.5 as a function of emitter current and at different junction
temperatures. It can be seen that below 1 nA the current gain keeps decreasing so
the approximation iE Ä iC would not be reasonable anymore. As to the large current
values, the extracted series resistance value is around 100 Ω. The effect of the series
resistance can be seen from the logarithmic vBE - iE plot (fig. 4.6). This plot shows
that the measured vBE departs from the theoretical one at large emitter current. The
curve labeled vBE is the one extracted from the simulation. The curves labeled as
vBEE and vBEC were calculated as
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VDD

vBE

iE

Figure 4.3: BJT characterization.

vBEE = VT ln
A

iE

IS

+ 1
B

(4.5)

vBEC = VT ln
A

iC

IS

+ 1
B

(4.6)

where IS is the inverse saturation current and it was calculated from the simulated
curve. It can be seen that these two curves are virtually overlapped which shows that
the effect of the finite current gain is not important in the chosen range. The curve
labeled vBER is calculated by assuming the model shown in fig. 4.4 for the diode
connected BJT

vBER = VT ln
A

iE

IS

+ 1
B

+ RSiE. (4.7)

From the curves in fig. 4.6 it can be seen that the best current range for the
usage of the BJTs is the one from 1 nA to 20 µA. Since a current of 1 nA is not easy
to work with, it is better to increase the area of the transistors so as to be able to
work with larger current values. The BJT is made of 10 unit transistors so that the
input current range is 10 nA to 200 µA. In order to have a good matching the two
transistors have the same emitter area. Choice of the current I0 affects the point
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iE

vBE

RS

Figure 4.4: Diode connected BJT - series resistance.

at which the logarithm is zero. It is typically placed near the center of the input
range (geometrical mean) because this minimizes the temperature dependence of the
characteristics. In fact the zero point has zero thermal drift. In this case the center
of the input range is around 3 µA. I0 can be fixed at 10 µA which is easy to generate
and will be used for other tasks as well (bias current for the analog blocks).
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Figure 4.5: Vertical NPN transistors’ current gain curves.
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Figure 4.6: Vertical NPN transistors’ vBE - iE curve.

4.3 DDA

Traditional instrumentation amplifiers require the use of three operational amplifiers
and several resistors. The schematic is shown is fig. 4.7. The main advantages are
the possibility of amplifying a differential signal with also the possibility to apply a
vertical shift to the resulting signal. 3 OA INAs offer very large input impedance and
good common mode rejection ratio (it is related to the matching of the resistors).
The characteristic of the circuit is the following

vOUT = VREF + R2

R1

A
2 + RG

R

B
(v+ − v−). (4.8)

However, for CMOS integrated circuit design the instrumentation amplifier can
be realized as a single block. It goes by the name of Differential Difference Amplifier
([17]) and its block scheme is shown in fig. 4.8. The input output relation is

vOUT = Gm1RvD1 − Gm2RvD2 (4.9)

and, assuming Gm1 = Gm2 = Gm

vOUT = GmR(vD1 − vD2) (4.10)
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v−

v+

R

R

RG

R1

R1

R2

R2

VREF

vOUT

Figure 4.7: 3 OpAmp instrumentation Amplifier.

The difference between the output currents is forced through a load resistor. If
connected with a resistive feedback (fig. 4.9), provided that the open loop gain (GmR)
is large enough, the output voltage can be written as

vOUT =
!
VREF + (v+ − v−)

"
A

1 + R2

R1

B
Gm2

Gm1
. (4.11)

The transconductance elements can be simple differential pairs (fig. 4.10). If the
differential input signal is not small, like in the current case, some local feedback is
needed in order to improve linearity and increase the input differential range of each
pair (fig. 4.11, it is usually drawn as in fig. 4.12, the small signal operation is the
same for both circuits).

The differential output current is given by

iD = iD1 − iD2 = gm(v+ − v−) (4.12)

where gm is the transconductance of each transistor. For the source degenerated
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Figure 4.8: Differential Difference Amplifier.
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Figure 4.9: Feedback connected Differential Difference Amplifier.

differential pair the transconductance is fixed through the source resistor

Gm = gm

1 + gmRS

. (4.13)

If gmRS º 1 the transconductance is roughly independent of the parameters of the
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v−v+

IB

M1 M2

iD1 iD2

Figure 4.10: Differential pair.

v−v+

IB

M1 M2

iD1 iD2

RS RS

Figure 4.11: Differential pair with local feedback.

transistor and is given by

Gm Ä 1
RS

. (4.14)
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v−v+

IB

2
IB

2

M1 M2

iD1 iD2

2RS

Figure 4.12: Differential pair with local feedback, alternative representation.

RS is chosen in order to increase the differential voltage swing according to the
maximum ∆vBE (fig. 4.13).

 

iD

vDvD,MAX

slope = gm

slope = Gm

Figure 4.13: Differential pair with local feedback, input swing.

Since the input voltages are smaller than 1 V, the differential pairs are built with
p type MOSFETS which present a common mode input range that includes the
reference voltage. The difference between the differential currents is performed by a
cascode load whose output impedance acts as a current to voltage converter. Adding
a second stage to the amplifier allows to increase the low frequency gain and, by
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proper frequency compensation, also the unity-gain frequency. Furthermore, the
cascode load has a relatively small output swing so adding an n-type common source
output stage allows to achieve an output swing that can virtually reach the negative
supply rail. Since the amplifier does not have to drive resistive loads (as shown in
fig. 4.24), a low output impedance buffer stage is not needed.

In order to study the frequency response of the amplifier, the circuit shown in
fig. 4.14 is analyzed, where resistance and capacitance for each node towards ground
have been highlighted. The pole associated to node 1 is typically not considered
since the impedance of that node towards ground is low (R1 ≈ 1

gmK5
). Resistance and

capacitance associated to nodes 2 and 3 can be approximated as

R2 ≈ (roK4gmK4roK2) ë (roK6gmK6(roK8 ë roP 1 ë roP 3)) (4.15)

C2 ≈ CgdK6 + CdbK6 + CgdK4 + CdbK4 + Cgs6 (4.16)

R3 ≈ ro,6 ë ro,7 (4.17)

C3 ≈ Cgd6 + Cdb6 + Cgd7 + Cdb7 + CL. (4.18)

The MOSFET parasitic capacitances can be calculated as

Cgs = 2
3C Í

OX + Cgs,OW (4.19)

Cgd = Cgd,OW (4.20)

Cgb = Cgb,OL (4.21)

Csb = C Í
j0AS + C Í

jSW 0PS (4.22)

Cdb = C Í
j0AD + C Í

jSW 0PD (4.23)

where the typical ([18]) technological parameters shown in table 4.1 were used.
A frequently used compensation technique is the Miller compensation, shown in

fig. 4.15. This technique allows for pole splitting between the first two poles which
are approximately given by ([18])

fp1 ≈ 1
2πgm6R1R2CC

(4.24)
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Figure 4.14: Two stage amplifier, circuit for the frequency response evaluation.

C Í
OX 1.75 fF/µm2

Cgs,O 0.2 fF/µm
Cgd,O 0.2 fF/µm
Cgb,O 0.1 fF/µm
C Í

j0 0.4 fF/µm2

C Í
jSW 0 0.1 fF/µm

Table 4.1: Capacitance technology parameters.

fp2 ≈ gm6CC

2π(CCC1 + C1C2 + CCC2) . (4.25)

Miller compensation also yields a RHP zero at

fz = gm6

2πCC

(4.26)

which causes the phase to decrease hence reduces phase margin. There are several
ways to tackle the RHP zero problem; since the zero arises because of the bypass
path around M6, one way of avoiding it is that of feeding back the current indirectly
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([18]) as can bee seen in the complete circuit shown in fig. 4.16.
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C2 C3
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VB4
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3

Figure 4.15: Two stage amplifier with Miller compensation.
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CC

VDD

vOUT

RX RY

vP 1 vP 2vN1 vN2

M1 M2 M5

M6

M7

M8

M9

M10M11M12M13

M14

M15 M16

MK1 MK2

MK3 MK4

MK5 MK6

MK7 MK8

MP 1 MP 2 MP 3 MP 4

Figure 4.16: Differential difference amplifier. All nMOS have the body connected to
ground and all pMOS have the body connected to VDD.

Resistances RX and RY have the same value of 40 kΩ, calculated so that the max-
imum differential signal at the input of the pairs does not cause the input transistors
to turn off.
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The symbol used for the DDA is shown in fig. 4.17.

+

-

+

-

Figure 4.17: Differential difference amplifier, symbol.

The extracted parameters for the MOSFETs, obtained as average values for differ-
ent polarization conditions, are shown in table 4.2. The indicated threshold voltages
assume no body effect; in case of body effect a slightly higher threshold voltage is
used.

Type VT H λ µCOX

n 0.51 V 0.024 V−1 100 µA/V2

p −0.75 V 0.026 V−1 46 µA/V2

Table 4.2: Extracted MOSFET parameters.

Since there are no particular constraints on the transconductance of M6, its aspect
ratio is chosen so that it can be correctly driven by the cascode stage. The aspect
ratios of the transistors are shown in table 4.3.

The open loop gain of the DDA is simulated by using the testbench shown in
fig. 4.18. The frequency response is plotted in fig. 4.19. The AC simulation shows a
DC open loop gain of ≈ 100 dB and

GBW Ä 20 MHz (4.27)

PM Ä 75°. (4.28)

Since the capacitance values used to estimate the frequency response are typical
values, the frequency response was simulated also for variations of the load capaci-
tance and the compensation capacitance. The load capacitance is represented by the
gate capacitance of MA (fig. 4.24) and it is estimated to be ≈ 15 fF. However, this is
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Device AR
M1, M2, M5 6/1.2
M6 1.2/1
M8 4.3/1.2
M9 27.6/1.2
M10 13/1.2
M7, M11, M12, M13, M15, M16 10.8/1
M14 0.84/1.2
MP 1, MP 2, MP 3, MP 4 154/1
MK1, MK2 5.4/0.7
MK3, MK4 49/1
MK5, MK6 23/1
MK3, MK4 7.5/0.7

Table 4.3: DDA transistor sizes.

+

-

+

-

Vin

1 F

100 MΩ
CL

VB
VB

Figure 4.18: DDA AC simulation testbench.

a typical value and it does not account for layout parasitic capacitances so the open
loop response was simulated for CL1 = 30 fF and CL1 = 100 fF. The results plotted
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Figure 4.19: Open loop gain of DDA.

in fig. 4.20 show that both the GBW and the PM do not change much, thanks to
the fact that CC is much larger than both C1 and C2.
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Figure 4.20: Open loop gain of DDA for different load capacitances.

The open loop response has also been simulated for a ±20% variation of the
compensation capacitor value. The results are shown in fig. 4.21.

Finally, the output swing was simulated by using the testbench shown in fig. 4.22.
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Figure 4.21: Open loop gain of DDA for ±20% compensation capacitance variation.

From the results plotted in fig. 4.23 it can be seen that the output can virtually drop
down to zero hence the amplifier is able to correctly drive MA even at the minimum
input signal value.
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VIN
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Figure 4.22: DDA DC simulation testbench.
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Figure 4.23: Output voltage swing of DDA.

4.4 Temperature dependence

The logarithmic characteristic has been compensated for the temperature variations
by removing the IS from the expression. However, there is still a temperature depen-
dence which is represented by the thermal voltage VT . The voltage across a diode is
directly proportional to the absolute temperature. This temperature dependence can
be theoretically removed by using an amplifier having a CTAT gain. Indeed, assum-
ing that an amplifier with a gain A = K

VT
is available, the output voltage would be

independent of temperature variations. In discrete realizations the solution was that
of using a temperature dependent resistor to set the gain of an operational amplifier.
This is not possible in integrated circuits since, although integrated resistors with
different temperature coefficients are available, it is not possible to realize a precise
ratio of resistors built in different process steps. One possible solution is that of using
a current multiplier/divider circuit. A current output is required so the logarithmic
amplifier is modified in the following way (fig. 4.24).

The output current is given by

iLOG = vLOG

R1
= 1

R1


VREF + VT ln

A
iIN

I0

B
 . (4.29)
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∆vBE

VREF

vLOG

iLOG

R1

MA

+

−

Figure 4.24: Differential difference amplifier, current output.

R1 is chosen to be 29.8 kΩ so that the maximum current is iLOG,max = 10 µA. The
iLOG current, as written in eq. (4.29), has a PTAT (proportional to absolute tempera-
ture) component and a constant component related to VREF . If VREF is made PTAT,
the output current is then exactly PTAT as well. The temperature dependence is
removed by dividing iLOG by a PTAT current and multiplying it by a temperature
independent reference current, as shown in fig. 4.25

iADC = iLOG

IP T AT

IREF . (4.30)

×÷

iLOG

IP T AT

IREF

iADC

Figure 4.25: Current multiplier/divider block.
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4.4.1 Current multiplier/divider

A current multiplier/divider presented in the literature [19] is based on a translinear
loop (shown in fig. 4.26). The circuit operation can be analyzed in a simple way
by neglecting the base currents (this implies large enough current gain). Transistors
QA, QB, QC are current driven by I1, I2, I3 respectively. The 4 vBE voltages form a
translinear loop and the base-emitter voltage of QD is given by

vBE,D = vBE,A + vBE,B − vBE,C . (4.31)

Since each vBE voltage is a logarithmic function of the collector current, the output
current is given by

i4 = i1 · i2

i3
. (4.32)

VDD

QA

QB QC

QD

i1

i2 i3

i4

Figure 4.26: Current multiplier/divider.

A modified version of this circuit has been presented [20] that allows to reduce
the error due to the finite current gain of the transistors (fig. 4.27).

Two DC simulations of the multiplier/divider are shown in fig. 4.28 (division by
1) and in fig. 4.29 (division by 2).

The AC response is shown in fig. 4.30 (divider by one) and in fig. 4.31 (divider
by two). It can be seen that the −3 dB bandwidth extends well beyond 10 MHz.
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VDD
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QB QC
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Figure 4.27: Improved current multiplier/divider.
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Figure 4.29: DC sweep of divider by two.
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Figure 4.30: AC response of divider by one.
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Figure 4.31: AC response of divider by two.
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4.4.2 PTAT references

In order for iLOG to be truly PTAT, the reference voltage used to shift the ∆vBE

should also be PTAT. The schematic of a PTAT current reference [18] is shown in
fig. 4.32. It is composed of the startup circuit whose task is to make the zero current
equilibrium point an unstable one and the two back-to-back cascode mirrors that
force the same current through the two bipolar transistors. The two BJTs have
different emitter areas so as to generate a PTAT voltage drop across the resistor R.
The current through R is given by

IP T AT = VT

R
ln L. (4.33)

A PTAT voltage can be obtained by simply forcing the PTAT current through a
resistor.

VP T AT = MVT ln L. (4.34)

Simulations of the circuit show the operation in a temperature range from −40 ◦C
to 125 ◦C. The current and the voltage are plotted in fig. 4.33 and fig. 4.34 respec-
tively.
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Figure 4.32: PTAT current and voltage references. All unlabeled pMOS are 30
1 and

all unlabeled nMOS are 10
1 . nMOS have the body connected to ground while pMOS
have the body connected to VDD.
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Figure 4.33: PTAT current.
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Figure 4.34: PTAT voltage.
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4.4.3 High compliance current mirror

The current at the output of the translinear circuit is (approximately) not dependent
on the temperature. It can now be converted into a voltage by forcing it through a
resistor. The output voltage should be referred to ground so a current mirror can copy
the current sinked by the temperature compensation circuitry into an output resistor.
In order to have a high output impedance and a good voltage swing, an improved p
type current mirror is used. The circuit has been presented in [21] and it allows for an
accurate mirroring over a wide range of output voltage. Regulated cascode structures
M1-M4 and M5-M8 behave like MOS transistors with higher output resistance. N
type MOSFETs M4 and M8 are employed to push M1 and M5 at the border of the
saturation region hence the output voltage compliance improves.

DC simulation (fig. 4.36) shows excellent matching between in and out currents
up to 10 µA with the output node voltage up to 2.8 V (280 kΩ resistor connected at
the output node). AC simulation (fig. 4.37) shows that the −3 dB bandwidth goes
up to around 10 MHz. The transistor sizes are given in table 4.4.

VDD

iIN

iOUT

IBIAS

M1

M2

M3

M4

M5

M6

M7

M8

M9aM9b

M10M11M12M13M14

Figure 4.35: High compliance current mirror. nMOS have the body connected to
ground while pMOS have the body connected to VDD.
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Device AR
M1, M2, M5, M6 30/0.5
M3, M7 0.5/0.5
M4, M8 0.5/0.5
M9a 15/0.5
M9b, M10, M11, M14 1.5/0.5
M12, M13 1.5/0.5

Table 4.4: Current Mirror MOSFET sizes.
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Figure 4.36: Output current mirror characteristic.
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4.5 Simulations

The complete logarithmic amplifier is shown in fig. 4.38.

+

-

+

-

IP T AT

vADC
iLOG

iADC

×÷

R1 R2

MA

I0 IBiIN
Current
Mirror

IREF

VP T AT

Q2, J Q3, K

Figure 4.38: Temperature compensated logarithmic amplifier.

By combining the characteristics of all sub-blocks the input-output relation of the
logarithmic amplifier is obtained as

vADC = VQ + VK ln
A

iIN

I0

B
= R2

R1


IREF RM + IREF R

ln L
ln
A

iIN

I0

B
 . (4.35)

It can be seen that this expression depends on the ratio of two resistors and on
two fixed constants (L, M) which is desirable for reducing the technology dependent
uncertainty. The product IREF R can also be made relatively technology independent
since the current IREF can be obtained by means of a resistor which is matched to
R.

Simulated DC characteristic and the theoretical one are plotted in fig. 4.39 while
in fig. 4.40 the input and output currents of the multiplier/divider circuit are shown.

Simulations at varying T were carried out in order to verify the reduced temper-
ature dependence. The current at the input of the multiplier is plotted in fig. 4.41
for temperature varying between 0 ◦C and 100 ◦C while fig. 4.42 shows the current at
the output of the multiplier in the same temperature range. The output voltage is
shown in fig. 4.43.

AC simulation for input current from 10 nA to 200 µA is shown in fig. 4.44.
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Figure 4.39: DC simulation, VADC(IIN).
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Figure 4.40: DC simulation, input and output currents of the multiplier/divider
circuit.

The DC simulations show a good linearity and a good compensation of the tem-
perature effects. The relative error of the simulated output voltage with respect to
the ideal one is plotted in fig. 4.45. It shows a relative error of about 9% at minimum
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Figure 4.41: DC simulation with varying T, multiplier input current.

10
-8

10
-7

10
-6

10
-5

10
-4

1

2

3

4

5

6

7

8

9

10

11
10

-6

T = 0 °C

T = 25 °C

T = 50 °C

T = 75 °C

T = 100 °C

Figure 4.42: DC simulation with varying T, multiplier output current.

current down to about 1% at maximum current. From the AC simulation it can be
seen that the −3 dB bandwidth at minimum input current is slightly lower than the
target. This is due to the fact that the employed circuit still comprises a voltage to
current amplifier as fig. 2.1, hence the transconductance of transistor MA decreases
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Figure 4.43: DC simulation with varying T, output voltage.
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.

with the input signal. However, the improvement in terms of bandwidth with respect
to fig. 2.1 is clear; indeed, the signal variation range has been compressed from 4.3
decades to 1 decade, hence the system bandwidth limitation is reduced.

79



Analog conditioning circuitry

10
-8

10
-7

10
-6

10
-5

10
-4

-0.01

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Figure 4.45: vADC relative error over the whole input current range.
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CHAPTER 5

Conclusions and future work

A current sensing system based on nonuniform quantization is presented. As shown in
the previous chapters, nonuniform quantization yields constant relative quantization
error hence allowing for the measurement of weak signals. The system bandwidth
is weakly dependent on signal amplitude since the variation range has been com-
pressed through a logarithmic amplification. This relaxes the requirements on the
gain-bandwidth product of the operational amplifier. Also, temperature dependence
has been compensated for. Time domain simulations at system level show that the
resolution, although the analog conditioning would allow to overcome this problem,
can be deteriorated by the not sufficiently high sampling frequency. Circuit level
simulation results show that the DC accuracy of the circuit ranges is around 9% at
minimum input signal. The minimum bandwidth is about 1 MHz in the worst case
conditions (minimum input current).

Following issues could be considered for future work:

• An accurate study of the optimal sampling frequency for nonlinear conditioning
circuits.

• The issue of signal rectification remains open. It is necessary to overcome
bandwidth limitations encountered in conventional schemes such as the one
presented in chapter 2.
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