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Abstract

Today the possibility of self-driving vehicles becoming a common method of
transportation becomes more and more real. Autonomous driving represents
a significant milestone in the evolution of transportation systems. Currently,
the technology is progressing, but its implementation is more complicated due
also to ethical and regulatory issues. However, the hope is to reach full vehicle
automation in the near future because this technology could bring numerous
benefits in terms of human safety and vehicle efficiency.

One potential direction for the advancement of autonomous driving is the
concept of Platooning, a cooperative driving approach that involves multiple
vehicles traveling in string formation and in close proximity to each other.
Platooning is achievable due to the Advanced Driver Assistance Systems and
the communication technologies that allow vehicles to cooperate and move as
a coordinated group. This technique can help mitigate some problems such as
road congestion,environmental pollution, road traffic efficiency, and could also
play a key role in improving vehicle safety, efficiency and fuel consumption.

The contribution of this thesis is to analyze, implement and test the pla-
tooning driving method through simulations in a real-world framework. The
simulations are performed using SUMO software and primarily focuses on
study of the lateral dynamics control system for platoons. In the initial phase,
the construction of the model for the individual vehicle to be simulated was
undertaken. Subsequently, the development of the controller was conducted
within Matlab Simulink. Then the Matlab/ Simulink model of the platoon was
integrated in the SUMO framework. Finally to assess the model and controller’s
effectiveness, a simulation of a real-case driving scenario was conducted.
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Chapter 1

Thesis goal

This thesis was carried out in collaboration with the company Teoresi s.p.a.
The basic idea behind this thesis was to extend a thesis project already carried
out in the company[1]. The previous thesis dealt with the development of a
model predictive control system for the longitudinal dynamics of a platoon of 4
vehicles.
The starting idea was therefore to advance the thesis by integrating lateral
dynamics control for the platoon.
A control over lateral dynamics is necessary to:

• Manage cooperative lane changes.

• Avoid obstacles on the road.

• Manage overtaking.

• Multi-vehicle merging.

• Path following.

Then was also integrated the idea to simulate the vehicles platoon In SUMO,
an open source software that allow to simulate real case scenarios.

The final objective of the thesis is therefore to analyse and attempt to imple-
ment a system for controlling the lateral dynamics of a platoon of vehicles and,
finally, to test the control logic employed in a real traffic scenario.
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Chapter 2

Introduction to
autonomous driving

Autonomous driving refer to a technology where the vehicle is capable of moving
autonomously without the intervention of a human driver.
The self - driving vehicle is able to perceive the environment, make decisions,
monitoring important systems, and control its own movements. This is achieved
thanks to a combination of some technologies such as sensors, actuators, com-
plex algorithms, artificial intelligence and a lot other systems.
Nowadays autonomous cars have achieved high level in terms of reliability and
safety, in the past few years research about self-driving cars has intensified,
both in academic and industrial field.
The biggest car manufacturers are investing large amounts of resources on
ambitious projects, with the aim of changing the concept of mobility. [2]

2.1 Historical context and milestones.
Self-driving cars have evolved over the years alongside the development of
various technologies such as embedded systems, sensors,cameras, artificial intel-
ligence and many others[3].
The history of autonomous driving cars is an intriguing journey that blends
technology, innovation, and legal and ethical challenges. Usually, autonomous
driving cars are considered a modern technology, but in reality, their history
dates back to the early 90s, a period when automobiles were becoming more
widespread. As the number of cars on the roads grew, so did the incidence of
accidents, largely attributed to human errors. [4] This gave rise to the concept
of developing a mechanism to oversee and control vehicles.
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Introduction to autonomous driving

Figure 2.1: Autonomous driving milestones

Phantom Auto - 1925. The first driver-less car was demonstrate in the
1925, the so called "Phantom Auto" [2] which was radio controlled through an
antenna equipped on the car which captured the signals sent by an operator in
another car.
Then during the years a lot of improvements has been made, in 1953 the
General Motors in collaboration with RCA Labs develop automated driving
control systems where the car was wired guided.

VaMoRs - 1986. We had to wait until the 1980s when, with the advancement
of other technologies like microprocessors, computers, and computer vision sys-
tems, the wired-control technology was abandoned, and the concept of having
onboard processors, cameras, and LiDAR began to develop. VaMoRs was a
Mercedes-Benz van that integrated for the first time this type of technology,
it was able to drive independently only with the help of the computer-vision
system.[5]

Prometheus Project - 1987-1994. During the same years, given the results
obtained, the European Union promoted this major project for research in the
field of self-driving cars using vision based control. [4]

ARGO Project - 1998. Important Italian project to mention developed
during the late 90s, at the Department of Information Engineering of the Uni-
versity of Parma[6]. Argo was a Lancia Thema car modified with vision-based
system able to read information from the external environment. The capability
of the car to detect obstacle and Lane was tested in the MilleMiglia tour.

Figure 2.2: Argo autonomous car [5]
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2.1 – Historical context and milestones.

DARPA Grand Challenge - 2004. Is a prize competition organized by the
Defense Advanced Research Projects Agency, with the aim of promoting and
accelerating the development of autonomous driving technologies. Participants
are required to design autonomous vehicles capable of handling harsh driving
conditions. Two events were conducted, one in 2004 where no participant
successfully completed the challenge, and another in 2005, which was won by
Stanford University. [7]

Figure 2.3: Stanley - Stanford University’s robot during the DARPA challenge
[8]

Google Self-driving car - 2009. Google’s self-driving car project, now
known as Waymo. In 2009 Google starts the development of its first car, a
Toyota Prius equipped with cameras, lidar , and complex software algorithms.
The aim of the project was to develop an autonomous car to improve safety.
The car was testing in a lot of scenarios including cities and was able to drive
autonomously more miles than others car [9].

Figure 2.4: Google self-driving car [9]

Tesla Autopilot - 2015. Tesla Motors announced its first version of Autopilot.
This system integrated in Model S cars allow to autonomously steering, braking,

5



Introduction to autonomous driving

and adjust the speed limit thanks to the images detected by the vision sys-
tem.[10] Furthermore, it offers self-parking and obstacle avoidance capabilities.

The mentioned examples are just some of the key events in the evolution
and development of autonomous vehicles. Nowadays, nearly all major automo-
tive companies are dedicating substantial resources to the advancement of this
technology.

2.2 Autonomous Driving Impact on Urban Mo-
bility

Self-driving cars could have a substantially impact in some aspects of human
life, transportation system, economy, environment and many more. Has the
potential to create a new and improved mobility system. Some of the benefits
that can derive from the use of self-driving cars are:

Safety- Autonomous vehicles have the potential to significantly reduce
accidents caused by human error, indeed according to Istat in 2022 in Italy
almost 38% of car crashes occurs due to human distraction, high speed and the
right of way failure. other causes of accidents can be drunk driving, dangerous
manoeuvres, failure to respect the safety distance or fatigue.
In all the cases mentioned previously, autonomous vehicles can be a valid
solution to reduce the risk of accidents, given that they are able to calculate
the actions to be taken to avoid a collision in a few seconds.

Traffic Efficiency- Self-driving cars can communicate with each other
and with traffic infrastructure, optimizing traffic flow and potentially reducing
congestion.If applied to the supply chain sector this translates into optimized
transportation routes, more efficient and low-cost deliveries.

Environmental Impact-These vehicles also employ an efficient fuel-saving
mode, achieved by combining traffic simulation, machine learning, and opti-
mization methods, which are used to allocate traffic and manage the movement
of autonomous in best possible path. [2]. But also another

Accessibility- AV Could provide mobility to individuals who cannot drive
due to age, disability, or people without licence, giving them more independence.
In all these cases autonomous vehicles can be a potential transportation solution.

Shared mobility- Nowadays car sharing and car-pooling are very spread
and used means of transport and could be more efficient with autonomous
vehicles because it would be possible to organize, schedule and program syn-
chronized trips. This could generates a new mobility business models. Another
important consequence of this aspect is that could decrease the necessity of

6



2.3 – Advanced Driving Assistance Systems

own a vehicle, thus decreasing all the cost relative to maintenance but also
could reduce the space needed for parking, especially in urban areas.
Finally, it is necessary to mention one aspect, although not of primary impor-
tance, but which could change our way of conceiving a trip. In fact people inside
can relax, read, work and do whatever they want while the car accompanies
them to the point where they want to go without worry. Obviously until now
this is just fantasy but this could be the evolution and the direction of vehicle
in the next future.

2.3 Advanced Driving Assistance Systems
2.3.1 Categorization of autonomous driving levels.
SAE (Society of Automotive Engineers) International established a set of
standards and definitions for characterizing autonomous driving based on the
level of automation present in the vehicle. The classification system includes
six levels that help classify and standardize capabilities but also responsibilities
in autonomous driving systems.
These levels are often referred to as the "SAE J3016 levels" or simply "SAE
levels of automation".

The six levels are[11]:

- Level 0: No driving automation.
The driver has the full control of the vehicle, is responsible for all aspects
of driving, with no automation support. If there is any driving automation
system it does not acts on the Dynamic driving task but is just needed
for warning purpose.

- Level 1: Driver Assistance.
The vehicle can assist with either longitudinal or lateral motion control
subtask, but not both simultaneously. The driver must be present all the
time, must monitor the environment and remain engaged at all times and
has to intervene if necessary. The driver has also the role of deciding when
and where to activate or deactivate the driving automation system.

- Level 2: Partial Driving Automation.
In this case the vehicle can performs both the longitudinal and lateral
motion control task simultaneously. The driver must be present all the
time and has the same responsibilities of the previous level and has the
role to immediately take control of the entire autonomous driving system
if necessary.

- Level 3: Conditional Driving Automation.
The vehicle can manage almost all the driving task under specific conditions,
but the driver may need to take control when requested by the system or
if any failures happens.Also the driver has to verify that all the functions
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Introduction to autonomous driving

of the automated driving system are functioning and ready to use. The
system is also able to detect when some performance relevant issues
happens.

- Level 4: High Driving Automation.
In this case the vehicle performs all the driving task without the need
of human intervention. Thus the driver becomes a passenger when the
systems are active. Nevertheless the driver has the ability to deactivate
the guidance systems whenever desired. The system is able to only
to performs all the task but is also able to automatically manage the
transition conditions to a situation of minimum risk, when for example
some emergency occurs.In all the previous level this was managed by
human driver. Even if the driver has now switched to the passenger
function, still is requested to intervene when the system reaches the limit
to operate and has the role of verifying that all the systems work correctly
and that exist the conditions to engage the automated system.But the

- Level 5: Full Driving Automation.
In the last level basically the system manged everything and has unlimited
ability to operate in every domain of the vehicle and even in the emer-
gency situations. Still the driver must pay attention to the surrounding
environment, understand when and if conditions to travel safely are met
and check that the automated driving system works correctly.

Figure 2.5: SAE J3016 Visual Chart [12]
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2.3 – Advanced Driving Assistance Systems

2.3.2 ADAS and Sensor technology
Below are analyzed some of the most common ADAS, some of which have even
become mandatory to have in a modern vehicle, because as this study [13]
demonstrate, Driving assistance systems are able to significantly mitigate both
fatal and non-fatal accidents. Different systems were analyzed in the study, all
of have been shown to be able to reduce, even if in different percentages, the
risk of crashes. In particular, the system that proved to be the most efficient
from this point of view is AEB, managing to prevent the risk of front-to-rear
crashes by a percentage between 40% and 50%.
One of the most known ADAS is the Adaptive Cruise Control (ACC),
this system that acts on the longitudinal dynamics of the vehicle as it allows
the car to maintain a predefined speed and distance from the previous vehicle.
The system controls both the speed and the distance,braking or accelerating
autonomously based on the vehicle and thus maintaining a safe following dis-
tance. This system is an evolution of the simpler cruise control (CC) which
allows the control of only one parameter, the velocity. [14]
Forward Collision avoidance system (FCAS) use a set of sensors and
cameras to monitor the road ahead the vehicle to and through algorithms the
system evaluates the surrounding environment to detect potential accidents.
The system warns the driver via signals or, if necessary, acts directly by ac-
tivating emergency braking or performing evasive maneuvers. Some systems
are also able to detect vehicles approaching from the side, for example when
changing lanes.

Figure 2.6: Forward collision avoidance, basic function and evasive maneuver
[15]

Autonomous Emergency Braking (AEB): this system is often used to-
gether with the one described above, thanks to the use of cameras and sensors
or a combination of them, the system manages to identify a potential danger
for both cars and pedestrians and acts only if the driver does not act in time.
Lane Departure Warning (LDW) alerts the driver, using vibration or
audio signals, if the vehicle drifts out of its lane while and Lane Keeping
Assist (LKA) provides steering assistance to keep the vehicle within the lane.
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Introduction to autonomous driving

Both systems uses cameras that detect both road marking lanes and calculate
accordingly the steering angle to be applied to correct the trajectory.

For each of the technology described before uses a combination of different
sensors to enable specific functionalities. The choice of sensor depends on the
requirements of the ADAS feature and the level of accuracy and reliability
needed. This paragraph provides an overview of the most used sensors in
driving assistance systems described above:

Figure 2.7: Sensors used in ADAS [16]

Exteroceptive sensors

Exteroceptive sensors are sensors that provide information about the external
environment or surroundings of the vehicle. Some examples are:
LiDAR (Light Detection and Ranging) is a remote sensing technology
used for distance measurement. This technology uses sensors that emit laser
rays and then measure the time necessary for the light pulse to be reflected.
In this way the Lidar is able to create 3D representations of the surrounding
environment, managing to create very detailed maps, being very detailed and
accurate sensors. These sensors are capable of measuring up to 250 meters and
therefore can be classified as long-range sensors.
Lidar is generally used for implementing anti collision systems, object detection
and many more systems.
Radar which stands for Radio Detection and Ranging, is a technology that
uses radio waves to detect the presence, distance, speed, and direction of objects
by measuring the frequency of the reflected waves. In terms of operation it
is very similar to Lidar but in terms of reliability and costs it is significantly
superior, as it is not affected by weather conditions and costs less. Also it exist
different type of radar, that allow short/medium range detection and other
type that performs long/range detection.
Camera are the most use sensors in autonomous vehicles, obliviously there a
lot of types of camera but all has the potentiality to see images and specifically
to see colors and texture. Cameras are capable of detecting objects thus can
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2.3 – Advanced Driving Assistance Systems

be used for recognition of road signs, traffic lights, pedestrians, objects and
much more. They are very versatile systems that can also be used as a security
camera for vehicle monitoring [17]. Cameras are a good alternative because
their cost is relatively low and offer good performance, however a negative
feature is that they require a lot of computational power. In fact the data
collected by the cameras must be processed. To deal with this negative side, in
recent years the idea of sensor fusion has taken hold, the data received from
multiple sensors are mixed. Through this technique it is possible to obtain the
best performances from driving assistance systems.

Proprioceptive sensors

Are a class of sensors that provide information about the internal state and
conditions of a system or vehicle. These sensors are essential for monitoring and
controlling the system’s own physical properties, such as position, orientation,
movement, and internal conditions.
GPS (Global Positioning System)
IMU, Inertial Measurement Unit, is an electronic device that measures forces,
accelerations and angular rate of an object in three-dimensional space. Typically
consist of accelerometers and gyroscopes and is a very common device in the
field of control of autonomous vehicles because provides real-time measurements
of motion, acceleration, and orientation.
Encoders are essential device in the control of an autonomous vehicles, they
are able to provide information on position, direction and velocity of an element.
For example encoders are used on the steering system, providing information
about the steering angle. Thus these devices are widely used because they are
inexpensive and are easy to implement.

2.3.3 Vehicular Communication V2X
Is an important technology introduced in the field of autonomous driving, the
acronym V2X stands for Vehicle-to-Everything, which account for all the types
of communication systems through which the vehicle exchanges information
with the surrounding environment. More in the specific in an autonomous
vehicle can be implemented Vehicle-to-Vehicle communication (V2V) and also
Vehicle-to-Infrastructure communication (V2I).
V2V is a inter vehicle communication [18] and allow to exchange information
between near vehicles. This information can include data such as position,
speed, acceleration,steering wheel angle, vehicle trajectory and other relevant
details. This technologies utilizes a wireless protocol known as Dedicated Short
Range Communication.
V2I involves vehicles communicating with infrastructure along the road, such
as traffic lights, road signs, and sensors. This permit to have real-time traffic
information, data, and other important information that can be uses to regulate
the traffic flow[19].
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Introduction to autonomous driving

Is important to notice that this technology combined with the Driving assistance
system and in particular with the ACC technology enable the development
of the so called Cooperative Adaptive Cruise control (CACC). the vehicles
perform the same actions described before but in this case they receive more
information thanks to vehicular communication, in this way it is possible to
implement a much more effective and complex control system.

2.4 Challenges in Autonomous Driving
Autonomous driving faces numerous challenges, ranging from technical and
regulatory issues to societal and ethical considerations.

In order to have full autonomous vehicles circulating on the road, some issues
need to be resolved. [3] From a technical point of view, there are many problems
regarding different aspects of the development of autonomous driving. One
and maybe the most important aspect is the reliability, the autonomous vehicle
must be working in any weather conditions and in every urban environments
therefore all the systems that make up the vehicle must function perfectly in
all conditions. All of this systems uses a lot of sensors thus there is a huge
amount of data to be processed in real time, this is a very complex situation to
manage and requires powerful computing capabilities.
Another important aspect is Safety,in order to have a reliable vehicle it is
necessary to establish safety standards that provides a comprehensive rule to
be applied also in terms of testing and validation.
As regard ethical and social challenges, one aspect to take into consideration
is the fact that human empathy must be replicated in some way, and from
a decision-making point of view in this case the programmers will have to
decide what the vehicle do in the presence of complex situations, such as a
unavoidable accident in which the vehicle must decide whether to save the life
of the driver or the pedestrian. Another aspect is that the widespread adoption
of autonomous vehicles could lead to job displacement in industries that rely
on human drivers, such as trucking and delivery services.
Another scenario to take into consideration when talking about issues related
to autonomous driving is cybersecurity. In fact, autonomous vehicles rely on
connectivity and accumulate a huge amount of data thus they are potential
targets for cyberattacks. Ensuring the cybersecurity of these systems is a
crucial feature.

Here some of the issues related to autonomous driving have been mentioned
but there are many others. Considering this, it is of fundamental importance
for the complete development of autonomous driving to define international
laws that ensure safety and reliability, that defines roles and responsibilities in
such a way to create a comprehensive framework for the development, testing,
and deployment of autonomous driving technology.
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Chapter 3

State of Art of Platooning

This chapter aims to provide an in-depth analysis of platooning technology in
road transport. This part explores the basic principles of platooning, examines
the technological advances and assesses the challenges and societal implications
associated with its introduction.

Platooning can be considered an evolution of autonomous driving and is imple-
mented in the context of intelligent roads and the intelligent transportation
system. Is an innovative driving method where vehicles essentially travel in
formation one behind the other, like a convoy and in close proximity to each
other, moving in a coordinated manner.
Platooning is developed through the fusion of two important advanced driving
systems that we discussed in Chapter 1, Adaptive cruise control and Vehicular
communication. These two technologies used simultaneously result in the
Cooperative Adaptive cruise control (CACC)

The analysis of the main components of a platooning system can be divided
into two macro areas [20]:

• Control systems
Two types of control systems can be distinguished :

– Longitudinal - is essentially concerned with controlling the speed of
the vehicle to maintain a reference distance from the preceding vehicle.
This distance must ensure safety.

– Lateral - motion control during manoeuvring processes. The purpose
of such a control system is to follow a desired path while minimising
errors as much as possible.

In general, the aim in both control systems is to ensure both individual
vehicle stability and the stability of the entire platoon.

• Coordination This category includes all those features that enable the
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management and coordination of the entire platoon such as: Platoon forma-
tion strategy, route and destination planning strategy to optimise arrival
time, fuel optimisation planning strategy . Methods of communication
between vehicles and between vehicles and their environment.

Ultimately, all the above aspects must be taken into account in order to
have a safe and effective design and management of the platooning system

3.1 Evolution of Platooning
The roots of platoon control can be traced back to the late 1980s in California,
at the University of Berkeley, marked by the initiation of the PATH - Program
on advanced technology for the Highway - project. This pioneering initiative
addressed several fundamental aspects, including the overall objective of pla-
tooning, the division of control tasks, the design of the control architecture,
and the exploration of technologies encompassing sensing, actuation, and com-
munication.[21] The main focus of the program was to develop a method for
reducing congestion and to increase the safety in the highways.
In the project firstly was analyzed and studied separately the longitudinal
and lateral motion of the vehicles then the two dynamics control system was
integrated to achieve full automation and some public demonstrations had
already taken place in 1997, such as the one described in [22].The demonstration
took place in San Diego and consisted of a platoon of eight vehicles, which
successfully performed manoeuvres such as: starting vehicles automatically
from a standstill, holding a cruising speed, automatic steering and many others.

Subsequently, projects were also launched in Europe for the study and re-
search of platooning systems.
Particular mention should be made of SARTRE, Safe Road Trains for the
Environment. The project was launched by the European Union in 2009 and
was scheduled to last three years.Furthermore, the project was realised in
collaboration with 7 partners.
The main aim of the European project was to realise vehicle platooning that
would lead to a reduction in fuel consumption and an improvement in safety.
[23].

Japan also dealt with the concept of platooning with the ’Energy ITS’ project.
This project is different from the others because the main focus is the energy
savings aspect and the global warming prevention through CO2 reduction
methods [24]. This particular project dealt with truck platooning; the system
consisted of four trucks, one of which was a light truck. The developed system
was finally tested on a motorway at 80km/h, testing various driving states:
from manual driving to full automation, which consists of ACC control for
longitudinal dynamics and specific control for lateral dynamics.
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Figure 3.1: Energy ITS project - test in expressway [24]

Thus, it can be deduced that there has been a global expansion of platooning
research and all these projects have evolved from the development of in-vehicle
platooning technology to addressing specific technological challenges and the
practical use of platooning technology.
The ENSAMBLE project[25], which started in 2018 and ends in 2022, can be
mentioned in this regard. The project - ENabling SafE Multi-Brand pLatooning
for Europe - was carried out in cooperation between several European truck
brands. The main aim was to test the multi-brand truck platoon and thus
succeed in defining common standards for communication technologies. Finally,
a real road test was carried out in Spain with seven trucks of different brands.
The simulation showed that there are still some critical technical issues to
be resolved in the area of platooning and that the technologies can only be
matured with more tests in real scenarios and more mature implementations of
the current technologies.

3.2 Advantages
The projects described above are just some of the various research projects
being carried out in the field of platooning. It is clear that this technology is
attracting worldwide interest. This is because the improvements it can offer
are very advantageous.

Platooning can improve road safety, often the main cause of accidents is
the delay in reacting to an unforeseen event or obstacle. The vehicle-to-vehicle
communication system offers a solution to this problem, ensuring synchronised
and quick that can prevent accidents and ensure the safety of the entire convoy.
In the path project, one of the main reasons why platooning was analysed was
the possibility of being able to reduce road congestion. In fact, platooning has
proven to be a good technique to achieve this, in some projects it has actually
been possible to double the road capacity [20].

Another reason was to try out a technique that would allow the reduction
of fuel consumption. Platooning allows vehicles to stay very close to each
other and thus reduce aerodynamic drag by up to 50%. [26] The impact of
the introduction of platooning, thus leads to a reduction in aerodynamic drag,
thereby minimising total drag and reducing engine power requirements. This
reduction in power demand translates into lower fuel consumption.
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Another factor you take into account when talking about platooning or, more
generally, self-driving vehicles, is the convenience factor. In fact, by not having
to be at the wheel, the driver will benefit from greater comfort during the
journey.

Overall, platooning represents a potential future development in transportation
that could have significant implications for efficiency, safety, and sustainability,
although widespread adoption may take time and depend on various techno-
logical, regulatory, and societal factors. The successfully implementation of
platooning on road requests a lot of trial and test on the real environment, to
asses the feasibility and benefits of this approach.

3.3 Platooning technologies
There are two fundamental technologies that enable platooning: Adaptive
cruise control and vehicle communication. Hence, we will analyze both methods
in depth.

ACC

Adaptive Cruise Control (ACC) [25]is an advanced vehicle speed control system.
It improves on traditional cruise control by allowing the vehicle to maintain a
set speed, but also adds the ability to dynamically adapt to the speed of the
surrounding traffic.
This system is designed to improve road safety and enhance the driving experi-
ence by reducing the need for driver intervention in speed control in variable
traffic situations.
Various vehicle speed control strategies have been proposed over the years,
based on different approaches to feedback control.
The main ones [1] are Constant Distance, in which a constant distance between
to vehicle is set without considering the relative distance of the vehicles or the
speed, Constant Time and Constant Safety Factor Criterion.
The constant-distance method is the least efficient because it requires a large
relative distance between vehicles to allow for emergency braking.
Instead the constant time method is the most similar to human behaviour, the
vehicle’s distance in this case is related to their speed. This is a more suitable
approach to realize adaptive cruise control.

V2V

This involves direct communication between vehicles in a platoon, allowing
them to exchange information such as speed, acceleration, and braking status.
V2V communication is essential for maintaining synchronized movement within
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the platoon.

The communication system is implemented through Vehicular Ad hoc Net-
works (VANETs), which, via wireless communication, enables the vehicle to
communicate with other vehicles and the surrounding environment. Different
topologies of communication can be realized, three common types are:

• Predecessor following (PF) :the vehicle receives information only from the
preceding vehicle.

Figure 3.2: PF topology

• Leader following (LF): vehicles communicate only with the leader.

Figure 3.3: LF topology

• predecessor-leader following (PLF): the vehicles can communicate with
the leader and with the preceding vehicle.

Figure 3.4: PLF topology

There are obviously many other topologies, furthermore communications
can be both bidirectional and unilateral.
The communication topology is very important as it influences the success of
platooning operations, for example in this paper [27] an MPC controller is
analyzed for lateral dynamics under different types of communication. The
results show that the best performances are obtained with the PLF topology,
the LF topology shows slightly worse results than the PLF and finally the PF
is the one that obtains worse results.
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Chapter 4

SUMO - Simulation of
urban mobility

SUMO stand for Simulation of Urban MObility [28],is an open source, micro-
scopic, multi-modal traffic simulator.
The software was developed by the Institute of Transportation Systems at the
German Aerospace Center in 2001 [29] and allow to model various aspects of
urban mobility.
Is a microscopic simulator in the sense that each vehicle in the simulation can
be represented in detail, can be defined the physical characteristics such as
mass, dimensions and many other parameters but also how the vehicle interacts
with the simulation environment. Furthermore, a route can be defined for each
vehicle and therefore the precise movements of the vehicle can be simulated.
Actually SUMO is not just a software but rather is a suite of applications that
allow to create the traffic simulation.
Some of the key features and capabilities of SUMO are listed below [30]:

• Allow to model complex traffic simulation thanks to the wide range of
vehicles that can simulate, including cars, buses, trams, bicycles, and
pedestrians, each with its own unique behavior and characteristics.
This allows to do a very detailed analysis of the traffic.

• In SUMO users can create complex road networks with various road types,
intersections, and traffic control elements. It can be designed manually by
using netedit but also a real area of a city can be imported using Open
Street Map (OSM) and then converted into the netedit elements through
netconverter. In this way a real world scenario can be created.

• SUMO can contribute to study pollution reduction since it incorporates
emissions models to estimate the environmental impact of transportation
systems, helping evaluate sustainability and air quality or helping eco-route
planning.
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• Simulation of the vehicular communications, indeed SUMO can be coupled
with communication network simulator.

• Allows to analyze the impact of autonomous vehicles on urban mobility but
also to analyze the capabilities of the new technologies[31]. Microscopic
simulations are essential to understand and test the behaviour of the vehi-
cles, because allow to the test the vehicles in a real world situation which
introduces random situation that are uncontrollable just as it happens in
real traffic conditions.

SUMO is thus a powerful tool for modeling and understanding complex
traffic systems because has the ability of replicate real-world traffic scenarios
with a variety of possible situations and to to provide a safe and cost-effective
platform for studying and improving transportation systems, autonomous
vehicle, road congestion, traffic safety and environmental issues.

4.1 How to setup a SUMO simulation
As the simulation application “sumo”, which is included in the suite, uses own
formats for road networks and traffic demand, both have to be imported or
generated from existing sources of different kind

In order to make a simulation 3 principal elements are needed: [28]

• file.net.xml: in this element are defined the road network informations.

• file.rou.xml: here are described the Demand data, like routes and vehicles.

• file.sumo.cfg: this file allows the simulation to run on sumo-gui. Here the
information about the simulation, such as time, steps and duration can
be specified.

To model additional information to the simulation, like traffic lights, bus stops
and many other, can be created a file .add.xml.
The files described above can be created using graphic software (netedit) or by
creating .xml files and manually writing all the elements that are part of the
simulation.
Using netedit is much more intuitive because you can immediately see what
you are inserting into the simulation. On the other hand, creating an xml
file is faster because you just need to write the commands as indicated in the
documentation.

Example of simulation

Let’s start with the network modelling, to do so the Netedit software was used.
In Network mode can be created the road that are defined in terms of junctions
and edges:
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Figure 4.1: Network

Figure 4.2: Routes definition

Then in Demand mode can be created the routes:
Still in Demand mode, the vehicle can be modeled. In figure 4.3 are described

all the characteristic and parameters that are available in software.

Figure 4.3: Vehicles parameters

When everything is configured, the file .sumo.cfg is generated and the
simulation can be viewed in the main SUMO application.
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4.2 SUMO - Matlab/Simulink integration
4.2.1 SUMO - Matlab
Sumo has an important feature which is that it can be interfaced with many
other applications which allow its extension.
n this thesis the aim is to interface Sumo with Matlab/Simulink in order to
create the mathematical model of the platoon in Matlab so to have greater
accuracy in the description of the model and then carry out the simulations in
SUMO thus exploiting its potential in simulating real world scenarios.
The integration of Matlab and SUMO is possible thanks to the TraCI4Matlab
[32] which is an realize the TraCI (Traffic Control Interface) protocol in which
SUMO acts like a server and Matlab acts like a client. Thank to this imple-
mentation the user is able to modify and control the object present in the
simulation.
In the official manual [32] is explained how to setup a connection between
SUMO and Matlab. Essentially 3 main actions has to performed:

• Initializing the connection with SUMO (seen as serve) through the com-
mand:

1 t r a c i . s t a r t =( ’sumo−gui −c . / s imu la t i on . sumocfg −−sta r t ’ )
2

• Run the simulation specified in the previous command through the follow-
ing syntax:

1 t r a c i . s imu la t i on . s tep ( )
2

• Closing the connection with the server through the command:

1 t r a c i . c l o s e ( )
2

In the main portion of the code, can an access and modify SUMO objects
using the general structure:

1 t r a c i .<domain>.<funct ion >

In the manual are listed 15 different domains of functions that can be use in
Matlab (real, edge, gui,inductionloop, junction, lane, multientryexit, person,
poi, polygon, route, simulation, trafficlights, vehicle and vehicletype.)
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4.2.2 SUMO - Simulink

To set up a connection between SUMO and Simulink a different different
procedure is needed because Traci4MAtlab functions are only recognized in
Matlab but not in Simulink, SUMO do not have a ready-to-use interface for
co-simulation with vehicle dynamics and Simulink.
Thus to solve the problem set of embedded Matlab function must be created,
in this function is implemented the code to set up the connection. But another
problem is that Simulink has know that tracifunctions are only used only to
make the simulation and not for code generation purpose.
To do this it can be used the function coder.extrinsic(’function’).
The statement coder.extrinsic (’function’) [33] allow to declare a function as
extrinsic and execute it in Matlab.
The code generator does not produce code for the body of the extrinsic function
and instead uses the MATLAB engine to execute the call.

Considering all this aspects, in order to make the connection with the SUMO
server the following function have been created:

1 function start_sumo
2 coder. extrinsic (" system ")
3 system (['sumo -gui ' ' -c ' \prova.sumocfg ' ' --

remote -port 8813 ' ' --start&']);
4 traci.init ();
5 end

1 function close_sumo
2 traci.close ();
3 end

Then in order to execute the simulation that we want we need to create another
Matlab embedded function, which is the main part of the code:

1 function simulation_sumo
2 traci. simulationStep ();
3 end
4

Considering this configuration , in Simulink the configuration framework to
establish the connect is:
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Figure 4.4: Sumo - Simulink integration

Time synchronization

Since we want real time simulations, the two programs must be synchronized
in terms of running time.
Let’s first analyze the time settings in SUMO:

Figure 4.5: Time in SUMO

In the configuration file can be modified the parameters that accounts for
the time settings, in general as can be seen in figure 4.5 it requires 3 parameters:
Begin time, End time, Step Lenght.
As in the example imposing an End Time of 50s and a Step Lenght of 0.01
means that the simulation counts 5000 steps.
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Then in Simulink, in order to match the step size of SUMO, the solver parame-
ters must be modified:

Figure 4.6: Solver configuration

Imposing as type a Discrete time solver, since SUMO runs a discrete simula-
tion and as step length the same imposed in SUMO options.

Using this settings SUMO can be controlled through the Simulink model.
The most important aspect is that each simulation step in Simulink corre-
sponds to a step in SUMO. So the time in the 2 software run simultaneously,
as we can see in the following picture:

Figure 4.7: SUMO- Simulink time synchronization
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SUMO commands in Simulink

Now that the connection is established, the next step is to understand how to
implement the Traci commands in the Matlab embedded function block and
how the commands sent through the model acts on the simulation.
Essentially in SUMO there are two main type of commands that allow to
change the objects in SUMO:

• .get which permit to read information from the simulation.

• .set that allow to impose some specified parameter to the simulation
objects.

To use this commands simply have to use the syntax described above in
the main part of the code, specifying the domain and the type of function you
want to use. As we can see from the figures

Figure 4.8: .get command

Figure 4.9: .set command

In Figure 4.8 the Simulink implementation model is able to read correctly
the speed of the vehicle specified and in the Figure 4.9 SUMO receives correctly
the commands and the model is able to follow the imposed speed.

The generated framework in Simulink is able to :
• Initialize correctly the connection with SUMO server.

• Run the selected simulation.

• Read correctly the speed in SUMO.

• Impose some values for the objects in SUMO

• Close correctly the connection with the server.
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Chapter 5

Model of the vehicle

This chapter aims to described the vehicle model used for controller imple-
mentation. Indeed, as will be explained better later, to achieve the control
of the lateral dynamics a Model Predictive Control is chosen. To be able to
implement the controller in Simulink it is necessary to describe a predictive
model, based on which the controller will calculate the optimal control input
to realized the desired steering strategy.
In this first part of the chapter a general summary was given regarding the
coordinate systems used to describe the motion of a vehicle.
Then in the second part of the chapter are found the equations that describe
the vehicle dynamics.

5.1 Vehicle coordinates systems
To accurately define the equations of the vehicle’s dynamic model, it is nec-
essary to first establish the reference systems used in order to have a clear
understanding of the situation. To do so I take as reference the chapter 8 of
[34].
According to this, 4 reference frame can be identified:

Figure 5.1: Coordinates systems [34]
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• Fixed Inertial system

• Center of gravity coordinate system - CoG

• Undercarriage system

• Wheel coordinate system

The inertial system as name suggest is fixed in the space, while all the others
frame move with the vehicle. The axis of the inertial frame are indicated with
bold letter : X, Y, Z
The CoG frame is the most important, in our case, since represents the physical
center of gravity of the vehicle and all the movements that it can have are
referred in this frame.
Thus let’s analyze the movements of the vehicle:

• Rotation around zCoG is defined through the Yaw angle ψ.

• Rotation around yCoG is defined through the Pitch angle φ.

• Rotation around xCoG is defined through the Roll angle α.

5.2 Vehicle model
In general to model the lateral dynamic of a vehicle is used the 2 Degree of
Freedom model also called Bicyle model. This model is used in the majority of
the analyzed papers [35],[36],[37] [38].
Other uses a more complicated model, for example in [39] is used a 3-Degree-of-
Freedom vehicle dynamics model and also they take into account a Four wheel
independent driving vehicle,since there are more degree of freedom the vehicle
manoeuvrability is improved.
In [40] the dynamical model of the vehicle is described using the bicycle model
but they also made a mathematical description of the geometric interaction
between two following vehicles. Putting together the two description they
obtain the dynamical equations that describe the model of a vehicle which
follow a target.
In this thesis, the two-degree-of-freedom (2 DOF) model was initially taken into
account, then modifications were made to also take into account the dynamics
between the vehicles of the platoon.
The 2 DOF vehicle model which is a simplified representation of a vehicle’s
dynamic behavior, focusing on two primary degrees of freedom : lateral motion
y and yaw motion ψ.
Thus the basic notation are now defined, the next step is to define the vehicle
parameters.
As main reference to build the model, in this thesis, is considered [41].
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In the bicycle model the 2 front wheels are considered as a single wheel, the
same for the 2 rear wheels. The model has 2 degree of freedom: the lateral
position y and the yaw angle ψ.
To outline the vehicle in the bike model, some keys parameters must be
considered:
Kinematic analysis

Figure 5.2: Kinematics lateral motion [41]

Table 5.1: Geometric model parameters

Parameters
C Center of gravity
lf Distance from the front axle to the CoG
lr Distance from the rear axle to the CoG
L = lf + lr Wheelbase
δf Steering angle relative to the front wheel
δr Steering angle relative to the rear wheel
V Velocity of the CoG
ψ yaw angle, orientation of the vehicle wrt X global axis.
β Body slip angle:angle between the direction of

the speed longitudinal axis of the vehicle. V

Then in order to analyse the dynamics of the 2 DOF model, we need to
consider :
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Figure 5.3: Dynamic model [41]

Applying Newton’s second law for motion along the y axis :

may = Fyf + Fyr (5.1)

Fyf : lateral tyre force-front wheels
Fyr: lateral tyre force-rear wheel
ay: Inertial acceleration of the vehicle.

ay = ÿ + Vxψ̇ (5.2)

ÿ : lateral acceleration.
Vxψ̇: centripetal acceleration.
Replacing 5.2 in 5.1:

m(ÿ + Vxψ̇) = Fyf + Fyr (5.3)

Moment balance about z axis:

Izψ̈ = lfFyf + lrFyr (5.4)

m: mass of the vehicle.
Iz: yaw moment of inertia.

Computation of the lateral tyre forces:
The lateral tyre forces are proportional to the slip angle α,

• αf = δf − θvf : Front wheel slip angle

• αr = −θvr : Rear wheel slip angle

θv angle between the wheel velocity and longitudinal axis of the vehicle.
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Figure 5.4: Wheel detail [41]

These angles are computed in the following way:

θvf = ẏ + lf ψ̇

Vx
(5.5)

θvr = ẏ − lrψ̇

Vx
(5.6)

Lateral tyre forces:

Fyf = 2Cf (δf − ẏ + lf ψ̇

Vx
) (5.7)

Fyr = 2Cr(−
ẏ − lrψ̇

Vx
) (5.8)

where:
Cf : cornering stiffness front wheel.
Cr : cornering stiffness rear wheel.

Substituting all the values in 5.3 and 5.4:

m(ÿ + Vxψ̇) = 2Cf (δf − ẏ + lf ψ̇

Vx
) + 2Cr(−

ẏ − lrψ̇

Vx
) (5.9)

Izψ̈ = lf2Cf (δf − ẏ + lf ψ̇

Vx
) + lr2Cr(−

ẏ − lrψ̇

Vx
) (5.10)

Rewriting in state space form:
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State vector:

x =


y
ẏ
ψ

ψ̇

 ;

The input vector is:

u = δf

The matrices are:

A =


0 1 0 0
0 −2Cf −2Cr

mVX
0 −Vx + −2Cf lf +2Crlr

mVx

0 0 0 1
0 −2Cf lf +2Crlr

IzVX
0 −2Cf l

2
f +2Crl2r
IzVx

 ;B =


0

2Cf

m

0
2lfCf

Iz


Considering:

ẋ = Ax+Bu

d

dt


y
ẏ
ψ

ψ̇

 =


0 1 0 0
0 −2Cf −2Cr

mVX
0 −Vx + −2Cf lf +2Crlr

mVx

0 0 0 1
0 −2Cf lf +2Crlr

IzVX
0 −2Cf l

2
f +2Crl2r
IzVx

x+


0

2Cf

m

0
2lfCf

Iz

u (5.11)

This model describe the vehicle in function of geometric parameters, vehicle
characteristic and longitudinal speed.

5.2.1 Inter-vehicles dynamics

Now that we have established the vehicle dynamics as a function of typical
vehicle parameters, geometry, and longitudinal velocity, we need to define the
dynamics that describe the interaction between the vehicles of the platoon.
To start, let’s consider a Leader vehicle (LV) and just one follower vehicle (FV).

To do so,we need to define the concept of error within the platoon, in this
thesis was considered as reference the following [38], [42].
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Figure 5.5: Inter-vehicles parameters

Defining:

• ψFV : angle between vx and global axis X

• ψLV : angle between vx and global axis X

Error Definition

• Heading error ψe, error between the Yaw angle of the FV and the Yaw
angle of the LV.

ψe = ψFV − ψLV

Derivative:
ψ̇e = ψ̇FV − ψ̇LV (5.12)

• Lateral error ye, error between the actual position and the expected
position of the vehicle, can be defined using the heading error.

ẏe = vxsin(ψe) + vycos(ψe)

Considering small heading error:

ẏe = vxψe + vy (5.13)

In the end putting everything together,the model that describe the single
vehicle dynamics and the model that accounts for the inter-vehicles dynamics
and considering as system states and input:

x =


ẏFv
ψ̇Fv
ye
ψe


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u = δ

ẋ = Ax+Bu+ Cψ̇Lv

Is obtained the final model that describe the system.
Then rewriting in state-space form:

d

dt


ẏFv
ψ̇Fv
ye
ψe

 =


−2Cf −2Cr

mVX
−Vx + −2Cf lf +2Crlr

mVx
0 0

−2Cf lf +2Crlr
IzVX

−2Cf l
2
f +2Crl2r
IzVx

0 0
1 0 0 Vx
0 1 0 0

x+


2Cf

m
2lfCf

Iz

0
0

u+


0
0
0

−1

 ψ̇Lv
(5.14)

Let’s now consider the whole platoon, in general the state equation can be
written as:

ẋi(t) = Aixi(t) +Biui(t) + Cidi(t) (5.15)

where:

xi(t) =


ẏiFv(t)
ψ̇i(t)
yei(t)
ψei(t)

 ;ui(t) = δ(t); di(t) = ψ̇i−1(t− ∆t)
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Chapter 6

Model Predictive Control
design

This chapter is about the analysis and implementation of a controller for
realizing the control of the lateral dynamics of a single vehicle.
With regard to the choice of controller to be used, several studies were analysed
and according to the literature MPC has emerged, in the last years as a
major tool for control of autonomous vehicle. The MPC (Model Predictive
Controller), implements a feedback control algorithm that uses the model
to make predictions about future optimal outputs. Predictions are made by
solving an online optimization problem at each time step. In [37] MPC offers
some interesting features:

• Is able to handle MIMO system, is a multi variable controller that computes
the outputs considering the interaction between the the inputs and the
outputs of the system but also the interaction between all the variables in
the problem.

• Allow to set multiple hard constraints that most of the time are in conflict
with each other.

• Has the capability of predict the future control action.

• Is able to handle complex systems and offers a powerful control strategy

On the other hand some of the disadvantages of using MPC with respect to
other controller are:

• Computation complexity, since the MPC runs in real time the optimization
problems this can create some issues in terms of computational power and
time.

• The effectiveness of the MPC is strongly related to the prediction model
used, if is inaccurate the control strategy could not work properly.
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6.1 MPC theory
Model Predictive Control method uses the dynamical model of the Plant to
predict the future behaviour of the variables of interest computing at the end
the optimal control input.
From a mathematical point of view is obtained using a constrained finite horizon
control problem and the Receding Horizon principle.

Considering a Discrete Time, Linear Time Invariant dynamic model:

x(k + 1) = Ax(k) +Bu(k)

where:
x(k): state at time k
u(k): control input at time k
At generic time k the MPC optimization problem is defined as:

min
U(k|k)

J(x(k), U(k))

s.t. x(k + 1) = Ax(k) +Bu(k)
umin ≤ u(k + 1|k) ≥ umax

ymin ≤ y(k + 1|k) ≥ ymax

• The cost function can be written in the simplest case as:

J(x(k), u(k)) =
Hp−1Ø
i=0

xT (k + 1|k)Qx(k + 1|k)+

+ uT (k + 1|k)Ru(k + 1|k)
+ xT (k +Hp|k)Sx(k +Hp|k)

In this case the first term accounts for the state, the second term accounts
for the control input and the last term considers the behaviour of the state
at the end of the prediction horizon.
The cost function can be modified if needed, for example can be added a
term that accounts for the output tracking.

• U(k|k) identify the sequence of future control inputs:

U(k|k) = [u(k|k), u(k + 1|k), ..., u(k +Hp|k)]T

• Hp is the prediction horizon.

• MPC problem is able to handle both constrained on the input and on the
output.

The Receding horizon principle defines an iterative procedure to solve this
problem:
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1. Consider the state x(k) = x(k|k)

2. Solve the QP problem wrt the control input sequence U(k|k)

3. Find the minimizer:

U∗(k|k) = [u∗(k|k), u∗(k + 1|k), ..., u∗(k +Hp|k)]T

4. Apply only the first element of the sequence u∗(k|k)

5. Repeat the process for all the k

In this way the MPC computes the optimal control input u(k) = u∗(k|k) to
be fed to the plant that we want to control.

6.2 Control problem formulation
The state space plant model has the following formulation:

x(k + 1) = Ax(k) +Bu(k) + Ed(k)

y(k) = Cx(k) +Du(k)

Considering this state space vehicle model, the controller finds the optimal
input sequence minimizing the cost function,:

J(k) =
Hp−1Ø
i=0

{{wyeye(k + 1|k) − 0]}2+

+ {wψe [ψe(k + 1|k) − 0]}2

+ {wu[u(k + 1|k) − utarget(k + 1|k)]}}

where:

• wye is the weight assigned to the lateral error

• wψe is the weight assigned to the heading error

• wu is the weight assigned to the control variable.

Stability

In platooning, the concept of stability is based on two different notions:

• Individual vehicle stability: stabilize its lateral movement.

• String stability: when the error between two following vehicles do not
propagate along the platoon.
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In particular the focus will be on the string stability. In the paper [13], the
concept of string stability is analysed in the case of combined longitudinal and
lateral control. A further distinction is also made between LF and PF string
stability.

• Leader- following string stability:

max|qe,j | ≤ αjmax|qe,leader |α ∈ (0,1)

Thus the position error of the j-th vehicle is compared with the position
error of the leader.

• Predecessor-following string stability:

max|qe,j| ≤ αjmax|qe,j−1|

the position error of the j-th vehicle is compared with the position error
of the preceding vehicle.

Considering the second case, reformulating for our case, the string stability
problem can be written as:

max |ye, i| ≤ α|ye,i−1 |

Constraints

The vehicle steering angle is limited due to physical limitation.

ui,min ≤ ui ≤ ui,min

Constraints on the outputs:

ye,i,min ≤ yei ≤ ye,i,min

ψe,i,min ≤ ψe,i ≤ ψe,i,min

In the end, putting everything together the the control problem formulation
is:

u∗(k) = min
U(k|k)

J(k)

s.t. umin ≤ u(k + 1|k) ≤ umax

ye,i,min ≤ yei(k + 1|k) ≤ ye,i,min

ψe,i,min ≤ ψe,i(k + 1|k) ≤ ψe,i,min

(6.1)
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6.3 Controller Design in Simulink
In order to realize the MPC controller in Simulink can be used the Model
Predictive Control Toolbox.

Basically, the controller needs as input a model of the plant to be controlled
and reference values. Using these elements, the controller calculates a sequence
of control actions such that the cost function is minimised over a defined time.
The sequence is found by solving an optimisation problem In order to function,
the MPC block requires a number of fundamental elements such as the model
of the plant to be controlled, the basic parameters, cost function weights and
constraints.
The development was conducted in several stages.
The first stage was the evaluation of the dynamical model of the platoon, which
is covered in detail in Chapter 5, the final result is the state space representation
of the model, 5.15.
To fully define the system,the vehicle physical parameters must be specified
We decided to use the vehicle defined in the previous project[1]. It is a Fiat
500e with the following characteristic:

Mass of the vehicle m = 1474[kg]
Cornering stiffness front wheel Cf = 100000[kN/rad]

distance from front wheel to CoG lf = 1520[mm]
Cornering stiffness rear wheel Cr = 80000; [kN/rad]

distance from rear wheel to CoG lr = 1400; [mm]
inertia Iz = 2700; [kgm2]

Table 6.1: Vehicle parameters

Once the model and all its parameters and characteristics have been defined,
the next step is the definition of the controller parameters.
Basic parameters[43]:
Scale factor- is a parameter used to approximate the range of the variable.
It is therefore recommended to change this parameter if there are significant
differences between the input and output variables of the plant. In particular,
according to the documentation, span means the difference between the max-
imum and minimum value of a variable in engineering units. It is therefore
recommended to change the values of the scaling factors so that all signals have
the same unit order. This should make it easier to tune the MPC weights later.
In order to choose the right value, it is recommended to check the upper
and lower bounds of the value and choose the scale factor value based on the
difference.
Sample time - Rate at which the controller executes the control algorithm. If
it is too high, the controller will not be able to follow disturbances fast enough.
If it is too low, the controller will react well to any disturbances, but the
computational load will be high. So it is important to find the right trade-off,
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generally, as the matlab documentation suggests is common to have between
10 and 20 samples in the rise time open loop.
Prediction horizon- number of predicted future time steps, essentially tells
us how far the controller is able to see in terms of time steps. Here too, it is
necessary to choose the right value by making a compromise between a low
and high value. A value that is too low does not allow the controller to ’see’
the full dynamics, but a value that is too high wastes computational power.
Control Horizon-parameter defined in time steps. It indicates the number of
control moves to be optimised at each k interval. So the controller only uses
the first m inputs, the others are discarded. So essentially it tells us the value

Figure 6.1: Control horizon

of variables to be optimised at each step k. It is suggested to keep the value
between 10% ÷ 20% of the prediction horizon.

Chosen parameters after trial and error procedure.

Sample time 0.1
Prediction horizon 10
Control Horizon 2

Table 6.2: MPC basic settings

The next step was to tune the controller.
First the weight and relative weights was assigned to each variables. The
weights of the variables are essential to the functioning of the mpc because
in the cost function several parameters are indicated which correspond to the
variables to be optimised, often these parameters are also in conflict with each
other so by assigning the right weights to the various components, a balance
can be found between the various performances to be optimised.
In this case, i used the following values: for the lateral error 0.5 and for the
heading error 1. And for the steering a rate weight of 0.1 was used.

Finally, constraints are defined.
Two types of constraints can be defined Hard and Soft.
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In general, according to the matlab documentation, it is recommended not to
use hard constraints on both input and output variables because this can lead
to infeasibility of the optimization problem. In general is specified to use Soft
constraints on the output. Relaxing constraints is possible, through the dialog,
by modifying the Equal Concern for Relaxation (ECR). In particular using a
positive value. In fact, the higher the value, the greater the relaxation imposed
on that constraint. Therefore, the greater the possibility that the controller
will violate the constraint to achieve the desired performance.
Constraint values :
Hard constraint on the input:

−15deg ≤ ui ≤ 20deg

Soft constraint on the lateral error:

−1m ≤ ye ≤ 1m

Soft constraint of the Heading error:

−2deg ≤ ψe ≤ 2deg

As first attempt in order to become familiar with the use of the designer
in Simulink, a simple case was implemented without the use of SUMO, so the
reference values were obtained through the Driving scenario generator.
The developed controller showed good results. So the next step was the inte-
gration of SUMO and the evaluation of the controller’s effectiveness by means
of graphical simulation.
In particular, the first task was to replace the reference block. The control flow
of the MPC block in simulink is as follows:

Figure 6.2: MPC control flow using SUMO

In this case, the variables relating to the leader vehicle obtained via SUMO
were inserted as reference, which simulate the v2v communication technology
and in particular the Leader following topology.
Having tested the correct operation of this block, the next task was to send the
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Figure 6.3: Simulink framework - SUMO

control input, i.e. the optimum steering angle value calculated by the MPC
controller, to the follower vehicle. First, a simulation was carried out with only
two vehicles:

Figure 6.4: Simulink framework - 2 vehicle platoon

The optimum angle value was then imposed using Traci commands.
After testing that the controller was working properly, an additional vehicle
was added to simulate a 3-vehicle platoon, with 1 leader and 2 follower.

Figure 6.5: Simulink framework - 3 vehicle platoon
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Chapter 7

Real world Simulation in
SUMO

7.1 SUMO setup
As far as the final simulation is concerned, a suburban area was chosen as the
area to be treated, which is simpler and also more suitable for a platooning
situation, and unlike an urban area there are less complex stretches of road
from the point of view of studying the platoon characteristics. In particular,
the selected segment of road is very relevant for the Teoresi company in the
context of a European project.
The specific route chosen is part of the Naples ring road.

Figure 7.1: Naples ring road scenario

The configuration files for the road section and vehicular traffic were provided
to me by the company. Before carrying out the simulations it was necessary to
make some changes and in particular it was decided to keep traffic flowing and
insert other vehicles with the characteristics mentioned in 6.1, to simulate the
platoon.
Two different simulations were carried out. In both simulation, since the focus
in on the lateral dynamics, a constant longitudinal gap of 5m between the
vehicles is imposed.

43



Real world Simulation in SUMO

The first simulation analyses the entry of the platoon into the motorway from
a side road. The second simulation instead analyses how the platoon behaves
in a real traffic situation.

7.2 Results

First simulation: motorway entry This first simulation focuses on entering
the motorway from a side road. T

Figure 7.2: Snapshots from the simulation

The graphic simulation shows that the platoon can follow the curvature of
the road perfectly. It can merge into the main road without any problems and
without compromising the formation of the platoon.

Let’s now analyze in the detail the experimental measurements.
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Figure 7.3: Yaw angle and Lateral position of the vehicles along the route

Figure 7.4: On the right: lateral error between LV and FV1, on the left:
lateral error between FV1 and FV2

The lateral error as we can see is maintained at fairly low values between
0.2m and −0.55m for the first two vehicles. While the error between the second
and third vehicles is between 0.2m and −0.5m. So the vehicle can maintain
lateral stability as the error decreases.

45



Real world Simulation in SUMO

Figure 7.5: Heading errors

As far as the heading error is concerned, more than sufficient results were
obtained, the error remained very low, the maximum value was 0.3 degree.
These errors considering the analysed papers can be considered acceptable.
Although there is room for improvement especially for the lateral error.
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Second simulation: Platoon in traffic scenario
In this second simulation, a real traffic flow on the Naples road was added to
the scenario. The aim is to analyse whether the platoon is able to follow the
trajectory but also interact correctly with other vehicles in a more complex
scenario.

Figure 7.6: Simulation
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Figure 7.7: Yaw angle and lateral positions of the vehicles during the simula-
tion

Figure 7.8: Later error

It is immediately noticeable that in this case the lateral errors are slightly
higher than in the previous simulation. In particular, the maximum peak of the
lateral error is 0.8m, which is a slightly high value, but this may be due to the
resolution of Sumo with respect to the network representation. In fact, some
very small curvatures are not well represented. However, it is always important
to note that the error decreases, even if only slightly, as you move forward in
the platoon. This is a sign that the stability line is being respected.
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Figure 7.9: Heading error

The same considerations also apply with regard to heading error. The error
remains very low, the maximum peak is 0.34 degrees. But as for the lateral
error, compared to the first simulation there are generally higher values, the
maximum peak indeed was around 0.3 degree. This effect may be due to the
fact that it is a more complex simulation, with greater changes in curvature.
Therefore, having slightly higher values can be considered acceptable.
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Chapter 8

Conclusion

The initial aim of the thesis was to develop the work carried out in the previous
thesis, mentioned above, by developing a control for lateral dynamics and
carrying out simulations in a real scenario.
Ideally, it would have been possible to integrate the previous work on longi-
tudinal dynamics with the lateral control system realized, but primarily due
to a lack of time, but also because the computational effort required by this
simulation would have been too high for the available hardware, it was not
possible to integrate the longitudinal dynamics control realised in the thesis
work. Instead, it was decided in the end to use the standard ACC model
already implemented in SUMO as longitudinal control. Despite this, the results
obtained are more than satisfactory: the follower vehicles are able to correctly
follow the trajectory imposed by the leader vehicle, managing to maintain a
very low heading error and lateral error. The proposed control strategy also
ensure string stability of the entire platoon.
Another important result of this work has been the successful integration of
Sumo and Simulink, bringing together the capabilities of the two software
packages. Simulink makes it possible to create highly accurate vehicle models
and platooning systems, while SUMO has great potential for real-world traffic
simulation.

Possible future developments of this thesis could be numerous, also because
the field of study is constantly evolving, as are the technologies available.
An interesting future analysis could be to implement different communication
topologies and see the effect it has on the final control.
An in-depth study and analysis of platoon coordination techniques to optimize
travel time or fuel reduction could also be interesting.
Or, still remaining in the control field, it would be interesting to try other
maneuvers or implement a different type of controller perhaps also exploiting
neural network technology.
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