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Abstract

The primary objective of this thesis is to explore, develop, and evaluate solutions
for building and training SNN-based models that are immediately compatible for
deployment on state-of-the-art neuromorphic embedded systems.

To extend the study to real use cases, this work specifically addresses the task of
Human Activity Recognition (HAR). HAR involves the detection of human actions
by analyzing motion data collected from sensors within the Inertial Measurement
Unit (IMU) of smartphones and smartwatches.
In particular, the thesis focuses on the revised version of the Wireless Sensor Data
Mining (WISDM) dataset, comprising recordings from the accelerometer and gy-
roscope sensors embedded in IMUs of smartphones and smartwatches.

Historically, the feasibility of HAR has been affected by the limited compu-
tational and power resources available in portable devices, making real-time data
processing impractical.
The ultra-low-power and ultra-low-latency capabilities of Spiking Neural Networks
(SNNs), which can operate on non-von Neumann neuromorphic devices, offer a
potential solution to these challenges.

SNNs model their behavior on biologically inspired computation, mimicking the
mechanisms of organic brains. This approach is of high interest due to its impressive
computational capabilities, low latency, and minimal energy consumption. SNNs
consist of spiking neurons that operate in a sparse mode, in contrast to the con-
tinuous activity of neurons in traditional Artificial Neural Networks. Each neuron
processes sparse input events, known as spikes, and remains inactive in the absence
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of input, making them unparalleled in terms of energy efficiency.
This thesis specifically targets two neuromorphic embedded systems: DYNAP-

SE2, developed by the Institute for Neuroinformatics of Zürich, and Xylo, developed
by SynSense. DYNAP-SE2 is a mixed-signal asynchronous chip that utilizes analog
spiking neurons and synapses for computation. Xylo is a fully digital synchronous
chip tailored for processing low-dimensional input signals.
The overall design, development, and training of solutions for these devices pose
considerable challenges, mainly due to the unique characteristics and limitations of
each platform.

This thesis proposes an end-to-end multi-step pipeline for generating models
compatible with the target devices, that can be generalized to work across a wide
range of applications.

The ultimate goal of the thesis is to gather information about the capabilities
of target devices by evaluating their performance under varying levels of input data
complexity.

Both devices are benchmarked across a series of eight tasks of increasing com-
plexity, based on different subsets of the full HAR task, to discover their behavior
near their operational limits.

This work introduces critical techniques, such as Synapse Pruning and Quanti-
zation Tuning, which enhance the utilization of onboard chip resources and overall
model performance. In particular, Quantization Tuning has proven to be necessary
to ensure consistent performances after hardware deployment.

The proposed pipeline can produce well-trained, hardware-ready models that
can be directly deployed on the target devices.
DYNAP-SE2 and Xylo have proven to be mature enough for simple and medium-
difficulty tasks, but struggled with more complex ones primarily due to limited
software support.
Improving the software support will be critical for unlocking their full potential and
extending their applicability in real-world scenarios.
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Chapter 1

Introduction

Neuromorphic computing, a concept originally theorized and first applied in the late
1980s [1, 2], is a computational paradigm that mimics the behavior and structure
of biological nervous systems found in organic brains.

In recent years, with the growth of interest and applications of artificial neural
networks (ANN), neuromorphic computing has gained increasing attention in the
scientific community. It is often regarded as a more efficient substitute for tradi-
tional neural networks, offering advantages in terms of power efficiency, robustness,
and computational speed [3].

These advantages can primarily be attributed to the abandonment of the von
Neumann architecture, which suffers from a big penalty on the latency and power
consumption point of view caused by the need to transfer large amounts of data
between its internal components [4].

Neuromorphic computing leverages an innovative asynchronous event-based
paradigm, which relies on computational nodes with complex internal dynamics,
the spiking neurons, that are interconnected to form a network. These networks
are called Spiking Neural Networks (SNN). Each neuron is able to independently
process sparse input events, called spikes, and remain inactive when there is no
input. This behavior diverges from the traditional neural network paradigm in
which each network unit processes a continuous input signal.
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Introduction

To make an analogy with biology, neurons are connected through synapses.
These act as communication channels between neurons: when a neuron emits a
spike, it sends encoded information from its axon to the dendrites of downstream
neurons. The strength and quantity of these synaptic connections model the overall
behavior and information processing capabilities of biological neural networks [5].

The most common neuron model is the Integrate-and-Fire (IF) model, particu-
larly its leaky variant known as the Leaky Integrate and Fire (LIF) model [6].

In this model, each spike that reaches a specific neuron causes an increase in
its membrane potential. When the potential reaches and surpasses a certain level,
the membrane threshold voltage, the neuron emits a spike that propagates to the
output neurons.

In LIF neurons, the membrane potential tends to decay exponentially and resets
back to its resting state over time.

The working behavior of the LIF neuron model, with a particular focus on the
membrane potential dynamics, is described by differential equation 1.1.

τm
dVm

dt
= −(Vm(t) − Vrest) + Rm · I (1.1)

In the equation, τm stands for the membrane time constant, Vm(t) is the membrane
potential as a function of time, Vrest is the resting potential of the membrane, Rm is
the membrane resistance and I is the input current. The leakage of the membrane
potential is described by the term −(Vm(t) − Vrest).

Therefore, the behavior of a LIF neuron depends on the input current I, which is
calculated as a weighted sum of the input spiking contributions from upstream neu-
rons. Adjusting these weights alters the behavior of the neural network, which can
then be trained, as is the case with ANNs, to perform complex pattern recognition
tasks.

Generally, neuromorphic devices are digital, analog, or mixed VLSI circuits,
in which the physical artificial neurons are realized by employing transistors, and
memristors, among other techniques.

Neuromorphic devices find applications across a wide spectrum, spanning from
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scientific studies to practical classification and regression tasks.
Scientific applications primarily concentrate on the ambitious goal of simulating

and understanding the behavior of the human brain. These applications enable
researchers to gain insights into the mechanism of neural computation, contributing
to the advancement of the neuroscience [7].

In contrast, classification tasks, ideally, represent the field of application in
which neuromorphic devices truly shine.
In fields such as image and speech recognition, autonomous robotics, or medical
applications, like prosthetic limbs control or anomaly classification in EEGs and
ECGs, neuromorphic computing has the potential to revolutionize performance,
enabling rapid and energy-efficient decision-making [8].

Overall, the ability to process sensor data in real-time, leveraging their excep-
tional power efficiency and low-latency capabilities, makes neuromorphic devices
suitable for practical, real-use cases where low power consumption and high-speed
processing are critical.

In practice though, there are significant limitations that affect the usability and
applicability of this kind of device. These limitations can be identified in various as-
pects, including programming complexity, compatibility with the available software
ecosystem of libraries and languages, and hardware constraints.

Moreover, training spiking neural network devices can be a lot more challeng-
ing if compared to their traditional counterparts: the non-differentiable nature of
spiking neurons makes the standard back-propagation algorithm inapplicable.

To address these challenges several methods have been proposed, involving adap-
tations of training techniques traditionally employed for Artificial Neural Networks
(ANNs) as well as exploring novel approaches [9].

One of the proposed methods is based on supervised learning, where an ANN
is initially trained using continuous input signals. Subsequently, artificial neurons
are replaced with spiking neurons, leading to enhanced inference efficiency [10].
However, this technique has a possibility of incurring in an accuracy loss due to the
conversions and approximations used [9].
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Another family of methods employs surrogate activation functions as an approx-
imation of spiking activation to enable back-propagation with input spike events
also for SNNs. These techniques are very expensive from the computational point-
of-view and require a large amount of data, making it impossible to accomplish
efficient on-chip learning. [11].

Furthermore, some neuromorphic systems rely on unsupervised learning tech-
niques, like spike-timing-dependent plasticity (STDP), which is a biologically plau-
sible mechanism that instantaneously adjusts the synaptic weights based on the
temporal correlations between pre- and post-synaptic spike timings [12].

These constraints must be taken into consideration when evaluating the suit-
ability of neuromorphic devices for general-purpose applications. While these can
be generally acceptable for specific low-complexity tasks, enabling to fully take ad-
vantage of the neuromorphic benefits, it could become prohibitive for complex and
broad tasks.

In the last 15 years, a wide set of large-scale neuromorphic devices has been
developed by various research groups [8].

Starting from 1998, the Advanced Processor Technologies Research Group from
the University of Manchester has been conceiving and designing a neuromorphic
supercomputer based on the digital paradigm, SpiNNaker [13]. It achieved the
significant milestone of simulating one million neurons in 2018 [14].

From 2011 to 2015, research groups coming from the most important Euro-
pean universities collaborated in the development of a hybrid analog neuromorphic
supercomputer called BrainScaleS [15].

Both SpiNNaker and BrainScaleS have been funded by the European Union’s
Human Brain Project, with the objective of enabling brain simulations for neuro-
science research.

In 2019, a group of researchers from Tsinghua University introduced Tianjic [16],
a chip capable of supporting both spiking and traditional neural networks. This
versatility makes it usable in a large range of applications, as demonstrated by its
employment in a self-driving bike, able to avoid obstacles, navigate autonomously,
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and respond to voice commands.

Recently, large companies such as IBM, Intel, and others, have shown a keen
interest in the commercialization of these devices.

In 2014, IBM introduced TrueNorth [17], followed by Intel’s release of Loihi [18]
in 2017. These digital neuromorphic devices share a common objective: to extend
the advantages inherent to the neuromorphic paradigm to consumer edge devices.

In 2021, Intel introduced the successor of Loihi, called Loihi2 [19], which is
more capable, supports various neuron models, and enables finer and more precise
configurations.

This thesis focuses on the DYNAP-SE2 and Xylo neuromorphic chips.
DYNAP-SE2 is a mixed-signal chip that implements its computational capabil-

ities through analog spiking neurons and synapses. It was developed and built by
the Institute of Neuroinformatics, affiliated with the UZH and ETH universities of
Zürich.

Xylo is a fully digital neuromorphic chip tailored for processing low-dimensional
input signals, introduced during 2023 by SynSense, the world’s leading supplier of
neuromorphic solutions.

The overall design, development, and training of solutions for these devices pose
considerable challenges, mainly due to the unique characteristics and limitations of
each platform.

The objective of this thesis is to explore the capabilities and limitations of
neuromorphic devices, assessing their performance at various levels of input data
complexity.

Furthermore, this thesis intends to build upon prior research conducted in a
previously published work [20], in which the authors explored the suitability of the
neuromorphic approach for on-edge IoT applications.

The final goal is to evaluate their suitability for practical applications, relying
on off-the-shelf available consumer-grade sensors, without the need for specialized,
high-precision, or costly hardware.
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To extend the study to a real use case the DYNAP and Xylo platforms are
benchmarked using a classification task based on the Human Activity Recognition
(HAR) problem. The main objective of the HAR task is to identify human actions
by analyzing motion data captured through wearable sensors. The task will be
described in more detail in Section 2.1.

Both target devices are tested across a series of tasks of increasing complexity,
based on different subsets of the full HAR task, having different numbers and
combinations of classes, to discover their behavior near their operational limits.

In conclusion, this thesis attempts to reveal the potential and limitations of
state-of-the-art, currently available neuromorphic devices, seeking to contribute
with valuable insights into the growing field of neuromorphic computing and its
potential role in the future of edge computing and real-time, low-power data anal-
ysis.
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Chapter 2

Background

2.1 Human Activity Recognition

In certain applications, achieving a deep understanding of the user’s environment
is necessary to accomplish the system’s objectives.

Specifically, the recognition of user behavior and activities opens doors to smarter
and more effective human-computer interactions. It also paves the way for the de-
velopment of a new generation of applications in domains ranging from medicine
and related fields to self-driving vehicles or security surveillance. For instance, the
ability to recognize human actions or behavior could play an important role in the
control of prosthetic limbs, conducting fitness analyses of individuals, preventing
illnesses, and more.

Figure 2.1: Human Activity Recognition task diagram. The motion data, produced by sensors
during an activity of a human subject, is processed through a trained classifier. The system’s
objective is to identify the activity.

7



Background

This is precisely the objective of the HAR task: to identify and categorize human
actions by analyzing data collected from motion sensors applied to the subject.

Historically, this task was very challenging due to the unavailability of off-the-
shelf, precise sensors and to the limited computational capabilities of portable de-
vices.
In the past, capturing the required data necessitated the use of uncomfortable and
impractical full-body sensor suits, resulting in redundant and inefficient data col-
lection. Furthermore, processing the data in real-time on handheld devices was
unfeasible within humanly acceptable times and without draining the device’s bat-
tery.

However, recent advancements in sensor technology and the widespread adop-
tion of wearable devices, such as smartwatches, have presented an unprecedented
opportunity.
These modern devices are equipped with sensors that offer significantly higher pre-
cision than their predecessors. Their computational capabilities are excellent in
relation to their form factor and their battery is perfectly able to last for more than
a day.
Additionally, they have been widely accepted as both practical and fashionable ac-
cessories, typically worn throughout the day. This ensures a continuous stream of
data that can be exploited to adapt and fine-tune recognition systems for individ-
ual users, enhancing their accuracy. Moreover, this opens the door to background
analyses that were unfeasible in the past.

These developments in the field of HAR could positively impact a wide range
of related applications and pave the way for groundbreaking innovations.
Such innovations have the potential to mark a significant milestone in the integra-
tion of humans and machines.
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2.1.1 Wireless Sensor Data Mining Dataset

In recent years, researchers groups generated a very large number of datasets tai-
lored for the HAR task.
These datasets typically contain data samples captured through motion sensors,
such as accelerometers and gyroscopes, commonly found within Inertial Measure-
ment Units (IMUs) integrated into smartphones, smartwatches, or dedicated hard-
ware devices.

Among the most widely recognized datasets are:

• Opportunity Dataset [21]: Developed for the Opportunity Project in 2010,
this dataset includes recordings from various types of sensors and cameras.
Its primary objective is to achieve highly precise activity recognition within
a breakfast scenario.

• Human Activity Recognition Using Smartphones Dataset [22]: Generated
from the recordings of 30 subjects performing activities of daily living, wearing
a smartphone on their waist.

• Wireless Data Mining Dataset (WISDM) [23]: Generated in controlled labo-
ratory conditions by recording only smartphone’s accelerometer data from 29
subjects performing daily activities, such as walking, jogging, climbing stairs,
sitting and standing.

• Actitracker Dataset [24]: This is considered the "real world" version of the
WISDM dataset. It is composed of data collected through the homonymous
smartphone application, this dataset focuses on monitoring and improving
users’ health by setting and tracking activity goals.

• PAMAP2 Physical Activity Monitoring Dataset [25]: Generated by recording
9 subjects wearing a specialized network of 3 IMUs on the wrist, ankle and
chest, plus a heart rate monitor.

9



Background

This thesis centers its attention on the updated version of the WISDM dataset
[26], which was released in 2019.
In its revised form, WISDM relies not only on data from smartphones, but also from
smartwatches. Moreover, in contrast to the original version, which solely relied on
accelerometer data, it also incorporates readings from the devices’ gyroscope.
From now on, the acronym "WISDM" will refer to the revised dataset.

Label Class Label Class Label Class
0 Walking 6 Brushing Teeth 12 Kicking Soccer
1 Jogging 7 Eating Soup 13 Catch Tennis
2 Stairs 8 Eating Chips 14 Dribbling Basketball
3 Sitting 9 Eating Pasta 15 Writing
4 Standing 10 Drinking 16 Clapping
5 Typing 11 Eating Sandwich 17 Folding Clothes

Table 2.1: Summary of the classes included in the WISDM dataset, along with their corre-
sponding labels.

Figure 2.2: Overview of the WISDM class distribution. The x axis shows the number of samples
for each class. The classes in the dataset are mostly balanced.

Samples were collected by recording 51 subjects while performing a predefined
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set of activities. Each activity had a fixed duration of 3 min, recorded at an
acquisition rate of 20 Hz (every 50 ms).
Consequently, the dataset contains 18 nearly balanced classes that are associated
with hand-oriented and non-hand-oriented human actions. By comparison, the
previous version contained only 6 classes: this shows the extent of the revision,
which aimed to expand the dataset, potentially making it the most important for
the HAR task.

Figure 2.3: Plot of seven randomly selected samples representing different classes from the
WISDM dataset. The figure displays the time series data associated with the accelerometer and
gyroscope axes.

As mentioned earlier, data consists of sensor measurements from the IMU of
either a smartphone or a smartwatch, obtained by recording human subjects per-
forming a specific action.
In particular, each sample is composed of 6 readings for each time step, each asso-
ciated with the IMU’s accelerometer and gyroscope axes.

The dataset used in this thesis was further processed, splitting the 3-minute
samples into windows of two seconds. Therefore, each sample is a time series
containing 40 timesteps, given the original acquisition rate of 20 Hz.

The WISDM dataset is an ideal choice for developing action recognition or
biometric identification models.
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2.2 Neuromorphic Devices

2.2.1 DYNAP-SE2

The DYnamic Neuromorphic Asynchronous Processor — ScalablE 2 (DYNAP-SE2)
neuromorphic chip is the latest addition to the DYNAP family of neuromorphic
chips.
It was developed by the Institute for NeuroInformatics (INI) in Zürich, which is
affiliated with ETH Zürich and the University of Zürich (UZH).

Figure 2.4: A DYNAP-SE2 board. The control FPGA is assembled as a shield.

The primary goal of the DYNAP-SE2 is to emulate the behavior of biological
brains and nervous systems.
Its neurons and synapses can be configured to form complex networks, capable of
generating intelligence and, therefore, possessing computational capabilities.
This chip is compatible with a wide range of common network models, spanning
from feedforward to reservoir and recurrent networks.
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The chip is based on a mixed-signal architecture and possesses remarkable ultra-
low-power and ultra-low-latency properties.
All the computational units, including neurons and synapses, are analog structures
designed to work in the sub-threshold domain, resulting in exceptional power effi-
ciency.
Furthermore, the digital event-based inter-neuron communications rely on a novel
and patented asynchronous routing system [27].
This communication scheme diverges from the traditional von Neumann architec-
ture, as memory is effectively distributed across all system components. This design
choice results in an in-memory computing architecture that remains unaffected by
the limitations of traditional architectures.
This ensures low latency, even for inter-chips communications, and dramatic system
scalability.

While the sub-threshold design allows for great power efficiency, it also makes
the DYNAP-SE2 more susceptible to the hardware manufacture variability [28],
which is commonly present between each produced item. This is reflected in small
but chronic inequalities across the behavior of the internal components of the same
chip. This phenomenon is defined as "mismatch" [29].

The presence of mismatch can be advantageous for the objective of emulating a
biological brain, where natural variations exist among neurons and synapses. How-
ever, it can pose significant challenges for certain classification tasks. In practical
terms, this mismatch complicates the process of configuring the board to generate
the desired behavior.

Going into the chip’s specifications, it comprises four neural cores, with each
core containing 256 Adaptive Exponential Integrate and Fire (AdExpIF) neurons,
making a total of 1024.
Each neuron supports up to 64 input synapses, allowing it to receive information
from 64 other neurons, including itself through recurrent connections.
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Figure 2.5: A schematic representation of the internal structure of a DYNAP-SE2 chip. The chip
is composed of four neural cores (NC), each containing 256 neurons. Two parameter generators
(PG) propagate the user-defined configuration to the cores. The intra-core and, eventually, inter-
chip is handled by a patented hierarchical routing scheme.

Moreover, each neuron has two dedicated memory components responsible for
storing I/O connection configurations:

• Content Addressable Memory (CAM): Holds the configuration details for the
input connections. In particular, each entry corresponds to an input synapse
and contains information about the source neuron identification tag, plus
type, weight, and other settings (such as delay, short-term plasticity, and
more) of the synapse.

• Static Random Access Memory (SRAM): Stores the neuron-specific configu-
ration for output events routing. Each entry contains information about the
specific chip and core the output events must be forwarded to.
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Figure 2.6: A schematic representation of the internal structure of a DYNAP-SE2 neuron. The
input events stream is processed asynchronously by up to 64 configurable synapses. Synapses
inject current into the neuron’s soma, causing a variation of the membrane potential. If the latter
surpasses a threshold, the neuron fires, and an output event is generated.

The DYNAP-SE2 is highly configurable and exposes a set of 70 parameters to
customize the behavior of neurons and synapses. These parameters include synap-
tic weights, time constants, and more.
Like in other similar neuromorphic platforms, this high configurability comes with
some constraints.
Specifically, the DYNAP-SE2 does not allow for the individual configuration of
neurons and synapses but operates at the group level. Generally, users can only
define a per-core configuration. Thus, the parameters are shared between the neu-
rons and synapses that reside in the core the parameters were specified for.
This approach also extends to the synaptic weights: only four weight values can be
specified per core, and each synapse has a bit mask to enable one or a combination
of these values.

A parameter generator, or bias generator, is responsible for converting the digital
value of every single parameter to an analog current, that is subsequently supplied
to the respective components.

The system is used in conjunction with an FPGA, which serves as the interface
to external systems for input and output functions.

Each input event is encapsulated into an Address-Event Representation (AER)
and sent to the FPGA, where it is temporarily stored in internal buffers. At the
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right timestep, the event is propagated in the chip through a series of virtual neu-
rons, that are connected to the physical neurons.

When an input event stream is present, each synapse integrates the incoming
events, each with a behavior defined by its type, and injects current into the neuron
membrane.
The processor supports four types of synapses: AMPA, NMDA, GABA, and SHUNT.
AMPA and NMDA are excitatory synapses and, thus, produce an increment in the
membrane potential. On the contrary, GABA and SHUNT are inhibitory synapses,
causing a decrement of the membrane potential [30]. AMPA and SHUNT synapses’
effects are fast but short-lasting, while NMDA and GABA produce a slow but sus-
tained effect.

When the membrane potential exceeds a specific value, known as the firing
threshold, the neuron emits an event.
Each time a neuron fires, it triggers a reset mechanism which is responsible for
returning the membrane potential back to the resting state: following each firing
event, the neuron enters a refractory period, having a configurable but brief dura-
tion.
During the refractory period the membrane current is flushed, and the neuron ig-
nores any input and, therefore, is incapable of firing.

The output event is handled by the routing system, which sends it to the des-
ignated output neurons by broadcasting it across the chip and core as configured
in the SRAM of the firing neuron.

The FPGA has the capability to intercept the events emitted by the neurons,
enabling users to visualize and analyze neural activity.

The DYNAP-SE2 chip stands as one of the most advanced examples of cutting-
edge neuromorphic technology, promising unparalleled energy efficiency and en-
abling both research-driven exploration and broader practical applications [30].
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2.2.2 Xylo

Xylo describes a family of neuromorphic devices designed and commercialized by
SynSense. The company is considered the world’s largest supplier in neuromor-
phic technologies [31], with a wide range of ultra-low-power and ultra-low-latency
neuromorphic solutions, specializing in applications related to vision and audio pro-
cessing.
SynSense’s primary mission is the commercialization of neuromorphic devices, de-
veloped relying on two decades of experience coming from associated universities:
ETH Zürich and the University of Zürich (UZH).

Figure 2.7: A SynSense’s Xylo IMU board.

Among all Synsense’s offers, Xylo is specifically designed for low-dimensional
signal processing. For that reason, it is perfectly suitable for the Human Activity
Recognition task.
Xylo’s applications range from keyword spotting and environmental recognition to
medical analyses and smart security [32, 33].

At the time of writing this thesis, the Xylo family comprehends several models,
such as Xylo Audio and Xylo IMU, specialized in various applications.
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The primary difference among them can be identified in the type of input sensor
they are equipped with: Xylo Audio has an analog/digital microphone, while Xylo
IMU contains a three-axis accelerometer.

Considering the potential of directly utilizing the onboard IMU for the HAR
task, it becomes evident that Xylo IMU would have been the most suitable choice
for the objectives of this thesis. Unfortunately, the Xylo IMU was only released in
October 2023 and this thesis work was at too late a stage. We leave the exploration
of Xylo IMU solutions to later work. For that specific reason, this work focuses on
the Xylo Audio chip.

The on-chip input sensor enables Xylo to be used as an all-in-one solution, which
integrates both the sensorial input and neuromorphic computational capacity: data
generated from the sensorial compartment is converted to a stream of spiking events
by the analog front-end and directly processed by Xylo’s SNN core.

Figure 2.8: A high-level representation of the internal structure of a Xylo device. The input
data obtained from the sensorial compartment is processed by Xylo’s front-end. The front-end
filters and encodes it producing a stream of events. The input spike stream is then processed by
Xylo’s SNN core.

At the core of the Xylo devices is a fully digital synchronous neuromorphic
processor, with a very wide configurability, that supports the most common spiking
neural networks, such as feed-forward, recurrent, reservoir, or other complex custom
neural network structures.
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Xylo V1 and Xylo Audio, the first released, support up to 16 input channels,
1000 hidden neurons and 8 readout channels, conveniently available for classification
purposes.
The number of hidden neurons is lower for the Xylo IMU variant, supporting up to
496 hidden neurons, but offering a higher amount of readout channels, that is 16.
However, the higher hidden neuron count in Xylo Audio comes with a very strong
limitation on the neuron’s fan-out, which is limited to 64 per neuron, against the
512 maximum output connection for the Xylo IMU.

Figure 2.9: A schematic of the logical architecture of a Xylo device. It is designed to support a
large set of network architectures. Each component in the schematic shows the amount available
for each resource, with the distinction between Xylo Audio and Xylo IMU platforms.

The hidden neuron model built in Xylo is the Current-Based Leaky Integrate-
and-Fire (CuBa-LIF) spiking neuron.

Input events from pre-synaptic neurons are weighted by multiplying them with
the 8-bit synaptic weights.
Xylo is able to handle multiple events at the same time: each input channel can
transport up to 15 events per time-step, while each neuron can fire a maximum of
31 times per time-step, generating the same amount of output events.
The 16-bit synaptic state stores the global sum of all the input contributions.
Some of the Xylo models support a secondary synaptic compartment, which is
unsupported by the current version of the software library but allows for future
expansions.
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The synaptic states are added together with the neuron state, causing an in-
crease in the membrane potential. The latter is encoded, as for the synaptic states,
using 16-bit.

If the membrane potential goes above the neuron-specific configured threshold,
the neuron fires and generates one or multiple output events.
The membrane reset is triggered at each firing event and causes the reduction of
the neuron’s membrane potential. This operation is implemented as a subtraction
of a specific configurable value.

Figure 2.10: A schematic representation of a Xylo’s neuron. The pre-synaptic neuron events are
multiplied by the synaptic weights. All the input contributions are added together and produce
an increase in the neuron’s membrane potential. If this value surpasses the threshold value, one
or multiple events are emitted.

The leaky trait of the neuron is implemented through an approximation of
exponential decay, called bit-shift decay. Executing bit-shifts is way more efficient
on digital devices than computing exponentiations.
This way, Xylo can keep the power requirements very low, but at the same time is
able to effectively approximate the expected neuron leakage behavior.

Xylo allows for complete configurability of each neuron and synapse, by tun-
ing their parameters individually (e.g. time constants, neuron threshold, decay
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behavior, and more).

In conclusion, Xylo is an advanced commercial chip, likely the first of its kind
to reach the market. It delivers high performance while maintaining its ultra-low-
power and ultra-low-latency characteristics, potentially offering new solutions for
everyday applications.
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2.3 Tools

2.3.1 Rockpool

Rockpool is an open-source software library developed by SynSense.
It provides a robust framework for efficiently building, training, simulating, and
deploying both traditional and spiking neural networks.

Rockpool supports the gradient-descent training paradigm out-of-the-box, re-
lying on standard back-propagation. It exploits surrogate gradient functions to
extend this paradigm to the spiking domain [32].

This framework offers support for various simulation backends, and it includes
essential modules for composing complex networks.
As of now, Rockpool is compatible with Torch, JAX, and Numpy, and it leverages
their GPU acceleration capabilities, ensuring reliability and high-speed simulations.

Notably, Rockpool seamlessly supports both the Xylo and DYNAP-SE2 plat-
forms.
Xylo was the first device to be compatible with Rockpool. The latter offers a bit-
accurate simulator that allows users to test network performance without the need
for physical hardware.

To make a network designed within Rockpool compatible with hardware, it must
be processed through a conversion pipeline. This process involves mapping the
network’s modules to specific hardware resources, quantizing the weights to match
hardware characteristics, and ultimately converting the network into a hardware
configuration that can be directly deployed on the chip.

During 2023, Rockpool’s compatibility was extended to include the DYNAP-
SE2 chip.
This expansion was based on a research [34] that outlines a novel network training
and deployment pipeline tailored to the DYNAP-SE2 platform. The paper explores
an unsupervised weight quantization method to optimize network parameters and
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proposes a training approach aimed at achieving robust models that can handle
hardware mismatch, a characteristic of the DYNAP-SE2.

Like in the case of Xylo, Rockpool incorporates a dedicated simulator for the
complex neuron dynamics of the DYNAP-SE2, as well as all the necessary tools for
network conversion and deployment.
This ensures smooth integration with these neuromorphic platforms, making it a
powerful tool for researchers and developers.

2.3.2 Tonic

Tonic [35] is an open-source software library developed with the support of SynSense.
It provides access to publicly available event-based audio and vision datasets, of-
fering a wide range of functions for event transformation.

Notable features include the ability to optimize data loading using caching tech-
niques, easily batch and slice event-based datasets, and support for advanced event-
based data manipulation.

This includes operations such as probabilistic event dropping, time cropping,
noise addition or removal, and downsampling. Additionally, Tonic enables users to
convert static images into various event-based representations.

Tonic seamlessly integrates with Rockpool, extending its functionality to incor-
porate the features mentioned above.

2.3.3 Samna

Samna, a software library developed by SynSense, is a crucial component in inter-
facing with SynSense’s hardware platforms, aiming to provide a comprehensive and
powerful toolset for users.

Samna is compatible with the entire range of SynSense products, including those
from the DYNAP series, such as DYNAP-CNN and DYNAP-SE2. It gives users
the ability to manage the board configurations, update firmware, deploy network
models, and monitor the power consumption during operation.
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Furthermore, Samna offers an extensive suite of tools necessary for not only
controlling but also observing the behavior of connected devices. Users can send
and receive events from the board, compose complex event processing graphs, and
leverage a dedicated graphical user interface for visualizing these events effectively.
This versatility makes Samna an indispensable resource for optimizing and control-
ling the functionality of SynSense’s hardware offerings.

2.3.4 Neural Network Intelligence

NNI, which stands for Neural Network Intelligence, is an open-source toolkit de-
signed to support researchers, engineers, and data scientists working in the field of
machine learning.
Developed by Microsoft, NNI is a comprehensive tool that aims to automate the
processes and simplify the complexities involved in neural network architecture
search (NAS) and hyperparameter optimization (HPO), making it easier to design
and fine-tuning effective deep learning models [36].

In the context of this thesis, NNI assumes a pivotal role, primarily focusing on
hyperparameter optimization. In fact, it can be used to automatize the complex
task of searching for optimal hyperparameters, by providing an extensive set of
optimization techniques.

The tool configuration for the HPO task is straightforward. The user has to de-
fine the hyperparameters search space, which defines the interval of validity for the
parameters that must be optimized, and to configure the experiment, for example
by choosing the tuning algorithm, the maximum experiment duration, in time or in
number of trials, and other relevant settings. Moreover, the user needs to provide
a default metric, i.e. model accuracy, that NNI will try to maximize or minimize,
according to the user configuration.
Running the experiment starts the optimization process: the tuning algorithm
wisely chooses the parameters to test in each trial, trying to find an optimal solution
based on the model behavior.
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Noteworthy functionalities of NNI include model compression through quantiza-
tion and model pruning, as well as comprehensive support for feature engineering.

NNI provides a user-friendly interface and seamless integration with popular
machine learning frameworks such as TensorFlow, PyTorch, and Keras.

Moreover, NNI can be used on local machines, or to orchestrate the operations
within distributed environments. The capability to parallelize tasks across multiple
machines significantly enhances efficiency, saving valuable time, especially when
working with very large models.

In the end, NNI simplifies the complex process of developing and tuning high-
performance neural networks. Its user-friendly design and comprehensive function-
ality make it a valuable asset in the research and development of machine learning
models.
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Chapter 3

Materials and methods

Figure 3.1: A schematic showcasing the proposed end-to-end pipeline. It comprises three
macro-sections: 1) Task Definition, including the Data Selection and Encoding stages, 2) Model
Generation, including Architecture Search, Hyperparameter Optimization (HPO), and Extended
Training stages, and 3) Hardware Deployment, including Quantization Tuning and Hardware
Configuration Generation.

The goal of this thesis, namely the exploration of the capabilities and limitations
of target neuromorphic devices, requires the production of optimized models that
can be easily implemented and deployed on hardware.
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Discovering optimal parameter configurations, running complete and extensive
training sessions, and tuning HW configuration generation are mandatory steps to
extract the best performance possible from each generated model: the incorrect
behavior of each of these processes could cause dramatic performance loss that
could heavily affect the accuracy of the final model and, thus, the reliability of the
experiment.

To achieve a consistent and repeatable state of optimal model generation, this
thesis proposes an end-to-end pipeline consisting of several steps, as depicted in
Figure 3.1:

• Data Selection & Task Definition: As the first step, it is responsible for
defining the tasks that will be used for the benchmark. Subsets of the raw
dataset, composed of combinations of classes of various sizes and, therefore,
with various levels of complexity, are selected by employing a metric that
can measure the separability of the classes in the selected combination. Each
selected subset of the dataset will be associated with a single task.

• Encoding: The subset of data from each task is encoded as sparse, binary
events using an encoding technique. This is a requirement when working
with SNNs.

• Architecture Search: This step is responsible for selecting the best neural
network architecture for a specific task. The best architecture will be used
for the rest of the pipeline’s steps.

• Hyperparameter Optimization: The best model hyperparameter configura-
tion for each task is sought during this step.

• Extended Training: The final model for each task is obtained by training over
a longer period the best configuration identified by the HPO experiment. This
should ensure that the best possible model accuracy is achieved.

• Quantization Tuning: The trained model weights are manipulated to ensure
the best performance after quantization.
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• Hardware Configuration Generation: Finally, the network parameters are
quantized, translating them into the device parameter domain, and a de-
ployable configuration is generated.
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3.1 Data Selection

Given the primary objective of this thesis, which is to explore the performance of
neuromorphic devices as the complexity of the processed data changes, the first
step was to obtain a collection of tasks of controlled and increasing complexity.

The WISDM dataset is extensive and contains data from both smartphones
and smartwatches. In any case, the data from smartphones are expected to be
less accurate and have a lower dynamic range than the information extracted from
smartwatches.
This difference does not depend on the different IMU units supplied with the de-
vices, but is mainly due to the radically different positioning of the device: while
the smartphone used to record the subjects’ movements was positioned on the
waist, the smartwatch was positioned on the wrist, whose movements are more
pronounced and have greater variability.
Therefore, a classifier will potentially be unable to distinguish between the eating
actions, which have a high degree of similarity if seen from the smartphone’s per-
spective.
For that reason, I only considered the smartwatch-generated samples, to get a more
compact and homogeneous starting dataset and to slightly simplify the classifica-
tion task.

Figure 3.2: KDE visualization for the 7 classes belonging to the general, hand-oriented subset
of the WISDM dataset. As clearly visible, classes are heavily overlapping.

29



Materials and methods

The different classes of which the WISDM dataset is composed are generally
highly overlapping, as shown by the Kernel Density Estimation analysis in Fig-
ure 3.2.

This phenomenon causes certain groups of classes to be harder to classify if
compared to others.
Therefore, the complexity of a task can be selected by finding different combinations
of a certain number of classes and measuring their separability through a metric
that can produce observable and consistent estimations. The data belonging to the
classes in each combination is then joined to form multiple subsets, which have a
known complexity relative to the original dataset.

Thus, each task is associated with a specific subset of classes and its difficulty
level is determined by calculating the separability score of its classes.

The data selection process began with the creation and analysis of methods for
calculating the separability of various classes in a dataset, to find one suitable for
the task.

This led to the development of two metrics, respectively based on exploiting the
Dynamic Time Warping (DTW) distance metric and the Küllback-Leibler Diver-
gence (KLD), also used as a distance metric.

3.1.1 Dynamic Time Warping Class Separability Metric

The first metric tested was the one based on the DTW distance. Dynamic Time
Warping [37] is a distance metric that allows for better performance in time series
comparison, against simple Euclidean distance [38, 39].

Euclidean distance calculates the distance between two points as the length of
the linear segment that connects them. While it performs well in most of the low-
dimensional tasks, it is slightly imprecise when applied to high-dimensional data.
In particular, in the case of time series, the Euclidean distance metric is not able
to adapt to desynchronized or compressed/dilated data.

Dynamic Time Warping tries to take into account these factors when calculating

30



Materials and methods

distance. In fact, applying DTW is equivalent to minimizing Euclidean distance
between aligned time series under all admissible temporal alignments [40].

This enables the metric to be able to adapt to misaligned data, even when the
sampling rate changes dynamically.

Figure 3.3: Comparison between the behavior of Euclidean and Dynamic Time Warping distance
metrics when applied to misaligned time series. DTW can adapt to data desynchronization and
obtain more coherent measurements. Source: [40].

The class separability metric based on DTW works as follows:

1. A per-class average sample is obtained by calculating the median values for
each time step, for each of the class samples. This results in a single sample
containing 40 timesteps and six dimensions.

2. A class distance matrix is generated by calculating the distance between the
different classes’ median samples, comparing them two by two using DTW
over all six dimensions.

3. After selecting the value of the variable n, which controls the size in terms of
classes in the sets to analyze, the system generates all the possible combina-
tions of n class labels.

4. The final separability score for each combination is then calculated as the sum
of the distance values between each pair of classes it contains. High values
mean good separability.
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While, theoretically, this approach could yield sufficiently accurate measure-
ments, it is heavily susceptible to the lack of synchronization between samples
belonging to the same class.
This issue, inherent in the WISDM dataset, was exacerbated by the windowing
applied to the dataset, dividing the 3-minute samples into 2-second time series.
This misalignment causes the dimensions of the average sample to be straight lines.
Therefore, most of the information is contained in the amplitude of such signals,
while the information based on the shape of the signal is almost completely lost.

(a) Median sample for Walking class (b) Median sample for Typing class

(c) Mean sample for Walking class (d) Mean sample for Typing class

Figure 3.4: Comparison between the average samples for two random classes obtained using
the median and mean techniques. The average sample calculated using the median seems to keep
some of the shape information and obtain a better amplitude dynamic range.

A possible solution to this problem is to calculate the inter-class distance as the
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sum of the distances between all their samples, thus exploiting better the capacity
of DTW to work on desynchronized signals. However, this approach was discarded
because of its cost in terms of computational time and resources.

3.1.2 Küllbach-Leibler Divergence Class Separability Met-

ric

The DTW-based metric issues resulted in the necessity to explore other techniques.
For this reason, the second approach tested, based on the Küllbach-Leibler Diver-
gence, deviates from a purely geometrical strategy and focuses on the statistical
perspective, analyzing the sample distributions of each class.

Originating from Information Theory, Küllbach-Leibler Divergence (KLD) [41]
is a type of statistical distance.
In fact, it is a measure of how much a probability distribution is different compared
to another one, taken as a reference.
Given two probability distributions, P and the reference Q, a simple interpretation
of KLD is the measure of the information lost when Q is used as an approximation
for P.

Figure 3.5: Example of the Kullback-Leibler divergence applied on Gaussian probability distri-
butions. The left figure shows two example Gaussian PDFs. Integrating the highlighted area, in
the right figure, returns the KLD value. Source: [41].

KLD cannot be applied directly as a distance metric because of its non-symmetry:
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calculating the divergence of P from Q returns a different value than the one ob-
tained by calculating it in the opposite direction, of Q from P.
For such specific reason, the algorithm for the class separability handles the dis-
tance calculation in a slightly different way, compared to the one based on DTW:
when measuring the distance between two classes, the KLD values between their
dimensions are calculated in both directions and then added together.

Moreover, this algorithm makes use of Kernel Density Estimation (KDE) [42],
which is a way to estimate the probability density function of a certain set of
data. KDE produces continuous functions, in contrast with the discrete histograms,
obtained with the binning technique.

The algorithm starts by substituting each data sample with a specific and con-
figurable continuous kernel function. Successively, these kernel functions are added
together, producing a close and smooth estimation of the real probability density
function for the input data.

Figure 3.6: Comparison between discrete histograms and Kernel Density Estimation to visualize
data distribution. The figures show the histogram and the KDE calculated on the input data,
represented as small ticks. Source: [42].
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The KLD-based class separability metric is calculated as follows:

1. To make the process efficient, the algorithm starts by calculating the KDEs
for each class and all the data dimensions, finally storing them in a map.

2. A class distance matrix is generated by calculating the distance between the
KDEs of each pair of classes using KLD, considering all the data dimensions.
Given the non-symmetry of KLD, the final score between each pair is calcu-
lated in both directions and added together.

3. After choosing the value of the variable n, which controls the size in terms of
classes in the sets to analyze, the system generates all the possible combina-
tions of n class labels.

4. The final separability score for each combination is then calculated as the sum
of the distance values between each pair of classes it contains. High values
mean good separability.

3.1.3 Metrics Comparison

The next step was to compare the identified metrics, evaluating their effectiveness
and selecting the most accurate one to use for defining tasks.

Figure 3.7 shows the distance matrix that aggregates all the measurements for
each pair of classes.

Both of the metrics seem able to identify some common patterns.
In fact, they agree on the very high overlap between classes 0 and 2, associated
with "Walking" and "Stairs".
Moreover, in both of the matrices, the bottom right section is darker than the rest,
highlighting a very high similarity between each other the classes from label 12 to
17 (in order "Kicking Soccer", "Catch Tennis", "Dribbling Basketball", "Writing",
"Clapping", "Folding Clothes").

However, they disagree on the most separable class pair: the DTW-based
method identifies the pairs (0: "Walking", 11: "Eating Sandwich") and (5: "Typing",
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(a) DTW (b) KLD

Figure 3.7: Distance matrices generated employing the class separability metrics based on
DTW and KLD. The class-label associations are listed in table 2.1. Lower scores mean higher
class overlap, thus lower separability. DTW tends to overshoot the measurements, but the metrics
share some common patterns.

11: "Eating Sandwich") as the best, while the KLD-based method selects the pairs
(1: "Jogging", 8: "Eating Chips") and (6: "Brushing Teeth", 8: "Eating Chips").

Generally, the matrix obtained with the DTW-based method seems to show
higher separability values, compared to the KLD-based measurements.

As a further comparison between the two methods, I decided to directly test
them for their original purpose, that is to define the data subsets associated with
the tasks for this thesis work. The two algorithms have been tested searching for
the best and worst separable class combinations for the task with two classes.

In particular, the accuracy of their measurements has been verified by visual
analysis of the KDE plots, calculated on the data subset relative to the task.

The two-class task provides great information on the metrics performance with
the big advantage of still being human-intelligible.

The tables 3.1 and 3.2 compare the 5 best and worst combinations generated
by the DTW-based and KLD-based algorithms.

The scores produced by the two metrics are not directly comparable, as they
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DTW KLD
Class Combination Score Class Combination Score

(Typing, Eat. Sandwich) 102.703 (Brush. Teeth, Eat. Chips) 31.733
(Walking, Eat. Sandwich) 102.625 (Jogging, Eat. Chips) 31.245
(Standing, Eat. Sandwich) 100.171 (Brush. Teeth, Catch Tennis) 29.402

(Stairs, Eat. Sandwich) 97.422 (Eat. Soup, Eat. Chips) 24.451
(Typing, Drinking) 88.586 (Jogging, Catch Tennis) 24.288

Table 3.1: Ranking of the five most separable class combinations for the two classes task.
Separability decreases from top to bottom.

DTW KLD
Class Combination Score Class Combination Score
(Walking, Typing) 1.237 (Walking, Stairs) 0.330

(Writing, Folding Clothes) 2.890 (Stairs, Typing) 0.433
(Standing, Typing) 4.278 (Writing, Clapping) 0.465
(Walking, Standing) 4.843 (Writing, Folding Clothes) 0.511

(Walking, Stairs) 5.513 (Brushing Teeth, Eating Soup) 0.554

Table 3.2: Ranking of the five least separable class combinations for the two classes task.
Separability increases from top to bottom.

measure different things. So, it only makes sense to compare scores generated by
the same algorithm.

We can notice the two algorithms agree on some of the combinations for the
worst case: they share the pairs (Walking, Typing) and (Writing, Folding Clothes)
in the top five of the less separable combinations detected.

Figure 3.8 shows the KDE for the most and least separable class combinations
that have been selected by the algorithms.

While both methods produce good results, from a simple visual analysis emerges
that the combinations selected by the KLD-based method are likely more accurate,
compared with the ones from the DTW-based algorithm. The latter is paying
a heavy price because of the approximation based on using the class median for
comparison. Anyway, this was a forced choice, being it was the only way to make
the algorithm computationally feasible.

In particular, the worst-case combination obtained with KLD is far better than
the other: the class distributions for most of the accelerometer’s and gyroscope’s
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axes almost match perfectly between the two identified classes.

Given the better performance generated by the KDL-based metric, the task
definition process fully relied on it.

(a) DTW Best Separable (b) DTW Worst Separable

(c) KLD Best Separable (d) KLD Worst Separable

Figure 3.8: KDE comparison between DTW-based and KLD-based best and worst separable
class combinations, for the two classes task. The KLD-based metric was able to find better
combinations.
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3.1.4 Tasks Definition

The final phase of the Task Definition macro-area of the pipeline consists of defining
tasks based on the results of the data selection process.

As a recall, our objective was to define tasks of various and controlled complexity
that will be then used to benchmark the target neuromorphic devices.

Figure 3.9 provides a summary of the task definition process.
The process starts with the generation of all the possible n-sized class combinations.
A class separability score is assigned to such combinations using the KLD-based
metric algorithm, as explained in the section 3.1.2.
Finally, class combinations are ranked by sorting them based on their scores. The
best and worst combinations are selected as tasks.

Figure 3.9: Overview of the task definition processes. All the fixed-size combinations of classes
are generated and ranked exploiting a class separability metric. The best and worst combinations
are selected as tasks.

On the one hand, analyzing the performance of a model on the worst separable
combination of classes should cover the worst-case scenario for any classification
task, with very complex and overlapping datasets.
On the other hand, the best separable class combination should represent the best
scenario, with simple datasets, making the classification task easier.
The size of the class combinations should be able to control the intensity of each
situation, with task difficulty linearly increasing with the increase of the number of
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classes.
Finally, running the benchmarks on the best and worst combinations of classes

should provide useful insights into neuromorphic devices’ performance comparing
them on the classification of the full range of data distribution that can be found
in general usage.

To get a good coverage of various difficulty levels, I considered four sizes of class
combinations, that should mimic the size of common classification tasks.

Overall, the task definition process generated eight tasks, associated with the
best and worst separable combination of two, three, four, and seven classes.

Table 3.3 shows the class combinations selected for each task employing the
KLD-based metric.

Best Separable Combinations
Task Combination
2CB Brushing Teeth, Eating Chips
3CB Brushing Teeth, Eating Chips, Catch Tennis Ball
4CB Jogging, Brushing Teeth, Eating Chips, Catch Tennis Ball

7CB Jogging, Brushing Teeth, Eating Soup, Eating Chips,
Catch Tennis Ball, Dribbling Basketball, Folding Clothes

Worst Separable Combinations
Task Combination
2CW Walking, Stairs
3CW Walking, Stairs, Typing
4CW Catch Tennis Ball, Writing, Clapping Hands, Folding Clothes

7CW Eating Sandwich, Kicking Soccer, Catch Tennis Ball,
Dribbling Basketball, Writing, Clapping Hands, Folding Clothes

Table 3.3: Summary of the generated tasks. The task acronym consists of the size of the task,
in terms of the number of classes, and a letter (B, W) that defines whether the task is associated
with the best or worst combination of separable classes.
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3.2 Spike Encoding

One of the most advantageous neuromorphic computing features is sparsity: instead
of relying on continuous signals propagated throughout the network’s layers, spiking
neurons communicate using sparse events. While this is great from the power
efficiency perspective, it makes it impossible to directly process the readings from
most of the modern sensors. In order to use traditional continuous time series with
neuromorphic hardware, they must be converted to collections of events through
an encoding process.

This process is called spike encoding and its purpose is to generate, from any
input signal, a set of events or spikes, that can be processed by the spiking neurons
that compose neuromorphic devices [43].

Among the wide collection of available methods for spike generation, we can
highlight:

• Rate encoding: Generates a Poisson spike train with a frequency that depends
on the intensity of the input.

• Delta encoding: Generates spikes only when the difference between two sub-
sequent time steps exceeds a threshold value.

• Time To First Spike (TTFS) encoding: Encodes the information in the la-
tency between the input propagation and the first spike of the neuron.

• Phase encoding: Encodes the information as the time difference between a
spike and the oscillation of a global reference. This simulates what happens
in the hippocampus and olfactory system, where the generated spike patterns
are correlated with periodic, internally generated phase oscillations.

• Burst encoding: Simulates the behavior of neurons thalamus cortex or audi-
tory system that seems to communicate through bursts of spikes.

All the briefly presented encoding techniques have strengths and weaknesses
that heavily depend on the use case in which they are employed.
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The analysis of the performance of most of these was the principal objective of
the research published in [44].

The researchers compared a large number of encoding types by employing them
for two very specific use cases, one of which involves a classification task on the
WISDM dataset, the same dataset selected for this thesis project.

Phase encoding, compared with the others by utilizing Mutual Information and
Efficiency metrics, was found to be the best for the WISDM dataset, being able to
convey the most information most efficiently.

The dataset used in this thesis was kindly encoded and provided by the authors
of the research cited above.

Figure 3.10 shows two random samples, belonging respectively to the "Walking"
and "Stairs" classes.

Figure 3.10: Two random phase encoded samples, belonging to the walking (above) and stairs
(bottom) classes.

42



Materials and methods

The PHASE encoding produced two channels per data dimension, associated
with the increasing and decreasing data changes (UP and DOWN). Therefore, the
resulting encoded dataset contains 12 dimensions, double the amount of the raw
dataset.

Each sample of the encoded dataset is composed of two lists of values that
describe the spiking events: each event is identified by its channel and the timestep
at which it occurs.

Searching for and selecting the best encoding technique specifically for the target
data, is a mandatory step for any spiking classification task. Relying on the ex-
tensive and comprehensive benchmark discussed in the research cited above should
ensure optimal performance on the target task of this thesis work.
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3.3 Training Pipeline

At the heart of the proposed pipeline, we can find a sub-pipeline devoted to training
consistent and effective models, the training pipeline.

It was specifically thought to be reused in multiple points of the end-to-end
pipeline and, therefore, was designed to be fully configurable. In fact, the training
pipeline is the kernel of the Architecture Search, Hyperparameter Optimization,
and Extended Training steps.
Given the importance of this component, a lot of attention and time was put into
its development, optimization, and testing.

The pipeline exploits the Rockpool framework, which allows for efficient train-
ing of models, that are compatible for conversion and deployment to the target
hardware.

Figure 3.11: Overview of the training pipeline. A data loading step prepares the input data to
be used for training. Then, a model initialization step builds the model that will be trained. The
training loop, based on the backpropagation algorithm, optimizes the model parameter iteratively.
The best model, evaluated on the validation set, is selected and a checkpoint is saved. The
checkpoint contains all the information needed to restore the model afterwards, for inference.

While sharing the same high-level procedure, DYNAP-SE2 and Xylo use two
different training pipelines that diverge slightly depending on the Rockpool back-
end used.
In fact, the DYNAP-SE2 toolkit is based on the JAX Rockpool backend, while
Xylo uses Torch.
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Specifically, the two pipelines diverge on the basic modules used to build the net-
works, the loss function used, and platform-specific operations such as mismatch
generation and Synapse Pruning, which are only available for DYNAP-SE2 and
Xylo, respectively.

The process starts with the loading of the input data. The data loading step
takes the spike-encoded dataset as input and works as follows:

1. Each input sample is converted to be compatible for processing with Rock-
pool. In particular, samples are converted to their rasterized form, where
each data sample represents a specific timestep. Events are represented in
a boolean matrix, where the first axis corresponds to the timestep and the
second axis to the channel.

2. Training, validation, and test subsets are extracted by shuffling and splitting
the original data following a fixed ratio (60 % training, 20 % validation, 20 %
test).

3. Datasets are batched and formatted by using data handling utilities from
Tonic, and data loading techniques supported by Torch.

The next step of the training pipeline involves building a trainable model from
a specific network architecture.
Rockpool makes this step straightforward by offering a set of basic modules that
can be used to compose any common network architecture. Among them, we can
highlight the LIF module, which represents a neuron population that implements
the LIF neuron dynamics, and the Linear module, which holds a linear weights
matrix and must be used to form multi-layer architectures.
The two most useful structural modules are Sequential, which allows to stack of
basic computational layers sequentially, and Residual, which adds skip connections
between layers and can be used to build residual networks.
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In Rockpool, each network must begin with a Linear layer, which contains the
weights for the input connections: to feed input data into the chip, both DYNAP-
SE2 and Xylo use a set of virtual input neurons; these weights are associated with
the connections between the virtual input neurons and the physical neurons on the
chip.
In general, for classification tasks, the last layer of the network should consist of
a population of neurons (e.g., LIF), in which each neuron represents an output
channel and is associated with a specific label. The firing rate of neurons can be
analyzed to obtain the prediction.

Figure 3.12: Example of a residual network compatible with Rockpool.

This step, which involves building the model to be trained, marks the first point
of divergence between the DYNAP-SE2 and Xylo pipelines.

DYNAP-SE2 support is based on the DynapSim module: a simulator developed
using JAX that can simulate the behavior of a DYNAP-SE2 board. The DynapSim
layers can be stacked, interposing a linear weights layer between each pair, by using
the LinearJax module, to form complex networks.
For computational feasibility purposes, the simulator is not numerically precise
with respect to the hardware, but it uses approximations to be fast enough to be
used for training models.
While the device and the simulator do not react exactly the same to the same
input, this also happens between two physical chips because of the device mismatch
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problem. For that reason, the imprecise behavior of the simulator can be positively
considered as a way to add robustness during model training, which should produce
consistent cross-chip performance after deployment.
DynapSim also provides a mismatch generation feature that can be used for the
same purpose, that is to add robustness to the trained models, by varying mid-
training the model parameter randomly within a specified interval of values.

Differently, Xylo models can be built by using the standard LIFTorch and Lin-
earTorch layers offered by the Torch backend in Rockpool.

Finally, after the data loading and model building steps, we can find the actual
training loop, that is responsible for the iterative training of the model.

The training loop is based on the backpropagation algorithm, which has been
adapted by Rockpool developers for use with the spiking paradigm, by using a
surrogate function [32]. Both DYNAP-SE2 and Xylo training pipelines are based
on this technique.
Rockpools fully takes care of this process, automatically substituting the activation
function in the forward and backward passes during backpropagation: the forward
pass uses the non-differentiable spiking activation function, while a differentiable
approximation, the surrogate function, is used for the backward pass.

The training loop works as follows:

1. For each epoch, the model is fed all the batches of data one by one, processes
them, and generates output activity. For a single sample, the model output
activity can be visualized as a boolean 2D matrix having the model’s output
channels on one axis and the timesteps on the other. The value one means
that a spiking event occurred, while zero means no activity.

2. The loss function is used to calculate the batch loss, starting from the output
activity and ground truth for each of the batch’s samples.
The DYNAP-SE2 and Xylo pipelines’ behavior also diverges in this step. Xylo
uses the cross-entropy loss function calculated between the output activity,

47



Materials and methods

after applying softmax, and the expected one-hot formatted label. DYNAP-
SE2 employs mean squared error loss, still calculated on the output activity,
but comparing it to an artificial target signal in which the output neuron
associated with the correct label fires at every timestep.

3. Next, the gradients are calculated and fed to the optimizer, which updates
the parameters of the network.
Both DYNAP-SE2 and Xylo make use of the Adam optimizer.

4. Finally, after each epoch, the model is evaluated using the validation set and
compared, in terms of accuracy, with the best score: if the model obtains
a better score than the previous one, the pipeline saves a checkpoint of the
model, containing all its metadata and parameters that can be used to restore
it later.

3.3.1 Synapse Pruning

As outlined in the previous chapter, Xylo imposes a strict constraint on the fan-out
of its neurons, set at 64 for the Xylo Audio model, our designated target device.
By default, each single layer adopts an all-to-all connections policy, connecting
every single neuron in a layer to all the neurons in the next layer. While this
policy facilitates a reduction in complexity during the model deployment process,
especially in mapping the model onto the hardware architecture, it simultaneously
imposes significant constraints on the ability to fully leverage Xylo’s resources.
In fact, the fan-out constraint together with the all-to-all policy limits the number
of neurons per layer to a maximum of 64.

Xylo IMU is not affected by the fan-out limitation, offering up to 512 output
connections per neuron. However, some recurrent networks might have issues with
the maximum number of employable weights of 31744.

This thesis proposes Synapse Pruning, a technique that aims to alleviate these
constraints by adapting incompatible networks and thus making better use of chip
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resources.
Synapse Pruning is a two-stage technique that is applied both at training time and
during the hardware deployment phase.

The first phase occurs during training: periodically, after a configurable number
of epochs, defaulting to 10, the training loop triggers a routine that is tasked with
adapting the model to be compatible with the device. This is achieved by dropping,
for each neuron in every layer of the network, a precisely calculated amount of
connections by setting their weights to zero.

Figure 3.13: Overview of the proposed Synapse Pruning technique. A model employing an
incompatible network architecture is adapted by dropping the less significant output connections
for each neuron in every layer of the model.

Figure 3.14: Comparison of the weights matrix of a Feed-Forward Deep architecture with Nhid
of 32. Synapse Pruning was applied to fit a hypothetical neuron fan-out of 16.
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The amount of connections to be dropped is calculated taking into account both
simple and recurring connections, to make various families of networks compatible
with the hardware requirements. Therefore, Synapse Pruning works for most of the
architectures supported by Rockpool, including residual and recurrent networks.

The connections to eliminate are selected as the less significant ones, that is the
ones having the smallest weights. This should ensure minimal disturbance in the
behavior of the model.

Performing Synapse Pruning periodically during training allows the network to
adapt to work with fewer resources with little, if any, performance loss.

The second phase is performed during the deployment process, before the quan-
tization of the model parameters: Synapse Pruning is applied again after the model
has been reinitialized from the training checkpoint to ensure compatibility with the
target platform for the deployment process.

3.3.2 Hyperparameter Optimization

This pipeline largely exploits the advantages offered by automated hyperparameter
optimization. It is used as the foundation for most of the training and fine-tuning
related steps, such as, for example, Architecture Search or Quantization Tuning.

In addition to the standalone mode, the training pipeline offers an HPO working
mode, exploiting the NNI tool.

NNI, a tool for automated HPO, described in the section 2.3.4, requires some
integration changes in the training pipeline code to be able to control it during
the process. Principally, these changes allow the training pipeline to access the
NNI context, for operations such as fetching the parameters configuration to use
or reporting the model accuracy after the training ended.

The HPO process is executed through a startup script that generates a new NNI
experiment, which runs in the background and offers a web-based GUI for checking
the progress in real-time.
The experiment can be heavily configured, setting its maximum time duration or
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number of trials, the search space for each hyperparameter, the level of concurrency
to use, and more.

During the experiment, the training pipeline is executed various times, each
time using a different parameter configuration. The parameter configuration to
use for each trial is automatically selected by a configurable tuner, that exploits a
specific hyperparameter discovery strategy.
To be able to run, the experiment must be configured with the sampling interval for
each hyperparameter, called search space: the tuner will only sample values within
the provided range. Carefully selecting the search space is the basis of an effective
and efficient HPO process.

Figure 3.15: Visualization of hyperparameter configurations exploration during an HPO exper-
iment, using the Anneal tuner.

NNI offers a wide range of tuners, having different working behaviors. This
thesis employs the Anneal tuner for all the HPO experiments, which showed the best
results during practical usage. The Anneal strategy starts from random sampling,
but converges over time to hyperparameter configurations closer and closer to the
best ones observed.

The training pipeline continuously reports the model loss and accuracy, evalu-
ated on the validation set, through intermediate results. When the training finishes,
the pipeline saves a checkpoint for the best model, and its accuracy is reported to
NNI as the final result. These scores are visualized on the GUI, enabling the user
to check the status of the process.
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Figure 3.16: Visualization of trials’ final accuracy scores during an HPO experiment.

In some cases, some hyperparameter configurations may produce a performance
that is obviously insufficient, therefore it would be unnecessary to finish the evalu-
ation.
For these situations, NNI offers early stopping techniques, using algorithms called
assessors. The assessors monitor the intermediate results of each trial, stopping
trials that are visibly under-performing, leaving space to test other more promising
configurations.
Early stopping techniques are very useful when the available resources for the ex-
periments are limited, as in the case of this thesis work. The proposed training
pipeline implements the Medianstop assessor, which evaluates whether a configu-
ration performs worse than the median and, if so, terminates the test.

At the end of the HPO process, the best-performing hyperparameter configura-
tion is selected as the one having a higher accuracy score on the validation dataset.
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3.4 Architecture Search

The Data Selection and Encoding steps led to the definition of a set of tasks for the
benchmark. The next step of the pipeline, the Architecture Search phase, consists
of discovering the best network architecture to train a model that could solve such
tasks, aiming for the best accuracy possible.

This stage is based on the training pipeline described in the previous section
and exploits the NNI tool for automated hyperparameter optimization.

The process employed in this work can be summarized as follows:

1. A set of promising network architectures is manually designed, taking into
consideration the hardware and software limitations of the target devices.

2. The best set of hyperparameters, including structural and neuron-related set-
tings, is then found by HPO. This step aims to extract the best performance
possible, in terms of accuracy, while analyzing the behavior of the model at
the variation of the structural parameters.

3. The best architecture is selected as the best performing between the prede-
fined ones, in combination with the structural settings found.

As happened for the training pipeline, the architecture search process was af-
fected by platform limitations, so DYNAP-SE2 and Xylo were treated differently.
In fact, it turned out that it is impossible to construct a deployable multilayer net-
work for DYNAP-SE2 because of a bug in Rockpool.
Specifically, the bug consisted of neurons contained in the output layer not being
mapped into the hardware configuration, which is then loaded onto the chip. There-
fore, there was no way to extract and record the output activity of the network.
The bug has been notified to SynSense through Github, opening an Issue https:

//github.com/synsense/rockpool/issues/10).

Another important limitation on the DYNAP-SE2 side derives from the hard-
ware mismatch, mentioned in the second chapter and in the previous section: its

53

https://github.com/synsense/rockpool/issues/10
https://github.com/synsense/rockpool/issues/10


Materials and methods

effect exponentially increases with the depth of the networks, making it impossible
to train a deep model that operates similarly between simulator and real devices.

For these reasons, I couldn’t run any form of architecture search on the DYNAP-
SE2 and was constrained to only use a single-layer network.
This is a severe limiting factor for the performance of the board, which, despite
having one of the most advanced hardware architectures, suffers from poor software
support.
In any case, this work should not be seen as a competition between the DYNAP-SE2
and Xylo neuromorphic platforms, but as an analysis of the individual capabilities
of the currently available neuromorphic devices and the state of software support
for these.

The network employed for every experiment in this thesis work on DYNAP-SE2
matches the standard network proposed by Rockpool, called DynapSimNet, com-
posed of a Linear layer and a DynapSim layer.
The linear layer contains the weights of the connection between the virtual in-
put neurons and the physical neurons. Specifically, the number of input neurons
matches the data channels, that is 12.
Being the output layer, the DynapSim layer contains a number of neurons equal to
the number of classes of the task we are considering.

Figure 3.17: Overview of the DynapSimNet, a fixed architecture used for DYNAP-SE2. Only
a single layer is supported due to software issues.

On the other side, Xylo allows for much more freedom in terms of compatible
networks.
The architecture search for Xylo followed the original plan, described above, there-
fore is a sort of semi-automated process. In fact, the shape of the network is selected
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between a set of six manually designed, predefined architectures. The proposed ar-
chitectures include feed-forward, recurrent and residual networks, exploring their
shallower and deeper versions.
However the number of hidden units (Nhid), and therefore the size of the network,
was treated as a hyperparameter and automatically optimized together with the
neuron’s time constants (tau_mem and tau_syn).

Figure 3.18 describes the structure of the six network architectures tested.

Figure 3.18: Overview of the architectures compared during Xylo’s architecture search. The
number of hidden neurons is variable between 16 and 256.

Task 7CB, based on the seven most separable classes in the WISDM dataset,
was selected for the architecture search process.
Being a very difficult task, it should be more sensitive to performance variations
and hopefully expose the different potentials of the various architectures tested,
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better than the other tasks can.
The six experiments for the Architecture Search stage had a fixed duration of

three days and followed the same HPO procedure described in the last section: each
trial involved training a model on a specific hyperparameters configuration for 250
epochs, evaluating the accuracy of the model on the validation set and saving the
checkpoint for the best one.
The duration of the experiments was generally enough to reach an optimized score,
delineated by a performance plateau, allowing for a fair and objective comparison
between the proposed architectures.
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3.5 Hyperparameter Optimization & Extended

Training

After the Architecture Search step, which selected the best neural network architec-
ture for the job, the focus shifted to training the most accurate models achievable
for each task.

This process is identical between the DYNAP-SE2 and Xylo platforms, and
consists of two sequential jobs repeated for each of the benchmark tasks:

1. The first job consists of performing Hyperparameter Optimization (HPO),
searching for the best configuration of parameters possible for each specific
task.

2. Finally, a model is trained for a larger number of epochs, using the optimal
configuration found in the previous phase.

While the Architecture Search stage specifically targeted the 7CB task, this
process addresses all the tasks, selecting the best configuration of hyperparameters
without having to deal with the additional complexity generated by architectural
parameters.
In this phase, HPO focuses precisely on the neuron’s time constants, trying to
obtain the most suitable configuration for each task. In particular, the process op-
timizes the tau_mem and tau_syn, controlling the leakage behavior of the neuron’s
membrane and the synapses.

The HPO procedure adopts the default technique with the same duration set-
tings used for architecture search: each experiment lasts for 3 days with trials of
250 epochs.
The number of epochs, selected for computational and time constraints, proved
again to be sufficient for the optimization job. However, analyzing the behavior of
the loss curve of values, it appeared that the resulting models still had some space
for improvement.
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This issue is addressed by a final Extended Training step: a model, dedicated
to each task, is extensively trained for a very large number of epochs, to extract
the best performance possible.
In detail, each final model was trained for 1500 epochs, configured with the optimal
parameters obtained during the HPO step.

Specifically for the DYNAP-SE2 case, mismatch generation, which was not used
for the HPO phase, was enabled for the final extended training, seeking to improve
the robustness of the final model to the hardware mismatch phenomenon. Mismatch
generation was applied every 100 epochs.
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3.6 Hardware Deployment

The final stages of the pipeline involve the fine-tuning and deployment of the trained
models on the target devices. The hardware deployment process, seen from a high-
level perspective, is identical between the DYNAP-SE2 and Xylo platforms.

Rockpool offers a model conversion procedure for both DYNAP-SE2 and Xylo.

Figure 3.19: Overview of the Rockpool’s hardware configuration generation procedure. The
trained model is converted into a computational graph, that is then tested against DRC rules.
A mapping function fits the computational graph into the hardware architecture. Later, during
the quantization process, model parameters are converted to a format compatible with the target
device. Finally, a deployable hardware configuration is generated.

It starts with the extraction of a computational graph from the model. The
latter is then tested against a predefined set of design rules, different for each
platform, which verify the compliance with the constraints imposed by the device
architecture. This process is called design rules checking (DRC).

Next, a mapping tool tries to fit the computational graph to the device’s hard-
ware architecture, allocating resources and assigning hardware IDs to entities like
neurons, weights, input, and outputs. The result of this mapping procedure is a
hardware specification object, describing the model converted for target hardware.

The specification object contains all the parameters of the original model, ex-
tracted from the computational graph. However, these parameters are likely in-
compatible with the hardware requirements of the target devices: in fact, given the
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need to keep the power consumption and design complexity very low, devices might
support only specific representations for parameter values.

For instance, DYNAP-SE2 employs a parameter representation based on two
integers, COARSE and FINE. Changing the 3-bit COARSE value of a specific
parameter has a very impactful effect on the device behavior, on the other hand
modifying the 8-bit FINE value causes small and controlled variations.
Moreover, the device does not allow setting a dedicated weight for each synaptic
connection: DYNAP-SE2 only allows to set four base weight values globally for
each core; it is then possible to select one or a sum of the weight values for each
connection by using a 4-bit boolean bit-mask.

Xylo offers much more freedom on that side, allowing to set a different weight
for each connection. Anyway, it only supports 8-bit integer values for the model
parameters, instead of the floating point values used during training.

The quantization process deals with these issues by converting the model pa-
rameter values to be compatible with the format and parameter range allowed by
the target device.

Finally, the quantized specification object, containing the converted model struc-
ture and compatible parameter values, is processed to generate a hardware config-
uration object. The output of this process is an object compatible with Samna, the
toolkit used for managing hardware devices, and can be directly deployed on the
target device.

Going back to the pipeline proposed in this thesis, the Hardware Deployment
section endorses the Rockpool procedure described above and includes two main
processes:

1. Quantization Tuning: A novel technique to deal with the losses of parameters
quantization. In this phase, the parameters of the extensively trained models
are manipulated to reduce the quantization losses.

2. Hardware Configuration Generation: The step responsible for the generation
of the deployable hardware configuration.
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Figure 3.20 shows a schematic description of the Hardware Deployment section
of the pipeline.

Figure 3.20: Overview of the Hardware Deployment macro-area of the proposed end-to-end
pipeline.

3.6.1 Quantization Tuning

Quantization refers to the process of converting parameters, belonging to a pre-
trained model, to ensure compatibility with the constraints of the target device.
It is a lossy process that can sometimes be detrimental to network performance.
In particular, on some occasions network activity may be too low or too high, thus
producing no activity or saturating hardware capacity. Either possibility can cause
a loss of performance or completely impede inference.

Rockpool already offers quantization techniques that often produce good results,
but sometimes it suffers from the problem stated above.

While experimenting with the deployment of trained models, I noticed that
quantization disruptions can be minimized by manipulating the quantized param-
eters (in particular, the weights), tweaking them globally, or altering the values
associated with individual neurons in the readout layer.

For this reason, I propose the Quantization Tuning technique, aiming to re-
balance the neural activity of the quantized model, thus reducing or eliminating
the side effects of quantization.
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Figure 3.21: Overview of the Quantization Tuning process. Based on automated HPO, it aims
to find the best correcting factors configuration to re-balance the network activity after parameter
quantization.

Figure 3.21 describes the proposed Quantization Tuning procedure.
The tuning process is controlled by two types of parameters:

• global_activity_factor : A value that is multiplied by all the weights and
controls globally the network activity magnitude.

• c*_activity_factor : A set of values (one for each class) that control the bal-
ance of the output activity for a specific class.

Quantization Tuning involves an HPO process to find the optimal values of
these parameters for which the quantized model performs the best.
The HPO process starts from the quantized form of the model, tests a large set
of configurations for the tuning parameters, and evaluates the performance on the
validation set.
In particular, the system tests 1000 configurations of parameters, using the same
process employed for the Architecture Search and HPO steps of the pipeline, de-
scribed in the section 3.3.2.

Tuned quantized parameters will be applied during the Hardware Configuration
Generation step, following the modality described in the next section.

Applying Quantization Tuning should result in well-tuned post-quantization
network activity, which positively affects the deployed model performance, allowing
to recover some of the loss caused by the quantization process.

62



Materials and methods

3.6.2 Hardware Configuration Generation

The final step of the pipeline consists of generating the deployable hardware con-
figuration.

This process follows the same procedure proposed in Rockpool, previously de-
scribed in this section, with small changes due to the introduction of Quantization
Tuning.
To summarize, it works as the following:

1. The model to be deployed is restored from the checkpoint. The proposed
algorithm can automatically reconstruct a working DYNAP-SE2 and Xylo
model from its checkpoint files, without the need for any additional input
from the user.

2. The equivalent computational graph is extracted from the model and is mapped
to the hardware resources as in the original Rockpool process, generating a
specification object.

3. If Quantization Tuning was performed for the model intended for deployment,
the system directly updates the specification object with the tuned quantized
parameters, eliminating the need for additional quantization.
Otherwise, the parameters in the specification object are quantized without
applying any tuning.

4. The quantized specification object is converted into a hardware configuration
object, that is directly deployable to the target hardware using Samna.
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3.7 Source Code

The source code for the proposed pipeline can be found in a dedicated, open-source
repository on GitHub.
GitHub is a free cloud platform that offers versioning control features based on
Git. Also, it provides project management functionalities such as access control,
bug tracking, task planning, and continuous integration.

This thesis’s source code can be found at the following URL:
https://github.com/MarcoBramini/master_thesis_ce_polito.

The repository contains the scripts implementing the various processes described
in this chapter, plus the checkpoints of the optimized models together with meta-
data including performance scores.

In particular, the task-definition folder contains all the scripts needed for the
Data Selection and Task Definition steps, including the separability metrics, KDE
calculation, class combinations generation, and some utility scripts for data visual-
ization.

The training-pipeline folder holds all the scripts needed for the Architecture
Search, HPO, Extended Training, and Quantization Tuning steps.

The dynapse2-deploy and xylo-deploy folders include the Python notebooks that
contain scripts for the evaluation, simulation, and deployment of the models. These
notebooks implement the Hardware Configuration Generation step of the pipeline.
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Chapter 4

Results and discussion

This chapter presents the results obtained by evaluating the proposed pipeline and
assessing its capacity to produce effective models.

The evaluation process will start by analyzing the outcomes of the architecture
search, then proceeding to the deeper training stages, and finally investigating the
models’ behavior using the target devices’ simulator.
Special emphasis will be placed on the newly proposed Synapse Pruning and Quan-
tization Tuning techniques.
Each step’s intermediate results will be discussed to offer insights into the process’s
efficacy and the impact of the implemented techniques.

The intention of this analysis is not to compare the devices under testing, given
the high inequality in terms of software support, but to produce a benchmark on
a generally plausible classification task, that could directly provide useful insights
about the capabilities of readily available standalone neuromorphic devices.
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4.1 Architecture Search

The evaluation process starts with the Architecture Search step, responsible for
selecting the best architecture for the task.

This process directly targets the 7CB and is based on the analysis of different,
manually selected architectures. HPO is employed to retrieve the best parameters
for each architecture, including the size of the hidden population and the neuron
parameters.

Unfortunately, due to software issues affecting the DYNAP-SE2, already de-
scribed in section 3.4, it was impossible to perform this step for the DYNAP
platform. In fact, due to a bug, only single-layer networks can be used without
running into training and deployment issues when developing DYNAP-SE2 models
in Rockpool.

Table 4.1 shows the results of the Architecture Search process on Xylo, evaluated
on the validation and test sets associated with task 7CB.

Architecture Best Nhid Validation Test
Feed-Forward Simple 128 73.4% 72.3%
Feed-Forward Deep 256 76.7% 75.7%

Feed-Forward Deep Residual 256 77.6% 76.5%
Feed-Forward Deep2 Residual 256 78.6% 77.5%

Recurrent Simple 256 76.3% 74.9%
Recurrent Deep 256 77.3% 76.2%

Table 4.1: Results of the Architecture Search process on Xylo. The performance is measured
in terms of accuracy. All the experiments were conducted on the task 7CB. Nhid is a structural
parameter, optimized during the HPO process, identifying the number of neurons in each of the
network’s hidden layers. The Feed-Forward Deep2 Residual architecture, employing 256 hidden
neurons per layer, emerges as the best one.

From the results, we can extrapolate an interesting trend: the model accuracy
grows linearly with respect to the deepness of the network. The 7CB task is complex
and the usage of a deep network during classification is highly beneficial.

Another interesting aspect can be highlighted when comparing residual and
standard feed-forward networks: the residual variants seem to perform better than

66



Results and discussion

the standard models, as can be seen by observing the Feed-Forward Deep and
Feed-Forward Deep Residual.

The Feed-Forward Deep2 Residual structure turned out to be the best one,
followed by its shallower version, the Feed-Forward Deep Residual.
This architecture is able to generate decent performance on one of the hardest tasks.

Unfortunately, the winning network uses most of Xylo’s resources, requiring a
total of 768 hidden neurons, making it impossible to extend the search to even
deeper architectures.

The need for a deeper network represents a big issue for the DYNAP-SE2 plat-
form, constrained by the software issues cited above. Almost certainly, its per-
formance will be heavily affected by the inability to use deeper networks, and
consequently, a larger slice of its computational resources.

To conclude, these results look promising, given that this is still the very begin-
ning of the training process.

4.1.1 Synapse Pruning

We now analyze the effects of the proposed Synapse Pruning technique, by com-
paring the performance of the tested architectures as their size changes in terms of
neuron population.

Figure 4.1 shows the performance comparison between the tested architectures,
at the variation in size of the hidden neuron population. Again, the performance
was analyzed in terms of accuracy, on the validation set relative to the 7CB task.

As clearly visible, Synapse Pruning proved beneficial in almost every case: ex-
ploiting the larger variants of the proposed architectures resulted in a general im-
provement in the accuracy of the models.

Feed-forward networks seem to benefit the most from Synapse Pruning. We can
see a marked trend of improvement throughout the experiment.

This is not the case for recurrent networks, which seem not to digest the con-
figuration with the largest number of neurons.
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Figure 4.1: Visual comparison of the accuracy scores generated by evaluating various architec-
ture structures during architecture search. Nhid identifies the number of neurons in the hidden
population. The scores at the right of the dashed lines have been produced employing the Synapse
Pruning technique.

Anyway, this was somewhat expected: in the proposed recurrent structures, each
layer is not only connected with the previous and next ones, following the all-to-all
strategy, but also with itself. Applying Synapse Pruning on such networks causes
the removal of a huge number of connections, possibly causing problems in the
model behavior.
Therefore, recurrent networks are almost certainly affected by this issue, which is
a strong limitation in the scalability of such architectures.

Moreover, we can also identify an anomaly within the feed-forward family of
architectures: the Feed-Forward Simple network seems to work very badly with
256 neurons, producing an even worse accuracy than the one obtained with just 32
neurons.
This phenomenon can probably be explained by looking at the layout of the archi-
tecture: being the smallest network, the Feed-Forward Simple architecture consists
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of only one layer and is less interconnected; removing connections in this structure
affects network activity more heavily than in the other structures.

Table 4.2 explores in detail the accuracy scores obtained by the two best archi-
tectures.

FF Deep2 Res. Rec. Deep
Nhid Val. Test Val. Test

No Synapse Pruning
16 65.2% 63.2% 63.7% 62.2%
32 73.3% 71.8% 74.2% 72.7%
64 76.6% 75.4% 76.7% 75.2%

Synapse Pruning
128 78.5% 77.1% 78.5% 76.9%
256 78.6% 77.5% 77.3% 76.2%

Table 4.2: Analysis of Synapse Pruning effects on the two best architectures at the variation of
the number of neurons in the hidden population (Nhid). The performance is measured in terms
of accuracy.

We can notice how the performance of both of the architectures is very similar:
with 128 neurons they produce almost the same score.
However, as seen previously, it is clear that the Recurrent Deep network activity
cannot sustain the disruption caused by the removal of too many connections.

On the contrary, the Feed-Forward Deep2 Residual architecture can better adapt
to the larger amount of neurons, although only producing a very small improvement
in accuracy.

Generally, Synapse Pruning enabled the usage of larger and more complex net-
works, producing advantages in terms of performance and allowing better use of
Xylo’s onboard resources.
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4.2 Hyperparameter Optimization

We continue the discussion by evaluating the two final stages of the Model Gener-
ation macro-area of the proposed pipeline: the Hyperparameter Optimization and
Extended Training steps.

After the selection of the optimal architecture, the HPO process consists of
specifically optimizing the neuron parameters for each of the tasks. The output of
this process is a set of models, one for each task, that is specifically optimized for
that task.

Starting from the DYNAP-SE2 platform, figure 4.2 shows the large number of
configurations tested during the optimization process, while table 4.3 describes the
results of the HPO process.

Figure 4.2: Visualization of the hyperparameter configurations tested by NNI during the HPO
process on the 2CB task, for the DYNAP-SE2 platform.

Task Validation Test
2CB 94.3% 93.5%
2CW 61.0% 60.0%
3CB 79.3% 78.7%
3CW 44.7% 43.7%
4CB 62.0% 61.4%
4CW 36.6% 35.8%

Table 4.3: Results of the HPO process on DYNAP-SE2. The performance is measured in terms
of accuracy.

As expected the performance on the DYNAP-SE2 platform is heavily affected
by the software limitations cited before.
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The single-layer network can generate acceptable accuracy when applied to easier
tasks, such as 2CB and 3CB, associated with the most separable combination of
two and three classes.
However, the platform experiences a dramatic drop in scores with the increase of
task complexity: tasks 4CB and all the tested worst separable combinations travel
near or below the 60 % accuracy threshold.

Furthermore, the DYNAP-SE2 training pipeline could not produce a working
model for the tasks with the highest number of classes, 7CB and 7CW. During
training, the loss value for the models associated with these tasks was stuck at a
very high value, without any learning happening in the network.
Unfortunately, I was not able to find a solution to this problem.

Proceeding, figure 4.3 shows the behavior of the optimization process on Xylo.

Figure 4.3: Visualization of the hyperparameter configurations tested by NNI during the HPO
process on the 2CW task, on Xylo.

We can notice that Xylo is far less sensible to the variation of parameters if
compared to DYNAP-SE2.
Presumably, this characteristic can be associated with the different network struc-
tures employed on the two devices: the depth of the network employed on Xylo, and
its ability to map more complex patterns, improves tolerance to a wider range of
parameter values, while the shallow network of the DYNAP-SE2 needs very specific
values to perform well.

Table 4.4 shows the results for the HPO process on Xylo.
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Task Validation Test
2CB 99.2% 99.1%
2CW 81.5% 81.5%
3CB 91.2% 91.4%
3CW 69.5% 70.2%
4CB 94.0% 93.1%
4CW 56.3% 55.2%
7CB 78.1% 77.3%
7CW 58.3% 58.6%

Table 4.4: Results of the HPO process on Xylo. The performance is measured in terms of
accuracy.

The optimized models generate an accuracy of over 90 % on the simpler tasks,
that is the 2CB, 3CB, and 4CB tasks.
However, they suffer on the harder tasks with the only exception of task 2CW.

One notable result is the one obtained for the 7CB task, where Xylo almost
reaches 80 % accuracy value.

The results mostly satisfy the prior expectations, with the trained models doing
well on easier tasks and struggling on the ones deemed as more complex, providing
a validation of the proposed data selection method. The latter is generally able to
correctly generate tasks of increasing complexity.
The DYNAP-SE2’s models performance perfectly reflects this, with a steady and
linear decrement in accuracy that follows the increase in task complexity.
This is also valid in the Xylo case but with two exceptions, that can be identified
by comparing the accuracy of the tasks 3CB/4CB and 4CW/7CW: in these cases,
the trained model performed better on tasks predicted as more difficult.

To conclude, the HPO process was able to maximize the performance in every
situation, adapting the network behavior to the requirements of each task.
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4.3 Extended Training

The next step, the Extended Training, is the last phase of the pipeline’s macro-
section relative to model generation.
Its objective is to extract the best performance possible from each model by training
extensively, with the best architecture and parameters detected by the previous
steps.

Starting again from the DYNAP-SE2, we want to analyze the behavior of the
models during the Extended Training step.
This step introduces mismatch generation, as explained in the section 3.5, to en-
hance the robustness against the hardware mismatch phenomenon.

Figure 4.4, shows the loss and accuracy trends for a randomly selected model,
as an indication of the goodness of the process.

The training process seems to work nominally. It can be seen that the loss did
not stop decreasing, which might indicate that the model could improve further
with longer training. However, this was not possible due to time and computational
constraints.

Table 4.5 contains the scores obtained by each model during the Extended
Training step.

Task HPO Validation Test
2CB 94.3% 94.1% 93.2%
2CW 61.0% 58.0% 57.3%
3CB 79.3% 79.4% 79.2%
3CW 44.7% 45.4% 44.4%
4CB 62.0% 62.9% 62.7%
4CW 36.6% 36.4% 35.6%

Table 4.5: Results of the Extended Training process on DYNAP-SE2. The performance is
measured in terms of accuracy.

Analyzing these results, we can notice that the DYNAP-SE2 process shows an
unexpected behavior: performance levels for almost all tasks appear to be sta-
tionary when compared with the HPO results, not following the expected growth
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Figure 4.4: Behavioral analysis of the model under training for the task 3CB on DYNAP-SE2,
during the Extended Training step.

generated by increased training time.
The cause of this phenomenon can be identified in the introduction of mismatch
generation. This can be regarded as a price to pay for a gain in performance
robustness.

We conclude this section with the analysis of Extended Training outcomes for
Xylo. Following the same process employed for the DYNAP-SE2, we start by
visualizing the behavior of a random model during the training process.
Figure 4.5 presents the Extended Training statistics for task 3CB.

The line plot shows a considerable amount of variability in the loss and accuracy
values, more than what has been observed during the DYNAP-SE2 process.
The cause of this behavior can be identified in Synapse Pruning: triggered every 10
epochs, this technique is responsible for generating some disturbance in the training
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Figure 4.5: Behavioral analysis of the model under training for the task 3CB on Xylo, during
the Extended Training step.

process.
Still, synapse pruning proved to be beneficial for the training process, thus this
aspect can be safely ignored.

Overall, the training works as expected, and the model learns correctly how to
classify data from the task it is associated with.

Table 4.6 describes the final scores obtained by the extensively trained Xylo’s
models.

Extended Training was very impactful on Xylo’s models, providing a good per-
formance boost among all the tasks.
In particular, it was extremely effective when applied to the most difficult tasks,
where this procedure improved accuracy by up to 5 %.
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Task HPO Validation Test
2CB 99.2% 99.5% 99.3%
2CW 81.5% 86.3% 86.2%
3CB 91.2% 93.0% 92.7%
3CW 69.5% 74.8% 73.5%
4CB 94.0% 94.8% 93.7%
4CW 56.3% 59.7% 59.0%
7CB 78.1% 80.8% 79.9%
7CW 58.3% 59.0% 59.4%

Table 4.6: Results of the Extended Training process on Xylo. The performance is measured in
terms of accuracy.

Furthermore, this process reduced or resolved the data selection process anoma-
lies identified during the analysis of the HPO step’s results, with the trained model
behaving better on harder tasks for the couples 3CB/4CB and 4CW/7CW.
Training for a longer period fixed the issue for tasks 4CW/7CW and reduced the
accuracy distance between tasks 3CB and 4CB.

Overall, I have shown that introducing the Extended Training step was ex-
tremely beneficial to the good behavior of the models, providing a good foundation
for the next phase, related to hardware implementation.
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4.4 Quantization Tuning

This section enters the final pipeline macro-area, which is responsible for generating
the hardware configuration from the trained models.

In particular, this section will cover the evaluation of the Quantization Tun-
ing process, which tries to handle the loss of performance that the quantization
procedure might cause, and recover the correct pre-quantization behavior of the
model.

As described in section 3.6.1, Quantization Tuning is based on a hyperpara-
metric optimization process having the goal of finding the best values for a set of
parameters that affect the model’s operational behavior.

Each tuning parameters configuration has been evaluated by testing each model
on the validation set, using the simulator offered by Rockpool for the DYNAP-SE2
and Xylo platforms. Figure 4.6 shows an overview of the parameter configurations
tested during HPO, for task 3CB.

Figure 4.6: Visualization of the hyperparameter configurations tested by NNI during the Quan-
tization Tuning process on Xylo’s 3CB task.

The tables 4.7 describe the accuracy scores obtained on each task, analyzing
the impact of Quantization Tuning.
The DYNAP-SE2 models suffered an average loss of 4% due to the quantization of
network parameters.
On Xylo, the average performance loss was even higher, standing at around 16
percent and peaking at 36.6 percent for the 3CW task.

Moreover, the models associated with the more complex tasks seem to be largely
more affected by this phenomenon.

77



Results and discussion

Task Pre Quantization Post Quantization Tuning Applied
2CB 94.1% 89.0% 94.8%
2CW 58.0% 55.1% 62.0%
3CB 79.4% 73.1% 81.2%
3CW 45.4% 37.3% 45.7%
4CB 62.9% 65.4% 67.5%
4CW 36.4% 30.8% 36.8%

DYNAP-SE2

Task Pre Quantization Post Quantization Tuning Applied
2CB 99.5% 97.2% 99.4%
2CW 86.3% 53.5% 80.2%
3CB 93.0% 81.5% 91.1%
3CW 74.8% 38.2% 66.1%
4CB 94.8% 91.1% 92.9%
4CW 59.7% 44.3% 53.5%
7CB 80.8% 65.7% 71.4%
7CW 59.0% 43.8% 48.5%

Xylo

Table 4.7: Analysis of the Quantization Tuning effects on the HW Configuration Generation
step. Models are evaluated on the validation set using devices’ simulators. The performance is
measured in terms of accuracy.

An interesting finding concerning the DYNAP-SE2 platform is that the results,
obtained following the application of the proposed Quantization Tuning technique,
turned out to be better than the pre-quantization scores.
This is probably explained by the presence of some problems in Rockpool’s DYNAP-
SE2 training procedure, which was unable to better optimize the model parameters.
Quantization Tuning found a better balance in the model parameters by brute-
forcing the problem with the help of HPO, thus achieving better performance.

Thanks to this technique Xylo’s models were able to get close to their pre-
quantization scores.

As emerges from the results, Quantization Tuning is incredibly beneficial in
every tested case, allowing the recovery of a large slice of the performance lost due
to quantization of the model parameters.
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4.5 Hardware Configuration Generation & De-

ployment

In the final stage of the pipeline, models generated during the training phases,
targeting the tasks defined during the Task Definition process, are converted into
equivalent hardware configurations that can be deployed on the target device.

After this process, the final models were tested to evaluate their performance
after deployment, assessing how much performance, if any, was lost because of this
conversion step.
Furthermore, evaluating the behavior of the deployed models allows to identify the
training process’s effectiveness in real device execution.

Unfortunately, conducting these tests in real-time directly on the target hard-
ware was unfeasible. With each sample lasting 2 seconds, running each individual
sample on the devices would have taken at least as long as the duration of the
sample, adding some time for feeding data into the chip and recovering the output
network activity.
Considering the substantial number of samples, exceeding 10 thousand even for the
smallest 2CB and 2CW tasks, the required time would extend into days.

For this reason, the models were tested using the device’s simulators, which
replicate the internal working behavior of the devices. In the simulated environ-
ment, they can significantly reduce the time required to process each sample, offer-
ing a convenient means for conducting model evaluations.
Consequently, the hardware configurations were virtually deployed and evaluated
on the DYNAP-SE2’s and Xylo’s simulators, provided by the Rockpool library.

This process began by analyzing the behavior of the simulators to assess the
efficacy of the simulation and fidelity to the hardware operation.

Commencing with Xylo, I utilized the Xylo IMU board at my disposal to con-
duct this comparison.
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Figure 4.7 illustrates the behavior of both the simulator and the real device, con-
figured with the same model and after being fed with the same data. They are
compared based on the produced output events and membrane potentials.

(a) Simulated output activity (b) Simulated membrane potential

(c) Xylo IMU output activity (d) Xylo IMU membrane potential

Figure 4.7: Comparison between the simulator and the real hardware for the Xylo platform.
The simulator provided by Rockpool is extremely accurate.

The simulator and hardware behave in an indistinguishable way, producing
identical output and membrane potential responses. This test verifies the claims
made in the Rockpool documentation that Xylo’s simulator is capable of providing
a bit-accurate simulation of the hardware.

The outcomes of this comparison are significantly different considering the
DYNAP-SE2 simulator. While it effectively simulates the theoretical behavior of
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the device, the hardware mismatch phenomenon introduces a variability factor.
Figure 4.8 compares the output activities generated by the simulator and the real
device. As in the Xylo case, both were configured with the same model and fed
with the same data.

Simulated output activity DYNAP-SE2 output activity

Figure 4.8: Comparison between the simulator and the real hardware for the DYNAP-SE2
platform. The phenomenon of hardware mismatch introduces variability that prevents achieving
a perfectly accurate simulation.

Simulated models may behave differently than they would on the real hardware,
with the difference depending on the degree of hardware mismatch, representing
how much each specific DYNAP-SE2 board deviates from the ideal behavior.

However, the proposed pipeline utilizes all available methods, offered by the
Rockpool library, to ensure mismatch robustness for DYNAP-SE2-specific trained
models. Therefore, even if the simulator is not perfectly accurate compared to the
hardware, the model trained using the pipeline should be able to function correctly
on the real device.

Finally, having validated our testing environment, we can proceed with the
analysis of the conclusive results.
Table 4.8 provides an overview of the final accuracy scores for the trained models,
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tested on the devices’ simulators.

Task After Training - Test Validation Test
2CB 93.2% 94.8% 94.0%
2CW 57.3% 62.0% 61.5%
3CB 79.2% 81.2% 81.0%
3CW 44.4% 45.7% 44.8%
4CB 62.7% 67.5% 67.5%
4CW 35.6% 36.8% 36.1%

DYNAP-SE2

Task After Training - Test Validation Test
2CB 99.3% 99.4% 99.0%
2CW 86.2% 80.2% 80.9%
3CB 92.7% 91.1% 90.4%
3CW 73.5% 66.1% 64.6%
4CB 93.7% 92.9% 92.3%
4CW 59.0% 53.5% 51.5%
7CB 79.9% 71.4% 70.0%
7CW 59.4% 48.5% 48.3%

Xylo

Table 4.8: Results of the Hardware Configuration Generation process. Models are evaluated
utilizing the devices’ simulator. The performance is measured in terms of accuracy. The "After
Training" column refers to the results generated from the extensively trained models.

The results on the device simulators confirm what was seen in the analysis of
the previous pipeline steps.
The accuracy scores on the test set generally show a minimal drop if compared
to the ones obtained on the validation set. This aspect validates the goodness of
the proposed training process, proving that the models should be able to perform
correctly on unseen data.

Furthermore, despite the performance loss incurred during the deployment pro-
cess, the models’ behavior did not experience significant disruptions. This is par-
ticularly true for easiest tasks, such as 2CB, 3CB, 4CB.
Specifically on Xylo, the scenario changes for more challenging tasks, where, in
certain instances, the loss in accuracy exceeded 10%. The performance loss seems
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to grow linearly with the difficulty of the task.

Finally, following the validation of the model performance on simulators, I at-
tempted to deploy them on the target devices.

Figure 4.9 shows the behavior of the model associated with task 3CB, deployed
on the DYNAP-SE2, for two correctly classified random samples.

Figure 4.9: DYNAP-SE2 hardware activity on two random samples from task 3CB.

The device was able to correctly classify some randomly selected samples.

83



Results and discussion

However, the output activity from the device proved to be very unstable, necessitat-
ing numerous attempts to achieve the desired performance. The temperature of the
device appeared to influence its behavior during operation, making the deployment
process challenging and not straightforward. This, coupled with the encountered
bug during the Architecture Search phase, may indicate the immaturity of the
software support for use in a production environment.

Unfortunately, I did not have the opportunity to acquire a Xylo Audio model,
which was the specific variant targeted in this thesis work.
Testing any of the final models on a real Xylo device was not possible due to the
utilization of a network architecture incompatible with the available device, namely
the Xylo IMU. The Feed-Forward Deep2 Residual network architecture employs
768 hidden neurons, whereas the Xylo IMU only has 496 neurons, as described in
section 2.2.2.
However, taking into account the results of the Xylo simulator testing conducted
at the beginning of this final evaluation process, it can be reasonably assumed that
the deployed model would exhibit behavior on the real hardware similar to what
was observed on the simulator.
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Conclusion

The objective of this thesis work was the exploration of the capabilities of immedi-
ately available neuromorphic devices, assessing their performance on classification
tasks of controlled complexity. This study aims to show the maturity status of
neuromorphic hardware and software development tools.

Specifically, this work targets two promising neuromorphic embedded systems:
the DYNAP-SE2 and Xylo.

This thesis proposes an end-to-end multi-step pipeline for generating models
compatible with the target devices, that can be generalized to work across a wide
range of applications.

The proposed pipeline can be subdivided into three macro-areas, which are Task
Definition, Model Generation, and Hardware Deployment.

The Task Definition macro-area has the goal of defining a set of tasks for the
benchmark, covering a range of complexity levels.
Two metrics have been employed to define the separability of the different classes
within the dataset, which is closely tied to the task complexity.
The complexity of a task can be controlled by altering the number of classes it is
based on, and their combination, providing insights into how the devices perform
in relation to the difficulty of the task.
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Next, the Model Generation macro-area aims at building and training the best
models possible for each task.
Two device-specific training pipelines have been developed using the available tools
for the two platforms, provided with Rockpool, a software library developed and
maintained by SynSense.
The generation of the models for the benchmark happens in multiple steps.
At first, the system searches for the best architecture available for the benchmark.
Later, a hyperparameter optimization step searches for the optimal parameters
configuration to employ for each task.
Finally, the models are trained extensively for a large number of epochs, looking at
extracting the best performance possible on each task.

The last macro-area involves the deployment on the target hardware, in which
the models, trained during the previous phases, are mapped to the end devices’
hardware architecture, quantized, and converted into equivalent hardware configu-
rations.

In particular, I propose two novel techniques, Synapse Pruning and Quantiza-
tion Tuning.
Employed during the model training, Synapse Pruning enables the usage of larger
networks on Xylo, allowing the adaptation of incompatible network architectures to
the device’s hardware characteristics and constraints, exploiting better its onboard
resources.
Instead, Quantization Tuning finds its importance in the parameter quantization
step, during the deployment phase: it alleviates the effects of quantization of the
model’s parameters, impacting the model behavior, and, thus, causing a perfor-
mance loss, by re-balancing the network activity.

To provide a real and commonly encountered use case, the proposed pipeline
was tested on the Human Activity Recognition classification task.
The benchmark is based on a collection of eight tasks of controlled and increasing
complexity, defined by subsetting the Wireless Sensor Data Mining dataset using
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the proposed method.
The chosen dataset was an ideal fit for this benchmark. Its complexity did not
impose limitations on the Task Definition process, allowing for the generation of
tasks spanning a broad range of difficulty levels.

The models generated by the pipeline were subsequently evaluated using the
available device simulators and tested on real hardware.

Analyzing the results, I assessed that the proposed pipeline was able to produce
well-trained, hardware-ready models, independently from the task they were linked
to.
The model performed well even after deployment, proving the effectiveness of the
proposed training and fine-tuning techniques. In fact, Synapse Pruning and Quan-
tization Tuning played an important role in reaching these performance levels.

Overall, the proposed procedures were effective in producing a meaningful bench-
mark.
The target platforms were able to perform greatly on the easiest tasks but ended
up struggling on the hardest ones.
These results provide an important snapshot of the current capabilities of the tar-
geted neuromorphic devices.

The DYNAP-SE2 platform employs a very promising hardware architecture,
based on ultra-low-power analog neurons and synapses, and on an advanced routing
scheme.
However, it was heavily disadvantaged due to poor software support.
The impossibility of using multi-layer architectures, caused by the bug cited before,
and by the difficulty of obtaining consistent behavior with multi-layer networks due
to the hardware mismatch phenomenon, was very detrimental, badly limiting the
maximum performance level reachable by the device.

The hardware mismatch is very impactful and becomes a problem if seen from
a classification task point of view, making it difficult to foresee a large-scale appli-
cation of the device, without providing ways to alleviate it.
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A way could be to identify and map the mismatch inherent in each board, building
some correcting techniques able to make each device behave ideally.

Xylo is very mature, as it is its training procedure proposed in Rockpool.
The provided bit-precise simulator is very useful for developing models, safely as-
suming that the simulated network activity will be identical after hardware deploy-
ment.
This device, already commercialized, proved to be ready to be employed in produc-
tion environments, and applied to general-purpose use cases.

Generally, SynSense-developed tools, such as Rockpool, Tonic, and Samna were
fundamental for this benchmark. These libraries contain the most advanced gener-
ally available methods to develop and train models for the Xylo and DYNAP-SE2
platforms.
Being fairly recent and still undergoing active and continuous development, I en-
countered some bugs, promptly reported on GitHub, that negatively influenced
some of the technical choices I made during this work.
Fixing these should be a priority to ensure a better user experience and extract the
best performance possible from the supported devices.

In conclusion, this benchmark highlighted the maturity levels of the targeted
neuromorphic devices.
Considering the significant advantages inherent in the neuromorphic paradigm,
particularly in terms of power-to-accuracy ratio, these devices demonstrate the
capability to achieve accurate classification on mobile devices.

The evolving neuromorphic paradigm, supported by continuous improvements
in both hardware devices and software support, has the potential to become a new
standard solution for ultra-low-power and ultra-low-latency applications.
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