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Abstract

Nuclear safety is one of the most popular concern about nuclear energy and, for
this reason, knowing the safety-related parameters, at design stage, is fundamental
to reduce substantially the risk. However, especially in the nuclear field, the
uncertainty sources are very widespread and, as consequence, computing with
accuracy important parameters results very difficult.
In this work, the effective multiplication factor (keff) uncertainty due to only nuclear
data uncertainties is investigated. In order to perform it, different methods has
been developed in the past, but the stochastic Monte Carlo method is chosen for
this thesis.
The Monte Carlo method, for uncertainty propagation, has become lately attractive
because of faster computation skill (and so better performance) of new computers,
since it usually requires huge computational costs. Moreover, it can compute
uncertainties that with traditional methods cannot be computed with accuracy
due to their assumptions, approximations and simplifications.
To be applied, samples of nuclear data must be produced and the SANDY code has
been developed to perform this task. SANDY can work easily with cross-sections
data while, for the nubar and the energy distributions, there is not a clear method
implemented. With the following thesis, the nubar is added to the already-existing
methods of SANDY and, after it, the sampling is verified. Furthermore, the
uncertainty quantification/propagation on the integral parameter keff, due to the
nubar uncertainty and using the Monte Carlo method, is analysed for different
benchmarks as well as the simultaneous effect of cross-sections and nubar nuclear
data, comparing the results with already existing methods such as the sandwich
rule and NDaST. Then, the treatment in SANDY of the energy distributions is
started but not completed and verified.
In this way, the uncertainty quantification/propagation can be easily performed
using SANDY, also for the nubar, and the results on integral responses, such as
the keff or power density, can be useful for improving the nuclear facilities safety as
well as helping the nuclear data evaluators to create increasingly reliable data.
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Introduction

Context

Nowadays, nuclear energy is candidate to play an important role to cope with two
relevant worldwide crises: the climate and the energy crisis.

For what concern the energy crisis, after the Ukraine invasion by the Russian
military forces and its consequent global energy supply cut, the governments have
started to re-consider their energy security plans, focusing mainly on the develop-
ment of domestic energy supplies as well as their diversification, and it is a common
though nuclear energy is one of them [1]. Indeed, since the main purpose is to
reduce the imported fossil fuels dependence, nuclear energy is a fair alternative,
affordable for many countries.

About the climate crisis, Net Zero Emission by 2050 scenario (NZE) [2] is a
normative scenario, made by International Energy Agency (IEA), aiming to reach
a zero CO2 net emission by 2050, following the given Roadmap, and reducing the
global temperature increase of 1.5 °C. At the same time, the requirements of main-
taining consistent and cost-effective energy provision, guaranteeing universal energy
accessibility and fostering resilient economic expansion must be fulfilled. Therefore,
it requires a complete transformation of the present energy systems which support
the economy. According to this policy, the power mix will be mainly dominated
by renewable sources, such as wind and solar energy, definitely eliminating the
fossil fuels. However, renewables do not ensure important system services such
as stability, flexibility and adequacy capability (to energy demand peak) and, for
this reason, dispatchable energy sources are also needed [1] to secure the cited
services and not only the electricity production. Nuclear energy is a large-scale
low emissions energy source, capable to help the decarbonisation of the electricity
supply as well as to produce heat and hydrogen, placing it as a valid dispatchable
energy source.

1



Introduction

Nuclear energy, operational in 32 countries and boasting a capacity of 413 gi-
gawatts (GW), plays a dual role in advancing these objectives by preventing 1.5
gigatonnes (Gt) of worldwide emissions and reducing global gas demand by 180
billion cubic meters annually [1]. However, it is not accepted in all countries
due to economic, safety, performance and waste management reasons. Indeed,
the Fukushima-Daiichi power plant accident in 2011, further decreased public
confidence on the nuclear energy, highlighting the crucial requirement for strong,
autonomous regulatory supervision other than improving the safety design.

Nuclear safety for fission reactors and related data
Current nuclear reactors produce energy through the so-called fission chain
reaction and so they are called fission nuclear reactors [3]. When a neutron
interacts with a fissile nuclide, such as plutonium-239 (239Pu), energy is released
(based on mass defect) together with other two heavy nuclides and neutrons, whose
number depends on the specific reaction [4]. The additional neutrons produced can
lead to other fission reactions, causing a reactions cascade (chain reaction).
Nuclear safety is strictly related to the criticality concept, connected to the
capability to control the chain reaction. In order to well understand it, the effective
multiplication factor (keff) must be defined and it is the number of neutrons
generated by fission divided by the number of neutrons lost by the system. Three
cases are possible [5]:

• if keff > 1 the average number of neutrons generated is higher than the one
lost and the power increases exponentially. The system is called supercritical

• if keff = 1 the average number of neutrons generated is equal to the one lost
by the system and the power is constant. The system is called critical

• if keff < 1 the average number of neutrons generated is lower than the one
lost by the system and the power decreases exponentially. The system is called
subcritical

Two of the major data affecting the keff are the average fission neutron multiplicity
(nubar) and the Prompt Fission Neutron Spectra (PFNS) (part of the energy
distributions):

✽ nubar is the average number of neutrons produced during the fission of a
specific nuclide, for a specific neutron energy. It can be divided into:

prompt nubar is the average number of prompt fission neutrons released
per fission within 10-14 s of the fission event. In other words, the neutrons

2



Introduction

generated in the same time fission occurs. The file number is MF=3 while
the reaction one is MT=456.

delayed nubar is the average number of delayed neutrons released per fission.
Their release occurs after the fission event itself, allowing the control of
the current nuclear power plants. The file number is MF=3 while the
reaction one is MT=455.

The sum of the two gives the total nubar o simply called nubar, represented
by the file number MF=3 and reaction number MT=452.

✽ PFNS is the fraction of prompt neutrons emitted per unit energy (E, E+dE),
for a specific fission reaction and for a specific incident neutron energy. It is a
probability density function and, usually, the highest probability corresponds
to a released neutron energy in the neighbourhood of 2 MeV (peak of the
distribution). The file and reaction number are respectively MF=5 and
MT=18.

While the nubar will be deeply analysed during this thesis, a small introduction to
the PFNS will be also given.

The role of uncertainty quantification in nuclear
reactor physics
Lately, Uncertainty Quantification (UQ)/propagation analysis has become largely
adopted among engineering and science fields [6]. One of the main task is to
determine how certain input data uncertainty propagates towards the response
function uncertainty.

Different methods can be used, but in this dissertation the stochastic Monte
Carlo (MC) method will be applied, that has grown thanks to modern computation
performance of new computers.
In this framework, the focus is on the keff and, in particular, the uncertainty on
the keff due to the nubar uncertainty. Indeed, the keff uncertainty determination
is crucial for the reactor safety design. Moreover, offering accurate assessments
of how nuclear data impacts the uncertainty associated with widely-recognised
integral benchmarks is essential for the validation and verification procedures of a
nuclear data library [7].

It is important to point out that the uncertainty on the keff does not depend
only on the input nuclear data, but many other variables play a relevant role (e.g.
geometry uncertainty, model assumptions and simplifications, design conditions,
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etc.) and, thus, it is impossible to determine the complete uncertainty of any
response function, included the keff.

The uncertainty science is a very complex field, impossible to study completely and
precisely, because of its inherent significance, and therefore this dissertation will
focus only on the input nuclear data as source of uncertainty.

"Einstein never accepted quantum mechanics because of this element of chance and
uncertainty. He said: God does not play dice. It seems that Einstein was doubly
wrong. The quantum effects of black holes suggests that not only does God play

dice, He sometimes throws them where they cannot be seen"

Stephen Hawking

Thesis objectives
More specifically, during this thesis, the following goals will be reached:

✽ the nubar will be implemented in Sampler of Nuclear Data uncertaintY
(SANDY) [8], that is a Python package developed in SCK CEN, aiming
primarily to perturb nuclear data files.

✽ In addition, also a method for the energy distributions will be introduced, in
particular the PFNS. However, this has not been completed and verified.

✽ Then, the code and methodology for the nubar must verified: specific bench-
marks will be properly chosen and UQ/propagation on the keff will be per-
formed, applying the MC stochastic method (the criticality calculations will
be run through the Serpent2 code).

✽ Afterwards, the MC method results will be compared with other methods and
the differences, if any, will be analysed. In particular, the main objective is to
study the plutonium-239 (239Pu) nubar uncertainty effect on some plutonium
fast benchmarks keff uncertainty. Furthermore, also the UQ/propagation of all
cross-sections and nubar (when fissile) of all the input nuclides on the selected
benchmarks keff will be performed, and important considerations will be given.

✽ Lastly, the impact of a quasi Monte Carlo method, the Latin Hypercube (LH)
sampling, will be investigated.
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Chapter 1

Nuclear Data

Nuclear data describe the nuclear properties of atomic nuclei and their physical
nuclear interactions. To perform simulations of nuclear applications, a complete
collection of nuclear reactions and decay data are needed. Thus, nuclear data
are the basic information to understand all the physical phenomena regarding all
nuclear technologies. There are different categories of nuclear data applications
that underline their importance [9](Figure 1.1):

Energy applications: this includes fission and fusion energy, nuclear fuel cy-
cle, waste management and decommissioning, Accelerator Driven System
(ADS). In particular, for nuclear fission reactors, nuclear data are necessary to
evaluate and understand all the physical, engineering and nuclear processes
(neutron/photon fluxes, reaction rates, activation and radionuclides inventory,
radiation damages, etc.) as well as safety margins (shielding, criticality, reactiv-
ity coefficients, power and its distribution, burn-up and relative transmutation
etc.). All these features will be crucial for the design of future reactors in
order to ensure performance and mainly safety. Different forms of energy are
included: heat, electricity and hydrogen production. To this category also nu-
clear submarines and shuttles belong. For example, the reaction cross-section
35Cl(n,p) has a large impact on the criticality safety analysis for Molten Salt
Reactor (MSR) in the energy range 0.1-10 MeV and, unfortunately, massive
discrepancies are present between the evaluated data. As a consequence, it is
crucial to delete or reduce this issue.

Non-energy applications: medicine (diagnosis and therapy), production of ra-
dioisotopes for industrial and medical applications (e.g. Technetium 99),
dosimetry and radiation safety. Also, nuclear safety and material analysis
(radiation-induced damages, ion beam analysis, detection of hazardous ma-
terials) as well as geological applications (exploration of particular nuclides,
search for oil, studying of earth composition etc.)
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Basic science applications: astrophysics, planetary gamma spectroscopy to find
out the elements’ abundance on a planet surface, planets and stars evolution
and many others.

Figure 1.1: Nuclear applications playing important roles [9]

Nuclear data collection (Figure 1.2) must include all stable and radioactive isotopes
present. The modelling nuclear systems are characterised by physical/mathematical
equations and the nuclear data are fundamental to solve them:

The Boltzmann neutron transport equation: Considering t the time, r =
(x, y, z) the position, E the energy and Ω the direction of a neutron, the
Equation 1.1 [10] is related to the motion and interactions of neutrons with
matter, and simplified approaches can be used to solve it, such as the SN
method [11] and the diffusion equation [12]. Also, other particles transport
equations can be derived.

1
v

∂Φ(r, E, Ω, t)
∂t

+ ∇ · ΩΦ(r, E, Ω, t) + Σ(r, E)Φ(r, E, Ω, t) =

=
j

dΩ′
Ú

dE ′Σs(r, E ′)Φ(r, E ′, Ω′, t)fs(r, E ′ → E, Ω′ · Ω, t)+

+S(r, E, Ω, t)

(1.1)
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r, E, Ω is the phase space and:

- Φ(r, E, Ω, t) is the angular particle flux in n/cm2/s/eV/sr
- v is the particle speed in cm/s
- Σ(r, E) is the total macroscopic cross-section [cm−1]. A macroscopic

cross-section represents the probability of interaction, for a particle with
the matter, per unit path [5]. For a neutron, two main events/interactions
can occur: absorption and scattering. After an absorption, the interaction
can lead to a radiative capture or to a fission event, if fissile material.
Moreover, each interaction x has its macroscopic cross-section computed
as Σx(r, E) = σx(E)N(r), where σx(E) is the microscopic cross-section
[cm2] and N(r) is the atomic density [cm−3] of the matter. Since Σ is a
probability per unit path, the probability must be conserved and, thus,
the sum between the macroscopic radiative capture cross-section Σr and
the macroscopic fission cross-section Σf gives the macroscopic absorption
cross-section Σa. In principle, Σ also depends on the direction, but to
simplify the explanation, the medium is assumed isotropic

- Σs(r, E) = N(r) · σs(E) is the scattering macroscopic cross-section
- fs(r, E ′ → E, Ω′ · Ω, t) is the scattering probability density, while E ′ and

E are respectively the incident and the outgoing neutron energy of a
scattering event. The same regard for the direction Ω. Particularly, for
an isotropic medium, the probability does not depend on the incoming
neutron energy but only on the angle formed by the two directions, i.e.
the scalar product between them

- S(r, E, Ω, t) is the source term, defined as the sum between all the re-
actions leading to a neutron production and an external source Sext.
Two important reactions/events, producing neutrons, are the prompt
(Equation 1.2) and the delayed fission (Equation 1.3) events [13].

✽ Prompt fission
j

dΩ′
Ú

dE ′ν(r, E ′)Σf (r, E ′)Φ(r, E ′, Ω′, t)χ(r, E)
4π

(1.2)

where:
νi(E ′) is the neutron multiplicity of prompt neutrons
χ(r, E) is the Prompt Fission Neutron Spectra (PFNS), which represents

the probability density function of a neutron to be reissued within the
interval (E, E + dE). The term 1

4π
is due to the isotropic nature of

the fission.
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✽ Delayed fission: Ø
k

λk · Ck(r, t) · χd,k(r, E) (1.3)

with Ck the concentration of the kth group (precursor) of delayed neutrons,
χd,k(r, E) the delayed fission neutron spectra and:

∂Ck

∂t
= −λk · Ck(r, t) +

Ø
i

j
dΩ′

Ú
dE ′Σf,i(r, E ′)Φ(r, E ′, Ω′, t)νdk,i(r, E ′)

(1.4)
where:
λk is the half-life of the kth group of delayed neutrons
νdk,i(r, E ′) is the neutron multiplicity of delayed neutrons for the reaction

i
Σf,i(r, E ′) is the ith reaction macroscopic fission cross-section.

Examples of derived quantities from the Boltzmann equation are (time depen-
dency is omitted to simplify):

✽ Reaction rate

RRx,i(r, E) =
j

dΩ′Ni(r) · σx,i(E)Φ(r, E ′, Ω′) = Σx,i(r, E)Φ(r, E) (1.5)

✽ Fission power

RRfission,i(r, E) = Σfission,i(r, E) · Φ(r, E) (1.6)Ú
V

dV
Ø

i

Ei,fission

Ú
RRfission,i(r, E) dE = P [W ] (1.7)

with Ei,fission the energy released in each specific fission reaction.

The Bateman equation: Equation 1.8 describes the isotopic inventory evolution
[14]:

dNi(t)
dt

= −(λi + ri) · Ni(t) +
Ø
i /=j

(λj→i + rj→i) · Nj(t) + PFi (1.8)

where:

λi is the half-life of the radionuclide i
λj→i = λj · bj→i , where b is the branching ratio
ri→j =

s
V

s
Φ(r, E)σi→j(E) dE is the reaction term
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PFi = q
h

s
V Nh(r)

s
Φ(r, E)σf,h(E)γh→i(E) dE is the fission source term (for

the nuclides) and:

• the independent fission yields γh→i is the probability that a nuclide i
is produced after a fission of the nuclide h due to the absorption of a
neutron

• σf,h is the microscopic fission cross-section of the nuclide h

• Φ(r, E) is the direction-integrated neutron flux [n/cm2/eV]

Examples of derived quantities from Equation 1.8 are:

✽ The activity

Ai(t) = λi · Ni(t) (1.9)

✽ The decay heat

DHi(t) = λi · Ni(t) · Ei (1.10)

and Ei is the average energy per decay that can come from electron-related
radiation, electromagnetic radiation or heavy charged particles one.

Both equations use all nuclear data as parameters, and thus the accuracy of their
solution depends on the accuracy of the nuclear data themselves. While for the
Boltzmann equation the nuclear reaction data (cross-sections, angular and energy
distributions, fission multiplicity etc.) are the most important, for the Bateman one
nuclear structure and decay data play the key role (half-lives, decay and branching
ratios and scheme, energy and intensity of emitted particles, independent and
cumulative fission yields).

In this paper, nuclear data mainly related to Equation 1.1 will be investigated.
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Figure 1.2: Nuclear data scheme

1.1 Activities associated with nuclear data
In the "nuclear data route" (Figure 1.3) the theoretical and experimental nuclear
data are elaborated in order to make them suitable for the simulations of nuclear
applications. All the steps of the route are complex, long and some feedbacks may
be necessary to adjust them, leading to loops. The procedure can be summarised
in 4 different tasks: Compilation, Evaluation, Processing and Validation [9].

1.1.1 Compilation of nuclear data and filling of databases
First of all, nuclear data production depends on two methods:

Experimental: here, nuclear data are measured through differential experiments
in the laboratories, and then they are stored in different set of publications:
lab report, journals, proceedings, etc.

Nuclear theory models: specific codes are developed based on nuclear theory
models, and they are able to predict reaction cross-sections and other nuclear
properties (e.g. fission neutron multiplicity).
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Experiments are always preferred because the current accuracy of nuclear models
is still very low, compared to the one of the experiments. However, experiments
are not always possible because of different reasons:

• Impossibility to produce a very pure sample of the target nuclide.

• Elements with very low half-life so that it is impossible to perform the experi-
ment before their decay.

• Rare nuclides that cannot be produced.

• Others.

Therefore, nuclear models are used to fill the gaps left by experiments or to
interpolate or extrapolate nuclear data or to resolve discrepancies from different
experiments.
Firstly, references and publications related to nuclear data are inserted in two
compilations where no numerical data are present, and they are used as starting
point in the evaluation process (subsection 1.1.2):

Nuclear Science References (NSR) is a set of references to publications on nu-
clear data (https://www.nndc.bnl.gov/nsr/). It contains structure, decay
and non-neutron reaction data collected from 1910 to date [15].

Computer Index of Nuclear Reaction Data (CINDA) contains
bibliographic references to measurements, reviews and evaluations of nuclear
cross-sections (neutron and other incident particles), microscopic data and
spontaneous fission data (https://www-nds.iaea.org/exfor/cinda.htm).

Subsequently, there are two important compilation databases that collect the real,
numeric experimental results and other fundamental information, given by the
authors, needed to properly evaluate nuclear data:

Experimental Unevaluated Nuclear Data List (XUNDL) represents the
nuclear structure compilation database. Since data in XUNDL are organized
by nuclide, a single publication may lead to the production of more than one
XUNDL dataset. Also, each dataset is considered as a stand-alone work, and it
is not mandatory to agree with existing, evaluated nuclear data of the nuclide
it describes. Nevertheless, basic consistency checks are carried out during the
XUNDL compilation and any internal conflicts are pointed out to the author
in order to resolve them in the database. XUNDL is used both by nuclear
structure evaluators as support and by nuclear structure researchers to find
easily and promptly the current publications they need and, consequently, get
access to data.
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Experimental Nuclear Reaction Data Library (EXFOR) represents the
nuclear reaction compilation database. It contains a comprehensive collection
of experimental nuclear reaction data regarding neutrons, charged particles
and photon incident particles. EXFOR includes all types of differential
cross-sections, resonance parameters, polarization data, independent and
cumulative fission yields and many other same-kind data [16]. Since the
neutron discovery, neutron reactions have been compiled systematically, while
less efforts have been put on charged particles and photons. All EXFOR
data are connected to the CINDA bibliography. The EXFOR library includes
both numerical and structured data with experimental and bibliographic
information, and it is used in both nuclear reaction evaluation and research.
The data have been systematically collected, expanded and developed by the
Nuclear Reaction Data Centres (NRDC) through an international collaboration
under the coordination of the International Atomic Energy Agency (IAEA)
since 1970.

1.1.2 Evaluation
The evaluation activity is very specialised and is under the control of international
and national nuclear data organisations [9]. Each data type is handled by different
data file [17]:

✽ Structure and decay data evaluation is compiled in the Evaluated Nuclear
Structure Data File (ENSDF). It contains numerous dataset types (e.g. prompt
γand particle spectra as well as decay data) for the most known nuclides (more
info at: https://www.nndc.bnl.gov/ensdf). The international network of
Nuclear Structure and Decay Data (NSDD) has evaluated and maintained the
ENSDF data under the coordination of IAEA since 1974.

✽ Nuclear reaction and decay data evaluation is compiled in evaluated cross-
section data libraries. In this procedure, data best-estimates and uncertainty
are obtained through statistical/Bayesian procedures based on physical model
calculations, using the EXFOR data as guide. The corresponding activities are
mainly focused on neutron reaction data for the energy range 10-5 eV-20 MeV,
even if, sometimes, energies up to 1 GeV are considered. Then, other incident
particle reactions are taken into account: charged-particle and photon ones.
Additionally, important nuclear data, other than reaction type, are considered:
decay data, fission yields and neutron thermal scattering properties. The
recently-released, most widely-used evaluated data libraries are [18]:

Joint Evaluated Fission and Fusion (JEFF) data library belongs to the
Organisation for Economic Co-operation and Development (OECD) and
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it is produced by a coordinated group of the Nuclear Energy Agency
(NEA) [19]. The latest version, the JEFF-3.3.1, was officially released in
December 2019.

ENDF/B data library created by the Cross Section Evaluation Working
Group (CSEWG), composed by a cooperation between national laborato-
ries, industries and universities in the United States and Canada. The
latest version is ENDF/B-VIII.0 and it was released in February 2018 in
the USA.

Japanese Evaluated Nuclear Data Library (JENDL) generated by
Nuclear Data Center (NDC) at the Japan Atomic Energy Agency (JAEA)
together with Japanese Nuclear Data Committee (JNDC). The last version,
JENDL-5.0, was released in December 2021.

TALYS-based Evaluated Nuclear Data Library (TENDL) is a bit
different because it provides nuclear data based on the output of the
TALYS [20] nuclear model code system. During the time, different groups
were responsible for the production: up to 2014 the Nuclear Research and
consultancy Group (NRG), then, since 2015, it has been developed by
Paul Scherrer Institute (PSI) and by Nuclear Data Section (NDS) of the
IAEA. TENDL-2021, the latest version, was released in December 2021.

Chinese Evaluated Nuclear Data Library (CENDL) produced by the
China Nuclear Data Center (CNDC) together with the China Nuclear
Data Coordination Network (CNDCN). The latest version, CENDL-3.2,
was released in June 2020.

BROND is the Russian evaluated neutron data library and it is produced by
the Russian Nuclear Data Center (RNDC). The latest version, BROND-3.1
was released in 2016.

There are other minor nuclear data libraries, while the most used ones in this
framework are the JEFF and the ENDF/B. More details about the format
will be explained in the section 1.2.

✽ Other important evaluations like:

– Nuclear Wallet Cards (NWC) that contains basic properties of ground and
metastable states. https://www.nndc.bnl.gov/nudat3/indx_sigma.jsp

– Atomic Masses for the mass evaluation of more than 2900 nuclides. https:
//www-nds.iaea.org/amdc/.

– National Nuclear Data Center (NuDat) to search and plot nuclear structure
and decay data from the ENSDF plus thermal neutron data. https:
//www.nndc.bnl.gov/nudat3/.

13

https://www.nndc.bnl.gov/nudat3/indx_sigma.jsp
https://www-nds.iaea.org/amdc/
https://www-nds.iaea.org/amdc/
https://www.nndc.bnl.gov/nudat3/
https://www.nndc.bnl.gov/nudat3/


Nuclear Data

– Atlas of Neutron Resonances (ANR) to collect neutron resonance pa-
rameters, thermal cross-sections, capture resonance integrals, average
resonance parameters.

– Reference Input Parameter Library (RIPL) that contains discrete and con-
tinuous nuclear structure data to be used in the nuclear model calculations
https://www-nds.iaea.org/RIPL-3/.

1.1.3 Processing and benchmarking
During this phase, the evaluated data are prepared in a suitable form in order
to be used in a particular application code. At this stage, a deep knowledge of
the evaluation process physics is requested, as well as of the formatting issues of
nuclear data and the code capabilities to manage them. First, the mandatory
verification of the compliance with the format is performed (e.g. ENDF-6 or GNDS
one). Subsequently, an exhaustive set of "quality" requirements must be verified to
ensure they are fulfilled for all electronic files that contain nuclear data, through
the Quality Assurance (QA) process [9]. In other words, the QA is a multi-stage
process which aims to assess the validity of the physical information carried by
an evaluated nuclear data file, comparing it with our best knowledge of available
experimental data and theoretical models.

The processing, where application-specific databases are created and released,
plays a fundamental role. Here examples of specialised data libraries:

• The Medical Internal Radiation Dose (MIRD) database is generated using
the RADLST code, starting from the ENSDF evaluation. It is exploited
to guide medical treatment and diagnosis, and it is made of nuclear and
atomic radiations tables from nuclear decay schemes. Available at: https:
//www.nndc.bnl.gov/nudat3/mird/.

• The atomic displacement cross-sections using the standard Norgett-Robinson-
Torrens (NRT) model or the gas production cross-sections can be generated by
using the NJOY code [21] and consulting the evaluated nuclear data library.
Available at: https://www.oecd-nea.org/dbdata/jeff/jeff33/#dpa. In
particular, the NJOY code will be deepened in the section 1.3 as it is widely
used in this thesis, launched through the SANDY code (section 2.3).

• For the continuous energy format, the A Compact ENDF (ACE) format is
largely used, based on the evaluated nuclear data files. More important, it will
be the format needed to run criticality simulations with the Serpent2 code
[22] in order to produce the output dataset and carry out this thesis.
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More in details, the QA processing, for the evaluated nuclear reaction data files,
includes two type of complete set of tests [9]:

❶ For all individual evaluations:

ENSDF: the "ENSDF Analysis and Utility Programs" produces a collection
of codes for checking, processing and analysis needed by the ENSDF users.

ENDF: there are tools to:
- Check format compliance by using utility codes such as CHECKR,

INTER, etc [23].
- Process individual files with processing codes such as NJOY, AMPX

[24], PREPRO [25], FRom Evaluated Nuclear Data librarY to any
application (FRENDY) [26], etc.

- Compare differential data from EXFOR and other evaluations.
- Compute simple benchmarks cases on critical mass, shielding problems,

transmutations, particle emissions, etc.

In this stage of individual evaluations check, feedbacks are provided to correct
obsolete evaluated libraries (1st pipeline loop in Figure 1.3).

❷ For the complete library that contains all individual evaluations. QA tests
are performed to demonstrate the full library performance as compared with
available internationally-evaluated integral benchmarks experiments:

– Integral tests, often referred to as benchmarks, represent straightforward
single-physics experiments involving complex yet well-defined nuclear sys-
tems. They represent an essential reference and databases are produced
for validation, such as International Criticality Safety Benchmark Eval-
uation Project (ICSBEP) [27]. In this context, an "integral benchmark"
can be viewed as a meticulously assessed experiment and it undergoes a
rigorous evaluation of experimental uncertainties, a process overseen by
criticality experts, where the actual impact of nuclear data on the output
(i.e. the integral experiment) will be assessed. In this framework, many
of the ICSBEP benchmarks of plutonium-239 (239Pu) will be considered
and taken as reference for the method assessment.

– Traditional "benchmark suites" not only prioritise keff values, but also
other measurements, including reaction rates and kinetic parameters, such
as reactivity ρ, effective delayed neutron fraction (βeff). An example of a
database, containing this type of measurements, is Set of Identifications,
Measurements, and Bibliography for Astronomical Data (SIMBAD) [28].
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– Sensitivity and uncertainty analysis (SA/UA) serves a crucial function in
establishing the link between nuclear data and integral parameters. Tools
like Nuclear Data Sensitivity Tool (NDaST) [29] streamlines this analysis
by employing a straightforward first-order approximation method. In the
chapter 2, a more detailed description will follow since it is a fundamental
pillar for this thesis.

– All the experiments performed here must not be used in the validation
step.

Analysing the differences between predictions and integral experiments, basic
nuclear data can be corrected to develop evaluated libraries of high "quality".

It is essential to ensure the accurate processing and reconstruction of the information
contained in the evaluation to match the application conditions, such as energy
grouping and operating temperatures. As a result, when a new nuclear reaction data
library is released, it often includes a processed library in a specific format, such as
the ACE format for the Serpent2 tool. Typically, these processes are carried out
using software codes, making it feasible to automate them. This automation greatly
simplifies the generation for the evaluators and ensures the correct utilisation for
users. Different projects are working on it such as ADVANCE, MyENDF and
Nucelar Data Evaluation Cycle (NDEC).

1.1.4 Validation
Finally, the nuclear data library evaluation must align with integral experiments that
accurately represent the application to simulate [30]. In the realm of nuclear physics,
"integral" data, such as keff, reaction rates, neutron leakage, and more, refer to data
collected from complete systems. Therefore, nuclear reactors demand comprehensive
physics coverage for all reactions, energy ranges and isotopes. Regarding nuclear
data, the validation process can be subdivided in 4 broader subsets:

Verification: this step involves assessing the correct incorporation of nuclear data
into evaluated files, ensuring the proper processing of nuclear data according to
the evaluators’ expectations and verifying solutions using integral benchmark
suites which enable the quantification of the overall performance of a nuclear
data library. There are various integral benchmarks for testing nuclear data,
including those for reaction data (e.g. criticality, reaction rates and fission
spectrum transmission benchmarks) and for fission yields and decay data
(e.g. decay heat benchmarks). After the nuclear data library has been shown
to accurately replicate these benchmarks, it can be committed for the user-
applications.
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Validation: this step concerns to more intricate experiments or integral mea-
surements. It involves assessing the accuracy of a computational model by
comparing it with experimental data that is assumed to faithfully represent
reality. Practically, evaluated nuclear data is used in various user codes (e.g.
Serpent [22], OpenMC [31], Mcnp [32], etc.) and user-defined problems to
confirm that the results from the data correctly fit with real-world applications.

Sensitivity Analysis (SA): SA helps to identify how a nuclear data input influ-
ence the integral response and the trends, typically expressed in target system
parameters (e.g. keff, reactivity coefficients, power distribution, nuclides con-
centration) [33]. This SA involves the calculation of sensitivity profiles using
various techniques that will be deepened later.

Uncertainty Quantification (UQ): it aims to characterise all relevant uncer-
tainties and to quantify their impact on integral data calculations [6]. Eval-
uating uncertainties in a "real" system presents a challenging aspect of UQ.
In this particular scenario, the exclusive attention will be directed towards
nuclear data as the predominant source of uncertainty. This phase of UQ is
directly linked to end-user "applications," and it is imperative that nuclear
data attain target accuracy demands, typically expressed through integral
parameters essential for reactor design.

The SA&UQ are key aspects of this thesis and more details will be shown in the
section 2.1 and section 2.2. Indeed, they are the two steps mainly treated in the
present work.

The validation procedure can uncover other potential requirements for extra differ-
ential measurements or assessments, performing the loop until the desired level of
precision is obtained. This represents the 3rd and last loop in the process. To sum
up, the activity pipeline mainly focuses on providing better nuclear data to the
final users.
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Figure 1.3: Nuclear data activities pipeline [9]

1.2 The ENDF6 format
The responsibility of providing evaluated nuclear data in a machine-readable format
falls upon the nuclear data community. During the 1940s and 1950s, different
formats for the evaluated nuclear data storage were offered, such as KEDAK in
Germany, UKNDL in the UK, ENDL at Lawrence Livermore National Laboratory
(LLNL) in the USA, ENDF in the rest of the USA, and SOKRATOR in the Soviet
Union [9]. Regrettably, the incompatibility between these formats did not allow
the exchange and no international effort was put for a common set of evaluated
nuclear data. Later, in the 1980s, the United States released the ENDF/B-IV and
ENDF/B-V evaluated nuclear data libraries, both of which adopted a subset of
the ENDF format as their foundation. Meanwhile, in Europe, the JEFF-1 library
and later the JEFF-2.2 library adopted the ENDF format, specifically the sixth
version ENDF-6. Presently, all the major evaluated data libraries are released in the
ENDF-6 format (universally accepted) and the responsibility for its development
and maintenance has been entrusted to the US-CSEWG.
ENDF-6 format serves as a machine-readable format designed for the storage and
retrieval of evaluated nuclear data, and it is used in nuclear technology applications.
Its structure is hierarchical (Figure 1.4) and is based on 80-character records. Each
record contains six data and, for each of them, 11 characters are used. The hierarchy
of an ENDF-6 can be summarised as follows [18]:

Library (NLIB) is a set of evaluations produced by a specific evaluation group.
It can encompass various type of nuclear data (referred to as sub-libraries)
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and many different materials or isotopes. In general, a material correspond to
a single nuclide, a natural element with its several isotopes, or a combination
of several elements like compounds, alloys or molecules.

Sub-Library (NSUB) is a collection of evaluations designed to differentiate
among various incident particles and types of data.

Material (MAT) is an integer number that uniquely identify a specific evaluated
material. For more details about how a MAT number is generated, see
Appendix C of the reference [34].

File (MF) is a two-digit number and is the division of materials into logical units,
denoted as "File", each containing a distinct class of information such as fission
multiplicity, cross-sections, decay data, energy and angular distributions, etc.
From Table A.1, MF= 1, 3, 5, 31, 33, 35 play an important role in this
framework.

Reaction (MT) is represented by a three-digit number, and it is the further
division of a File into sections that provide details about specific reactions or
type of supplementary information (see Table A.2). Here, the focus is mainly
on MT= 1, 4, 18, 452, 455 and 456.

Figure 1.4: ENDF-6 file structure [18]

For more details about the ENDF-6 format, it is possible to consult the official
manual [34].

Although ENDF-6 format has been widespread accepted [18], other nuclear ap-
plications (e.g. medical applications, space/radiation physics, non-proliferation,
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waste management, etc.) discovered difficulties to exploit the ENDF-6 format for
their planned use and the nuclear data community has acknowledged the necessity
for a new nuclear data format. For this reason, in 2014, the WPEC Subgroup
38 [18], titled "Beyond the ENDF format: A modern nuclear database structure",
was initiated with the objective of outlining the prerequisites for substituting the
ENDF-6 format, initially devised for applications related to nuclear reactors. In
2020, the new format Generalised Nuclear Database Structure (GNDS) was finally
released with its numerous advantages (e.g. xml and JSON acceptance). Currently,
both formats coexist, but the ENDF-6 will be gradually substituted by the GNDS.
Obviously, at this time the ENDF-6 is still predominant and, as a consequence, it
is the format used to carry out this thesis.

1.3 NJOY

Processing codes are necessary to prepare evaluated nuclear data into the required
format in order to be used in computer codes for simulation of a wide number of
applications. As mentioned before, in subsection 1.1.3, NJOY [21] is the processing
code chosen to prepare nuclear data in this thesis and it is launched by SANDY to
create the ERRORR files (useful to produce the covariance matrices data) and to
create the ACE files, requested by the Serpent2 code to run criticality simulations.
The steps followed by NJOY, to perform the cited tasks, are shown respectively in
the Figure 1.5 and Figure 1.6. Among the nuclear data community, NJOY stands
out as the most widely used processing code. It is a complete computer code for
specific-application libraries generation and for producing and processing pointwise
and multigroup nuclear cross-sections - and related quantities - starting from an
ENDF-6 data file. NJOY is developed and maintained by Los Alamos National
Laboratory (LANL) and, in 2021, two version were available: NJOY2016 and
NJOY2021. SANDY is currently built to work with NJOY2016 (Fortran version)
and obviously this is the version adopted. NJOY2021 is written in C++. It was
born to deal with the new format GNDS as well as the ENDF-6, and it is the
forthcoming of NJOY.

Figure 1.5: NJOY pipeline to process covariance matrices [18]
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Figure 1.6: NJOY pipeline to convert evaluated files into ACE format [9]

NJOY comprises a series of core modules, each designed for specific processing
functions, interconnected through input and output files. The main modules (most
of them used to process cross-sections and covariance data and to create the ACE
file) and the relative functions are listed here:

MODER: it converts ENDF-6 files changeably between the ASCII format and the
distinctive NJOY blocked-binary format. Also, it performs the extraction of a
single evaluation from a multi tape as well as the addition of an evaluation to
an existing tape

RECONR: mainly reconstructs pointwise, energy-dependent cross-sections from
resonance parameters and interpolation schemes. Linearisation and mesh
unionization are two other important tasks

BROADR: to perform Doppler broadening depending on the user set temperature
and to make the pointwise cross-sections thinner

UNRESR: unresolved resonance regions processing

GROUPR: for self-shielded multi-group cross-sections production and for group-
to-group scattering and photon production matrices

ERRORR: to produce multi-group cross-sections and covariance data from point-
wise data, consulting the uncertainties of the MF31-MF40 files

COVR: ERRORR covariance data processing. In particular, it processes the
ERRORR output to BOXER format, an extremely compressed, card-image
format for the covariance matrices storage. The BOXER format is largely
used by NDaST, chosen for the validation of the results in the section 4.3.

ACER: it performs the conversion of the library to the ACE format for continuous
energy Monte Carlo (MC) simulation codes: Serpent and Mcnp

WIMSR: it converts multigroup data into libraries compatible with the WIMSD
and WIMSE codes
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PLOTR: it prepares the ENDF, PENDF, GENDF cross-sections, distributions or
matrices data for VIEWR

VIEWR: it displays plots from PLOTR and COVR in postscript format

PURR: it produces unresolved-region probability tables for MC and perform
random sampling from the user defined amount

HEATR: to generate pointwise heat production (KERMA factors) and radiation-
damage production cross-sections. In both cases, total or/and by reaction
data types can be produced

GASPR: poitwise gas production cross-sections for p, d, t, 3He and α

MIXR: combines cross-sections of different materials/reactions

THERMR: to generate cross-sections and energy-to-energy matrices for free or
bound scatters in the thermal energy range.

More modules description and further information are found in the official NJOY
manual [21].

1.4 Data uncertainty
Almost all the input data of a scientific field are affected by uncertainties, especially
if they come from experimental measurements. It means it is not possible to com-
pute precisely the value of a certain variable, but the latter is described by a mean
value (or expected value/best estimate) and a variance. Whereas understanding
the mean value could be a straightforward task, the variance concept could not be
familiar and requires a short explanation to better understand it.

When dealing with an extensive dataset, it proves beneficial to summarise the
whole dataset using a single value that characterises the "average" value of the
entire collection. Statistically, this single value is referred to as a measure of central
tendency, and the mean is a method employed to depict it. Given a certain set of
N observations of a random variable x, the mean value is computed through the
Equation 1.11. On the other hand, the random variable variance is a measure of
the dispersion and describes how different or how spread out the data values are,
and it is computed through the Equation 1.12 [35]:

x̄ = 1
N

NØ
i=1

xi (1.11)
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σ2
x = 1

N − 1

NØ
i=1

(xi − x̄)2 (1.12)

where xi is the ith observation of the random variable x in the data sample and x̄ is
the variable x mean value. In other words, the variance is the mean quadratic error
of the random variable x. The mean quadratic error has been chosen to represent
the dispersion because, in case of positive and negative errors, they can combine
and reduce the mean error values, giving a wrong statistical information. If there
are more variables/parameters, also the covariance can be computed through the
Equation 1.13 [35]:

σ(x, y) = 1
N − 1

NØ
i=1

(xi − x̄)(yi − ȳ) (1.13)

This represents the covariance between the variables x and y. The covariance
quantitatively assesses how the variation of one variable, denoted as x, correlates
with the variation of another variable, denoted as y, relative to their respective
means. In other words, while the variance measures the spread of data along a single
axis, the covariance measures the directional relationship between two variables. As
a consequence, the variance can be considered as the covariance between a variable
and itself (or the covariance as the variance between two variables) and it can be
expressed as σ(x, x). Furthermore, the variance/covariance can be expressed as
relative term, called relative variance/covariance (Equation 1.14):

cov(x, y) = σ(x, y)
x y

(1.14)

The covariance can be positive, negative or zero:

Positive covariance describes two variables with the same behaviour and so they
move in the same direction. For example, if higher values of one variable
correspond to higher values of the other one, the covariance between them is
positive.

Negative covariance describes two variables with opposite behaviour and so they
move in opposite direction. In contrast to the positive one, larger values of
one variable correspond to smaller values of the other one, and vice versa.

Zero covariance means that no relation is present between the two variables.

Another important statistical information of a dataset, between variables, is the
correlation [36]. It is strictly related to the covariance and while the covariance
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demonstrates how two variables change in relation to each other, the correlation
assesses the strength and direction of this relationship (how intensely these two
variables are linked). The correlation between two variables x and y is measured
through the correlation coefficient ρ, expressed in the Equation 1.15. It is important
to specify that the correlation coefficient is effective for assessing linear relationships,
and it is not able to quantify non-linear ones. To extend it to non-linear relationships,
alternative techniques, like variable transformation [37], are explored.

ρ = σ(x, y)ñ
σ2

x σ2
y

(1.15)

As previously stated, covariance and correlation are strongly connected concepts,
they both measure linear relationship and can be positive, negative or zero (the
concepts behind are the same). Simplifying, correlation is essentially a scaled or
standardised version of covariance. In other words, correlation is a specific instance
of covariance that come out when the data is in a standardised format. However,
there are 3 substantial differences between the covariance and the correlation
coefficient:

1. Value range: the correlation coefficient ranges from -1 to 1 while the co-
variance, in principle, from -∞ to +∞ and this explains the description
above.

2. Measurement units: the correlation coefficient is dimensionless while the
covariance is in units, given by the product of the two variables units.

3. Scaling transformation: the covariance is sensitive to changes in scale, the
correlation coefficient not. For example, if all the values of both variables are
multiplied by a constant (equal or different), the covariance changes while the
correlation not.

1.4.1 Covariance matrix
In case of multidimensional data, the covariance concept is extended and generalised
in the so-called covariance matrix. Indeed, the covariance matrix contains the
variances in the diagonal values and the covariances in the others and for this
reason it is also called variance-covariance matrix. To understand the meaning
of each position in the matrix, it is fundamental to know how the covariance
matrix is built. Given a matrix X ∈ Rd×n containing n observations of d random
variables/parameters of a dataset, the associated covariance matrix C is computed
as [38]:
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C = 1
n − 1

nØ
i=1

(Xi − X̄)(Xi − X̄)T (1.16)

where Xi is the ith observation vector of the d random variables and X̄ is the mean
value vector of the d random variables. The number of random variables/parameters
d is also called dimension because it determines the covariance matrix dimension.
If the dataset has zero mean (i.e. the mean of all random variables is zero, X̄ is a
null vector) the covariance matrix can be calculated with the Equation 1.17.

C = XXT

n − 1 (1.17)

Therefore, C ∈ Rd×d, explaining the definition of dimension for d. For example,
the values of C(4,3) is the covariance between the third and the fourth variable of
the dataset and it is equal to C(3,4). With the same consideration, it is possible
to understand that the diagonal values are the variances. The relative covariance
matrix is obtained by substituting the variances/covariances with the relative ones.
The covariance matrix must be [38]:

Squared: indeed, C ∈ Rd×d and so the number of rows are equals to the number
of columns.

Symmetric: since σ(x, y) = σ(y, x), C = CT (C transpose matrix) and so the
covariance matrix is symmetric.

Positive semi-definite: it means that:

✽ given a vector u ∈ Rn×d, uCuT ≥ 0
✽ all its eigenvalues are real and non-negative.

Nowadays, covariance and correlation matrices are becoming largely used in the
scientific field, for different purposes. Some examples are [36]:

• In industries based on data, they play a pivotal role in recognising multivariate
data, facilitating data processing and enabling efficient execution of analytical
operations.

• Kalman filters: Kalman filters, also known as Kalman filtering, is an algorithm
used to estimate unknown variables based on observed measurements over
time. The covariance matrix is used to compute the weighted average that
aids in predicting the intermediate system state lying between the predicted
and measured states.
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• In the Gaussian mixture models, the structure of a multivariate normal cluster
can be interpreted by the covariance matrix.

• Knowing the correlation between data, and so their relationship, is the crucial
step before implementing statistical models.

• The Principal Component Analysis (PCA): covariance matrices are employed
to reduce the dimensions of extensive datasets, thereby improving their inter-
pretability. Data scientists utilise PCA for tasks such as predictive analysis
and exploratory data analysis.

• Analytical processes (e.g. multivariate analysis).

• In this thesis, a dataset is generated according to its mean and covariance
matrix. This is called the sampling process. Therefore, starting from a
covariance matrix and knowing the mean of a certain multivariate dataset, it is
possible to create random samples but that reflect the statistical information
of the covariance. Here, this process has been implemented in SANDY and
the methodology will be explained in the section 2.3.

Summing up, the structure of a covariance matrix C ∈ Rd×d is:

C =
var(xi) = σ2

i for i = j

cov(xi, xj) = ρijσiσj for i /= j

where xi represent i-th variable and ρij the correlation coefficients between xi and
xj. In matrix form, given K parameters:

C =


var(x1) . . . cov(x1, xK)

... . . . ...
cov(xK , x1) . . . var(xK)


In the instance of a nuclear-data covariance matrix, xi is a nuclear data for a
specific isotope/material, reaction (e.g. fission cross-section, nubar, PFNS, angular
distributions, fission yields, ..., general MT number) and energy value.

Nuclear covariance matrix

Nuclear data, as many other data, are affected by uncertainty. In fact, they
represent a substantial source of uncertainty in various reactor analyses, such as
reactor criticality and safety assessments. For this reason, nuclear data evaluators
initiated efforts several years ago to offer estimates of nuclear data uncertainties
which characterise our understanding of the data in relation to their best fit with
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experimental measurements. A short time ago, missing experimental data have
been provided by including nuclear models uncertainties. Then, all this information
has been integrated into public data evaluations, along with the corresponding
nuclear data, in the form of covariance matrices. Furthermore, the ENDF-6 for-
mat itself has been modified in order to include also the new covariance information.

The main uncertainty sources of nuclear data arise from [39]:

Experimental measurements: these uncertainties come from performing ex-
periments to measure nuclear properties such as cross-sections, decay rates,
fission neutron multiplicity, decay yields or nuclear reaction energies. The
measurement error is defined as the difference between the measured quantity
and the reference quantity value, indicating a potential bias. It is important
to specify that error and uncertainty are two different quantities. Indeed,
uncertainty is more related to the dispersion of a distribution. About experi-
mental measurements, it is possible to define the measurement precision and
accuracy [9] (Figure 1.7). Precision serves as an indicator of the degree of
agreement among measurements, specifically pertaining to the values of the
measured quantity obtained through replicate measurements. On the other
hand, accuracy indicates the degree of alignment of the measured values with
the true/reference one.

Figure 1.7: Precision and accuracy difference [9]

Connected with precision and accuracy are the random and systematic
error. The first is related to the measurement precision and arises due to
unpredictable or stochastic variations in influencing factors over time and
space. Increasing the number of observations can mitigate this type of error.
The second is related to the accuracy and occurs when a recognised influence
quantity affects the measurement. In such cases, a correction factor can be
applied to offset the impact of this factor. During measurement, systematic
uncertainties can derive from:
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• all the inputs uncertainty
• the incoming beam: the error results from the imprecise values of nuclear

data standards used for beam calibration, which have an impact on
measurements for the entire energy range

• the target: mass and impurities amount uncertainties give a systematic
error on the measurements

• the detection device: attributed to partial understanding of measure-
ment conditions, geometry, composition, dosimeter/detector location and
efficiency

• differential approximations: they occur due to corrections related to
multiple scattering based on MC methodologies

• from physics: because of insufficient expertise on nuclear data or models,
like the model assumptions and defects.

Hence, all these errors lead to an uncertainty on the quantity to measure.

Theoretical models: frequently, theoretical nuclear models are trusted to in-
terpolate or extrapolate nuclear data points. However, these models may
carry inherent uncertainties due to simplifications, assumptions and their
approximations.

Evaluation processes: the uncertainty depends on the evaluator itself and its
way of working. It must be pointed out that "the" evaluator is a working
team made of many people. It is fundamental that the evaluator has a wide
knowledge of different field such as nuclear, statistics, informatics, etc. in
order to properly evaluate the data, recognising inconsistencies and conflicts
between them. During the evaluation process, also codes are used and they
can lead to uncertainties if not verified and well-tested. The evaluator must
ensure that all codes are reliable.

Processing: during this step, codes are used as well and, like the evaluation
one, they must be reliable otherwise other uncertainties can arise. Here, the
adjustment is performed and it is implemented when nuclear data are modified
after new discovers and this operation can bring additional uncertainty.

In general, uncertainties from multiple sources can propagate through calculations,
leading to cumulative uncertainties in derived nuclear data and quantifying it is
mandatory to ensure nuclear data reliability.

All the nuclear data uncertainties are stored in the covariance matrix. Usually,
different parameters are taken under consideration to build it: the material/isotope,
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the reaction type and a variable linked to it, such as the energy. In SANDY,
nuclear data are processed using the ERRORR module of NJOY which produces
energy multi-group covariance matrices. In the Figure 1.8 is shown the multi-group
energy relative covariance matrix of the uranium-235 (235U) for the total nubar,
considering the JEFF-33 library, obtained using SANDY.

Figure 1.8: 235U prompt nubar covariance matrix (JEFF-33)
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Chapter 2

Sensitivity Analysis and
Uncertainty Quantification

In the subsection 1.1.4, Sensitivity Analysis (SA) and Uncertainty Quantification
(UQ) SA&UQ have been already mentioned. However, in this chapter, a more
complete description will follow, especially in the calculation methods, and their
role in the thesis will be shown. Lately, many engineering and science fields have
largely started to increase the application of the sensitivity and uncertainty anal-
ysis, including activities related to experimental data processing, computational
modelling and process simulation.
In order to perform these analyses, methods based either on deterministic or stochas-
tic approach have been developed [40]. Generally, deterministic methods are based
on precise, known inputs and mathematical equations, and they produce consistent
and same outcomes for the same set of input data while stochastic methods involve
randomness and uncertainty in the input data or in the process modelled and, thus,
they provide probabilistic outcomes (with their distributions) that can vary each
time the method is run, even with the same initial conditions. More in detail about
this thesis, deterministic methods focus mainly in the local analysis and so the
system response behaviour is investigated locally, around a chosen fixed point of
the parameters and state variables phase space (i.e. input space). However, local
sensitivities provide only the linear (or first order) contributions to the overall
response variation and are considered valid only if the perturbations of the relative
input parameters are small or, in other words, only around small neighbourhoods
of the parameters’ best estimate. On the other hands, stochastic methods explore
all the input space leading to a global analysis where the system response is studied
taking under consideration the whole variation range of the input parameters, and
not only their closest neighbourhoods [18]. The pros and cons of the two methods
are summarised in the Table 2.1 [41].
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Table 2.1: Pros and cons of deterministic and stochastic methods

Method Pros Cons

Deterministic

• Very computational effi-
cient

• Only linear system response

• Only for small perturbations
of the input variables (i.e.
small input uncertainties).
It means, the system re-
sponse is studied around the
neighbourhoods of the input
parameters’ best estimate

• Only one parameter at time

Stochastic

• For any uncertainty
magnitude of the input
variables because it
explores all the inputs
space

• More variables at time

• Suitable also for non-
linear functions or sys-
tem responses

• Complex systems, with
many input parameters,
require a very high compu-
tational cost

Reactor systems are highly complex, influenced by thousands of input parameters,
from nuclides and reaction types and energy values [42]. In addition, reactor physics
predominantly deals with integral quantities which exhibit linearity concerning
real and/or adjoint neutron fluxes (e.g. fission neutron multiplicity, cross-sections,
average fission spectra, ...). Consequently, the assumption of linearity holds when
dealing with the sensitivity of these reactor criticality safety quantities. As con-
sequence, this property will be exploited later, when the sensitivity vector of the
nubar will be needed to verify the computations of the method implemented in
this framework (i.e. a stochastic one) for the UQ, since linearity is ensured and no
(or almost null) errors will be introduced on the sensitivity calculation. Following,
the methods’ description with some tools/codes that are currently used to apply
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them other than the one used to carry on this thesis.

2.1 Sensitivity Analysis
SA aims to precisely and effectively determine how the system’s response changes
when the system’s parameters vary within their nominal values. Given a function
y = f(x1, x2, ..., xd), representing a response of the system, the sensitivity of xi

with respect to the response y is defined as [18]:

Si = ∂y

∂xi

-----
x̄

(2.1)

where x̄ = [x̄1, x̄2, ..., x̄d] is the vector of all variables nominal values. Sensitivity
coefficients, or sensitivities, can be eventually used to rank them and assess their
relative importance on the response, evaluate alterations in the response resulting
from parameter fluctuations, conduct uncertainty analysis employing the sandwich
formula and be applied in the optimisation process, such as establishing target
accuracy levels for reducing uncertainty [9]. Thus, a complete sensitivity analysis
requires accurate sensitivity coefficients for all the system materials (recognising
the most important isotope in each), the most relevant reactions (nubar, radiative
capture cross-section, PFNS and in general energy distributions, etc.), the neutron
multi-group or continuous energies. All of this must be computed for all the most
relevant system responses (keff, decay heat, isotopic inventory, etc...). In this thesis,
the response that will be analysed is the keff of well-known benchmarks (section 2.5).
Sensitivity can be evaluated with either deterministic or stochastic methods [18].

2.1.1 Deterministic methods
Direct perturbation: the "brute force"

It consists of applying the finite difference approximation:

Si = ∂y

∂xi

-----
x̄

≃ ∆y

∆xi

----
x̄

= y(x1, x2, ..., x̄i + δxi, ..., x̄d) − y(x̄)
δxi

i = 1,2, ...d (2.2)

The Equation 2.2 requires (1+d) model computations (1 nominal + d direct
perturbations) while the central difference implemented in Equation 2.3 requires
2*d computations.

Si = ∂y

∂xi

-----
x̄

≃ ∆y

∆xi

----
x̄

= y(x1, x2, ..., x̄i + δxi, ..., x̄d) − y(x1, x2, ..., x̄i − δxi, ..., x̄d)
2δxi

(2.3)
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This method is very easy to implement and does not require other models de-
velopment. However, the bottlenecks are the high computational cost and the
trial-and-error loop to better select the perturbations δxi. A short time ago,
the computer code FRom Evaluated Nuclear Data librarY to any application
(FRENDY) has been developed to compute sensitivity coefficients with direct
perturbation method other than nuclear data perturbation capabilities (https:
//rpg.jaea.go.jp/main/en/program_frendy/). For example, it can be applied
to compute the keff sensitivity:

Si = keff (x̄1, x̄2, ..., x̄i + δxi, ..., x̄d) − keff (x̄)
δxi

(2.4)

1st order Perturbation Theory

Given a vector x ∈ Rd×1 of nominal values for the input parameters for a response
function y and their uncertainties (δx1, δx2,..., δxd), the function y can be written
using the Taylor series, expanded on the mean value x̄ up to the nth order with
variations δxi

as:

y(x1, x2, ..., xd) = y(x̄) +
dØ

i1=1

∂y

∂xi1

-----
x̄

δxi1 + 1
2

dØ
i1,i2=1

∂2y

∂xi1 ∂xi2

-----
x̄

δxi1δxi2

+ ... + 1
n!

dØ
i1,i2,...,in=1

∂ny

∂xi1 , ∂xi2 , ..., ∂xin

----
x̄
δxi1 , δxi2 , ..., δxin

(2.5)

Therefore, if linearity is assumed, the Taylor expansion can be truncate to the first
order and the response function can be written as:

y(x1, x2, ..., xd) = y(x̄) +
dØ

i1=1

∂y

∂xi1

-----
x̄

δxi1 = y(x̄) +
dØ

i=1
Siδxi (2.6)

where Si = ∂y
∂xi

---
x̄

is the parameter xi sensitivity for the response y. This procedure
is suitable to calculate sensitivities for a response where the dependence on xi is
exclusively direct, like the keff sensitivity.

Generalised Perturbation Theory

Certainly, the keff is not the sole focus of interest in reactor sensitivity investigations.
Generally, in transport calculations, the sensitivity coefficients can be split in two
terms [9]:
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✽ the explicit sensitivity coefficient, related to a problem-specific (self-shielded)
multi-group parameter xi

a,g, featured in the transport calculation, on the
response y, is formally defined as:

(Sxi
a,g

)explicit =
∂y/y

∂xi
a,g/xi

a,g

(2.7)

where xi
a,g is the parameter for the reaction a of the nuclide i within energy

group g.

✽ the implicit sensitivity coefficient takes into account the impact that alter-
ations in one cross-section may have on other problem-specific multi-group
cross-sections due to self-shielding perturbations. The summation encompasses
all parameters linked to the same group-wise cross-section, i.e. nuclide-reaction
pairs a, b and energy groups h, g for the nuclides i, j.

(Sxi
a,g

)implicit =
Ø

j

Ø
h

∂y/y

∂xj
b,h/xj

b,h

×
∂xj

b,h/xj
b,h

∂xi
a,g/xi

a,g

(2.8)

Therefore, the "total" sensitivity coefficient is computed as:

(Sxi
a,g

)total = (Sxi
a,g

)explicit + (Sxi
a,g

)implicit (2.9)

For example, the elastic scattering of the hydrogen not only influences keff due to
the effects of hydrogen moderation, but it leads to alterations in the self-shielded
uranium-238 (238U) cross-section as well and, as a consequence, keff is indirectly
changed by it. While the explicit term can be solved by using the first order
perturbation method, the implicit one needs to satisfy an orthogonality condition,
that goes very far from this thesis purpose. If a response satisfies the previous
condition, the impact of a perturbation of a general parameter on the response
can be computed through the so-called Generalised perturbation Theory (GPT)
[43] and the latter is based on a linear perturbation approach and can be used,
for example, to compute sensitivities of the effective generation neutron time,
the reactivity worth and the effective delayed neutron fraction (βeff). Certainly,
GPT necessitates the computation of generalised solutions, which can be more
challenging to calculate due to the presence of the indirect term.

Other deterministic methods, based on linearity assumptions, are Forward Sen-
sitivity Analysis Procedure (FSAP) and Adjoint Sensitivity Analysis Procedure
(ASAP). However, they are much distant from the objective of this thesis and
detailed description can be obtained from the reference [44].
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2.1.2 Stochastic methods
Sobol’s method

From a variance analysis study, carried by Sobol [45], it came out that the response
function can be decomposed as:

f(x) = f(x̄) +
Ø
i<j

fij(xi, xj) + ... + f1,2,...,d(x1, x2, ..., xd) (2.10)

In order to apply the Equation 2.10, its terms must be orthogonal so that they can
be expressed as integrals of f(x) and the following condition must be satisfied:Ú 1

0
fi1,i2,...,id(xi1 ,xi2 ,...,xid

)dxk = 0 for k = i1, i2, ..., id (2.11)

f(x) is assumed square integrable and, as a consequence, Equation 2.10 can be
first squared and then integrated [18]:

Ú
f 2(x)dx − f 2(x̄) =

dØ
s=1

dØ
i1<...<is

Ú
f 2

i1,i2,...,id
dxi1 , dxi2 , ..., dxid

(2.12)

Analysing Equation 2.12, the left-hand side is the variance of y definition, while
the right one indicates the terms of the decomposed variance. Finally, the variance
can be written as:

Vy =
dØ

i=1
Vi +

dØ
i<j

Vi,j + ... + V1,2,...,d (2.13)

Vi is the response marginal variance of the conditional mean E[y|xi], computed
across all values of xi and over all factors except for xi. In mathematical terms:

Vi = Vxi
(E[y|xi]) (2.14)

Also, the variance of the response is influenced by the interaction between xi and
xj and this contribution is described as:

Vij = Vxi,xj
(E[y|xi, xj]) − Vxi

(E[y|xi]) − Vxj
(E[y|xj]) (2.15)

At the same way, the contributions to the response variance, due to the interaction
between more than 2 variables, can be computed as well until the number of random
variables/parameters d. Furthermore, Si,...,j = Vi,...,j

Vy
are called global sensitivity

indices and introducing them into Equation 2.13, the following results are obtained:

dØ
i=1

Si =
dØ

i<j

Si,j + ... + S1,2,...,d = 1 (2.16)
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and Si is called individual sensitivity index of xi and it corresponds to the sensitivity
definition of the section 2.1.1. Finally, the total effect sensitivity index STi

can be
computed and it represents the individual contribution (the linear one) plus all the
possible higher orders effects of xi:

STi
= Si +

dØ
i /=j

Si,j + ... + S1,2,...,d (2.17)

Regarding nuclear field, there are different codes to compute sensitivities [9], based
on the described methods:

✽ Standardized Computer Analyses for Licensing Evaluation (SCALE)
code system (https://www.ornl.gov/scale) has developed the TSUNAMI
code [46], designed for conducting sensitivity analyses related to nuclear
data. Three different versions are available: TSUNAMI-1D/2D for one or two
dimensions sensitivity analysis based on GPT and TSUNAMI-3D for three
dimensions analysis, based on the KENO (a MC) code, which gives sensitivity
profiles in either continuous or multi-group energy.

✽ MCNP code (https://mcnp.lanl.gov/) for continuous energy

✽ Serpent code, specialised in computing sensitivities for bilinear ratios. Serpent
utilises an implementation based on the collision history, equivalent to GPT,
to compute the sensitivities of different responses to various perturbations.
In the 2.1.31 version, these capabilities were improved to enable the use of
Serpent estimates for uncertainty propagation. In addition, starting from
version 2.2.1 and onwards, this methodology is applicable not only to criticality
calculations but also external source ones have been implemented.

Figure 2.1 and Figure 2.2 show respectively the sensitivity profiles of some plutonium
benchmarks (section 2.5) keff to the total nubar of 239Pu and the sensitivity profiles
of Jezebel benchmark keff to the total nubar and some important cross-sections of
239Pu and plutonium-240 (240Pu), computed with TSUNAMI 1D. It is possible to
see that the sensitivities are higher at energy of about 2 MeV, that corresponds to
the average neutron energy generated by fission. Furthermore, the nubar of 239Pu
is the reaction with the highest sensitivity because these benchmarks are referred
to very simple system, with few materials, working mainly with fast neutrons.
Since the 239Pu is the main fissile isotope in these benchmarks and due to their
simplicity, they have been chosen for the verification of the methodology and the
code implemented (chapter 3 and section 2.3). Indeed, from the Figure 2.1 and
Figure 2.2, the highest sensitivity correspond to the 239Pu nubar at the energy
of 2 MeV, demonstrating what has been explained above. In general, the highest
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sensitivities, of a fixed reaction, is located at the energy of 2 MeV because they are
fast nuclear systems.

Figure 2.1: Sensitivity profile of some plutonium benchmarks keff to the 239Pu
total nubar. Computed with TSUNAMI 1-D code.

Figure 2.2: Sensitivity profile of the Jezebel benchmark keff to the total nubar
and total, elastic scattering, radiative capture and fission cross-section of 239Pu
and 240Pu. Computed with TSUNAMI 1-D code.
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2.2 Uncertainty Quantification
In general, the objective of UQ is to rank all important uncertainties of a certain
input dataset and to compute their impact on the response function. More in
general, it aims to compute the statistical moments for a given response function y.
The corresponding equations for these moments, such as the expected value E[y]
(1st moment), the variance var(y) (2nd moment), and so on, are referred to as the
moment propagation equations. In particular, the uncertainty propagation analysis
aims to quantify the uncertainty on the response function due to the uncertainty of
the input parameters/variables. UQ/propagation analysis can be performed both
with deterministic and stochastic methods that will be detailed in the following
two subsections.

2.2.1 Deterministic methods
The sandwich rule

The sandwich rule [47] assumes linearity of the general response function y and
thus section 2.1.1 is exploited to perform the analysis. Given a set of r response
functions y ∈ Rr×1 and a set of d random variables/parameters x ∈ Rd×1 and
assuming linearity of the response functions, the Equation 2.6 can be written in
matrix form as:

y − ȳ = S(x − x̄) (2.18)

where ȳ is f(x̄) and S ∈ Rr×d is the sensitivity coefficients matrix (or vector in
case of one response) of the response functions to all system parameters:

S =


∂y1
∂x1

---
x̄

. . . ∂y1
∂xd

---
x̄... . . . ...

∂yr

∂x1

---
x̄

. . . ∂yr

∂xd

---
x̄


Generally, for a nuclear system d = number of isotopes x number of reactions
x number of energy bins, and the element at position (ij) represents the sensi-
tivity of the ith response to the jth input parameter. Applying the definition of
variance/covariance, in matrix form:

cov(y) = E[(y − ȳ)(y − ȳ)T ] = E[(S(x − x̄))(S(x − x̄)T )

Since the sensitivity matrix is, by definition, a linear function, it can go out the
linear operator E:

cov(y) = SE[(x − x̄)(x − x̄)T ]ST
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E[(x − x̄)(x − x̄)T ] is nothing but the covariance matrix definition by using the
linear operator E[]. Hence:

cov(y) = SCST (2.19)

in non-matrix form:

cov(y) =
dØ

i=1
S2

i var(xi) + 2
dØ

i /=j=1
SiSjcov(xi, xj) (2.20)

Equation 2.19 is called sandwich rule or sandwich formula [18]. If only one
response, cov(y) is the variance of it and corresponds to a single value. However,
in the most general case, more than one response is investigated and thus cov(y)
contains the covariance matrix of the different responses, with their variances (on
the diagonal) and covariances (non-diagonal terms). Hence, once the sensitivity
matrix (or vector) is obtained, knowing the covariance matrix (i.e. uncertainties)
of the input data, it is possible to compute the uncertainty of the output (i.e. the
response). As previously described, this is only valid for linear responses and in case
of non-linear one, the sandwich rule is not precise, it becomes an approximation
and gives an error. The latter is larger as the larger are the uncertainties on the
input data. Also, for linear responses:

E[y] = E[ȳ + S(x − x̄)] = ȳ + SE[x] − SE[x̄] = ȳ + Sx̄ − Sx̄

Therefore, for linear systems:

E[y] = ȳ = f(x̄) (2.21)

while for non-linear systems:
E[y] /= f(x̄)

The main drawbacks of using the sandwich rule as UQ/propagation technique are
[9]:

1. inefficiency with numerous response functions: the method exhibits reduced
efficiency when dealing with numerous response functions because the count
of adjoint functions enhances linearly with the number of system responses

2. limited applicability for small uncertainties: its applicability is confined to small
uncertainties since it relies on a linear approach and substantial uncertainties
might extend beyond the model’s linear range
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3. constraints due to non-linearity in multi-physics: the method faces limita-
tions arisen from the inherent non-linearity of multi-physics aspects, such
as neutronics, thermal-hydraulics, depletion, etc..., within nuclear reactor
calculations.

Some codes have been developed to perform UQ/propagation analysis. The most
important are [9]:

✽ TSUNAMI code represents a module of the SCALE code system, useful to
compute sensitivities and perform UQ/propagation analysis.

✽ Nuclear Data Sensitivity Tool (NDaST) code is based on Java and
specifically developed for conducting uncertainty calculations on sensitivity
files for benchmark cases related to evaluated nuclear covariance data. The
uncertainty propagation is performed by applying the sandwich rule (Equa-
tion 2.19). This software will be used as verification of the method based on
SANDY, implemented in this framework. More details in the section 2.4.

2.2.2 Stochastic methods
Monte Carlo technique

The UQ/propagation method, based on MC technique, performs a random sampling
of nuclear data libraries and, for each sample generated, a separated calculation
is carried out. In particular, the random sampling is a stochastic technique
in which variables characterised by uncertainties, treated as random variables,
are sampled according to their mean values and covariance matrices, along with
their corresponding probability distribution functions. Consequently, each sample
becomes the input for the mathematical model or code that computes the response
functions to be analysed [48]. At the end of the procedure, the outputs are processed
using the statistical analysis in order to compute the total uncertainty in the
response functions arisen from the input variables/parameters uncertainties. The
MC method is not based on approximations, like first order or liner approximation,
and hence any-order effect is investigated. However, it is a stochastic method and
thus, since it carries inherent uncertainty due to the statistics, proportional to 1/

√
n

for the Central Limit Theory (CLT), a substantial quantity of samples is necessary
to reach statistical convergence of the response functions/outputs. Lately, computer
performances have been improved and this, as well as model simplifications and
dimensionality reductions, have led to a greater consideration of the described
method. In addition, since the input parameters are affected by uncertainty, also
the sampling process itself must reach a convergence of the samples. In other words,
the generated samples must reflect the statistical information of the inputs (i.e.
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mean values, covariance matrices and distributions) and their convergence must be
reached before performing all the calculations. This method is employed to address
the global impact of uncertainties related to all nuclear data, but nevertheless it
can be also utilised for examining the specific impact of each individual system
parameter on the total uncertainty of all the response functions. Furthermore, its
utilisation with any model is simple since it doesn’t interact with the model itself
but solely with the model inputs and so there is no necessity to create complex
algorithms for computing the adjoint functions of the model. Figure 2.3 shows
the scheme adopted for the implementation of the MC technique, where n is the
number of samples.

Figure 2.3: MC technique for UQ/propagation scheme

After n calculations have been performed, the mean value and the variance/-
covariance of the outputs are computed respectively through Equation 2.22 and
Equation 2.23 and they refer to the most general case (i.e. multiple response
function and multiple variables). In case of a single response function, as described
before, cov(y) is simply the variance of the single output y.

E[y] = ȳ = 1
n

nØ
i=1

yi (2.22)

cov(y) ≈ 1
n − 1

nØ
i=1

(xi − x̄)(xi − x̄)T (2.23)

Different tools have been implemented to perform the stochastic sampling of nuclear
data libraries [9]:

✽ FRENDY code is able to perturb directly the ACE file of a nuclear data,
based on its covariance matrix. First, the perturbation factors are generated
using random sampling according to the covariance matrix in GENDF format,
which typically is handled through the ERRORR module of NJOY. After,
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these factors are applied to the ACE file with the "ACE file perturbation tool",
making them suitable to codes like Serpent

✽ TENDL: as described in subsection 1.1.2, it is a nuclear library that come from
the output of TALYS nuclear model code system for immediate utilisation
in both fundamental physics and practical applications. The samples are
generated by varying randomly the TENDL model parameters. The last
release TENDL 2021 performs sampling for fission yields, thermal scattering,
ENDF-6 and so ACE files

✽ NUclear Data UNcertainty Analysis (NUDUNA) [49] takes as input
the information given by nuclear data evaluator or covariance matrices and
then, the derived perturbations factors are applied to continuous energy data

✽ XSUSA [50] utilises the same technique as NUDUNA but here the perturba-
tion factors are applied to multi-group energy data

✽ SANDY is a Python package and has been created with the purpose of
generating perturbed nuclear data files starting from sampling coefficients
which has been produced in accordance with the related evaluated nuclear data
covariance matrices and the probability density functions. These files can be
subsequently employed to propagate uncertainties throughout any compatible
system through a brute force approach. As mentioned in the section , this
framework aims to extend/improve the use of SANDY and to verify it and
the UQ/propagation analysis derived from it.

2.3 SANDY code
SANDY has been developed at SCK CEN [51] by Luca Fiorito. Basically, SANDY
is a Python package [52] designed to handle nuclear data files in the ENDF-6 format,
offering capabilities for reading, writing, and executing various operations on them
[8] (available at https://github.com/luca-fiorito-11/sandy). However, the
primary objective of SANDY is to perturb nuclear data files and, consequently,
create nuclear data samples, in a proper format, to be utilised in nuclear reactors’
simulation codes like Serpent and Mcnp. For parsing ENDF-6 files, extracting
nuclear data, constructing covariance matrices, extracting sample parameters from
probability distributions and executing other tasks related to nuclear data, a
sophisticated Python interface has been developed. For this reason, it is open-
source and can be utilised by everyone unlike many other nuclear sampling codes,
other than having advantages on the UQ/propagation [53] given by a stochastic
sampling (see Table 2.1). The process used by SANDY to create perturbed nuclear
data files is:
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1. First, the nuclear data are read, extracting them from the ENDF-6 file, in
continuous energy range. Usually it ranges from 10-5 eV to 20 MeV.

2. After, the covariance matrix is extracted from the ENDF-6, but the latter is
first processed by NJOY and, as consequence, the resulting covariance matrix
is in multi-group energy.

3. Then, the perturbation coefficients are extracted from the correspondent
covariance matrix, after a distribution (probability density function) has been
assumed since the covariance matrix does not contain information about
it. The distribution is an assumption and usually the multivariate Normal
distribution is used, even if SANDY can work also with the uniform and
log-Normal distribution [53]. Since the covariance matrix is in multi-group
energy also the derived perturbation coefficients will have the same structure.

4. Finally, the perturbed coefficients are applied to the continuous energy nuclear
data and the perturbed nuclear data are stored in a file with any format,
suitable to be inserted in a specific nuclear code. In this thesis, the ACE
format will be deployed.

Thus, after perturbed data files are generated, these can be subsequently employed
to propagate uncertainties throughout any compatible system through a brute
force approach, hence with the stochastic method described in section 2.2.2. This
procedure for propagating uncertainties can be employed with any model, response
or computer code, as far as they are compatible with ENDF-6 format files, either
through direct compatibility or through data conversion. Moreover, the modified
files are not influenced by any inherent effects arising from processing, such as
multi-group assumptions, self-shielding, or temperature influences [8]. At the time
this framework started, SANDY was implemented to work with cross-sections,
fission yields and decay data. In subsection 3.2.1, the methodology adopted to
extend the use of SANDY with the average fission neutron multiplicity (nubar)
will be explained. Moreover, many steps about the energy distributions data has
been performed but not completed (and so verified) and in the subsection 3.2.2
they will be described.

2.3.1 Theory: sampling methodology
The general sampling methodology will be explained but before some assumptions,
to simplify the understanding and to make it "general", have to be stated. The
sampling methodology for a specific nuclear data are described in depth in the
subsection 3.2.1 and subsection 3.2.2. Suppose that within a given ENDF-6 file,
there exists a single covariance matrix Σ so that it is [8]:
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✽ defined over G energy groups

✽ a relative covariance matrix (see subsection 1.4.1)

✽ characteristic of a continuous energy data type

With the previous assumptions, generality is still applicable, and they are common
to almost all covariance matrices present in the ENDF-6 format. As described,
SANDY extracts the covariance matrix from the ENDF-6 file and, according to the
statistical information included, it constructs a multivariate Normal distribution
N(µ, Σ). The first step is to generate a matrix X ∈ RG×n of G independent
variables x = [x1, x2, ..., xg], all normally distributed N(0,1) (so with mean value 0
and variance 1) with a number of samples equal to n.

X =


x

(1)
1 x

(2)
1 . . . x

(n)
1

x
(1)
2 x

(2)
2 . . . x

(n)
2

... ... . . . ...
x(1)

g x(2)
g . . . x(n)

g


Then, a linear operator L such that, applied to the uncorrelated samples X, turns
them into K. K contains the samples distributed as N(0, Σ):

K = LX

and it is possible to demonstrate that L does not influence the mean of the
distribution, since L is linear. For the same reason, also the type of the distribution
is preserved.

E[K] = E[LX] = LE[X] = 0

Since the distribution mean is zero, Equation 1.17 can be employed to compute
the covariance matrix of K:

Σ = E[KKT] = E[(LX)(LX)T ] = LE[XXT]LT

E[XXT ] is, by definition, the covariance matrix of the X samples and is equal to
the identity matrix. Thus:

LLT = Σ (2.24)

and the matrix L is computed through the eigendecomposition of Σ, performed by
SANDY. To be more useful, the N(0, Σ)-distributed matrix K can be converted
to a N(1, Σ)-distributed matrix P ∈ RG×n with all the values of the mean vector
equal 1:
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P =


p

(1)
1 p

(2)
1 . . . p

(n)
1

p
(1)
2 p

(2)
2 . . . p

(n)
2

... ... . . . ...
p(1)

g p(2)
g . . . p(n)

g

 = K + 1 (2.25)

where 1 ∈ RG×n is a matrix with all values equal to 1 and the pj
i represent the jth

perturbation coefficient for the ith energy group. Thanks to this, given the matrix
of the related variables nominal values V ∈ RG×G:

S = VP (2.26)
where:

V =


v1 0 . . . 0
0 v2 . . . 0
... ... . . . ...
0 0 . . . vg


and S is the matrix containing the perturbed nuclear data.
Let’s demonstrate that the statistical information included are coherent with the
purpose of the sampling. First, the mean value is (being V a constant):

S̄ = E[S] = E[VP] = VE[P] = V
and so it is verified. The covariance matrix of S is:

E[(S − S̄)(S − S̄)T ] = E[(VP − V)(VP − V)T ] = VE[(P − 1)(P − 1)T ]VT

Since E[(P − 1)(P − 1)T ] is the definition of the covariance matrix of P:

E[(S − S̄)(S − S̄)T ] = VΣVT

and since Σ is the relative covariance matrix, VΣVT represents the absolute
covariance matrix and so the sampling has been performed correctly.

The data presented in the ENDF-6 files are not structured according to multi-group
energy; instead, the nominal values are defined for a continuous-energy domain and
consist of explicitly provided energy-value pairs along with interpolation rules [8].
Given a certain energy group [ei, ei+1] with its perturbation coefficient pj

i , SANDY
perturbs all the nominal values vk whose energy ek is such that ei ≤ ek ≤ ei+1,
applying the formula [8]:

v
(j)
k = vkp

(j)
i
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2.3.2 Negative eigenvalues

As see in the subsection 1.4.1, the covariance matrix is positive-definite and so all
its eigenvalues are positive. Moreover, this property is mandatory in order to apply
the eigendecomposition to solve the Equation 2.24. However, often the covariance
matrices, stored in the ENDF-6 file, do not satisfy this requirement. Obviously,
SANDY is not able to solve directly this issue and find its origin, but another
option has been considered. SANDY sets all the negative eigenvalues to zero and,
then, it reconstructs a new covariance matrix Σ̃ [8]. The previous approximation
is valid when dealing with small negative eigenvalues that are prone to derive from
rounding or truncation procedures. In these instance, Σ̃ ≈ Σ.

2.3.3 Negative samples

When the standard deviations are large, in particular when the relative standard
deviation start to approach 40 %, the resulting perturbation coefficients, assuming
Normal distribution, are more probable to be smaller than zero, producing negative
samples when they are applied to evaluated nuclear data. Many data, such as cross-
sections, fission neutron multiplicity or energy distributions, cannot be negative
because they lost their physical meaning. In SANDY two methods have been
suggested [8]:

Method 1: perturbation coefficients smaller than 0 or higher than 2 are set to 1

Method 2: perturbation coefficients smaller than 0 or higher than 2 are set
respectively to 0 or 2

The upper limit 2 is set in order to have a symmetric probability density function
and, thus, is just a matter of choice. However, cutting the probability density
function deletes some statistical information and, hence, the standard deviation
of the samples will be lower than the one contained in the covariance matrix.
Obviously, the higher is the standard deviation of the covariance matrix, the higher
will be the error introduced. Moreover, since the method 2 leads to lower reduction
of the standard deviation, it has been implemented in the code. Furthermore, to
better deal with this problem, a log-Normal distribution can be adopted, avoiding
the negative samples.

Indeed, recently, a new solution has been found: instead of a Normal distribution,
a log-Normal one is assumed, removing the issue related to negative samples [54].
Specific details will be given later in this paper.

46



Sensitivity Analysis and Uncertainty Quantification

2.3.4 Constraints

After the perturbations are applied to the nuclear data, physical constraints must
be ensured, like the redundancy and the normalisation. Therefore, data are further
modified and additional levels of correlations are imposed on the random samples,
potentially introducing correlations that were not originally present in the covariance
matrix.

Redundancy

The data stored in the different MT sections often exhibit redundancy, meaning that
certain cross-section data can be derived from others using summation rules. For
instance, the total cross-section can be reconstructed by adding up all the individual
(non-redundant) cross-sections or the total nubar can be reconstructed by summing
the prompt and delayed contribution. In simpler terms, a cross-section (or in general
a data) is considered redundant when it can be entirely calculated by combining
other cross-sections/data in accordance with conservation laws and SANDY has
been developed to automatically perform the task of reconstructing redundant
cross-sections for each modified file. Therefore, redundancy is a constraint belonging
to nubar and cross-sections, and others, and it will be taken into account in the
implementation of the nubar perturbation in SANDY. Furthermore, if perturbations
are available exclusively for a redundant cross-section and not for its individual
components, the code extends the redundant cross-section perturbations also to its
components and, in this way, the perturbation is considered and the redundancy
constraint is respected.

Normalisation

Some nuclear data, such as the energy distributions, are represented by probability
density functions that have the constraint to obey the normalisation condition
represented in the Equation 2.27.

Ú +∞

−∞
f(x)dx = 1 (2.27)

The zero-sum rule imposes that, if the normalisation had been previously integrated
into the covariance matrix, the totals of the elements in each row (as well as in
each column) would be precisely zero. SANDY is capable to normalise all the
perturbed distribution for covariance matrices that do not comply to the zero-sum
rule. In particular, the methodology followed to include the PFNS in the code will
be treated in the subsection 3.2.2.
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2.4 NDaST
Nuclear Data Sensitivity Tool (NDaST) (https://www.oecd-nea.org/jcms/pl_
32450/nuclear-data-sensitivity-tool-ndast) is an openly accessible Java-
based web tool created to conduct computations using sensitivity files for nuclear
data of well-known benchmarks, and it was developed in 2015 under the auspices
of the NEA [29]. NDaST is able to conduct two types of tasks:

✽ Assessing the effect of perturbations in nuclear data on computed criticality
scenarios, which enables the identification of specific reactions’ contribution
to the results and facilitates the analysis of competing impacts.

✽ Evaluating the uncertainty in computed outcomes arising from the evaluated
nuclear covariance data.

This tool helps nuclear data evaluators to rapidly analyse and test the impact
of nuclear data and nuclear data covariance matrices perturbations on the final
outputs, for an extensive range of criticality benchmarks from the ICSBEP and
IRPHeP handbooks (see section 2.5). Unfortunately, NDaST contains important
drawbacks that must be considered:

• it uses the sandwich rule for the uncertainty propagation and, more in par-
ticular, the sensitivity profiles are obtained using a first-order approximation
method (section 2.1.1). Thus, higher-order effects are not taken into account
and their contribution to the response could not be negligible, leading NDaST
to give wrong results

• not all the sensitivities are included in the ICSBEP database (only 85 %)

• sensitivities are primarily given based on the SCALE 238 energy group struc-
ture, which may not be sufficiently suitable for specific system configurations
and perturbations

• it is still under development concerning the energy-dependent nubar, energy
and angular distributions.

2.4.1 Methodology
NDaST will be used subsequently to verify the UQ/propagation analysis performed
by the stochastic method where the nuclear data samples have been produced
by SANDY. In particular, it will be useful to verify the effects of all nuclides
cross-sections and nubar perturbation on important benchmarks keff. However,
since NDaST does not work with nubar yet, to compare the results the variance on
the keff due to all input nuclides data will be subtracted by the variance due to
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only the nubar (obviously for nuclides that can produce fission). Then, the latter
will be compared with the variance on the keff due to all nuclides cross-sections,
obtained using NDaST (in fact the related standard deviations). More details and
the correspondent results will be shown in the section 4.3.

The software is basically made of 3 sections [29]:

Sensitivities: this section has been used to select the proper benchmarks to
analyse. It is possible to select between two databases: Database for the
International handbook of evaluated Criticality safety benchmark Experiments
(DICE) [55] and International reactor physics handbook Database and Analysis
Tool (IDAT) [56]. The interested plutonium benchmarks are present in the
DICE database and consequently all the chosen benchmarks (section 2.5) can
be selected, with their different models, codes and libraries to evaluate the
sensitivities.

Perturbations: the uncertainty propagation can be carried out by simply choos-
ing a fixed nuclear data perturbation and analysing the output uncertainty.
However, this is not the goal of this paper and so this section has not been
used.

Covariances: here, it is possible to select the covariance of multiple isotopes
and nuclear reactions. The UQ/propagation will be performed based on the
selected covariance data.

The steps are summarised in the Figure 2.4.

Figure 2.4: NDaST flow chart [9] with emphasis on the specific path followed
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Therefore, once all the inputs have been selected, NDaST extracts the sensitivities
of all the selected isotopes and their relative nuclear reactions as well as the related
covariance matrices. Finally, it prepares them for the sandwich rule (Equation 2.19)
and the latter is performed. These are the steps followed in this framework and,
for more details about NDaST, the manual [29] can be consulted.

2.5 Benchmarks

Criticality safety organisations around the world frequently need to compare the
outcomes generated by their computational methods with experimental data. His-
torically, this involved a challenging procedure of searching for experimental data
related to criticality safety in journals, publications, or reports [27]. From the early
years of the nuclear industry, numerous experiments covering criticality, subcritical-
ity, shielding, radiation transport and fundamental physics have been conducted,
all of which hold significance for criticality safety applications. A substantial por-
tion of these experiments can serve as benchmarks for validating criticality safety
calculation methods, while the remaining part needs to be reviewed, increasing the
quality assurance degree and documenting them properly.

For the verification of the stochastic method, implemented with SANDY, dif-
ferent benchmarks have been exploited. In particular, the 239Pu-based benchmarks,
that come from the International Criticality Safety Benchmark Evaluation Project
(ICSBEP), have been chosen for the uncertainty propagation and the reasons are
clearly drawn up at the end of section 2.1.

Regarding benchmarks, everything started in 1992, when the USDOE launched the
Criticality Safety Benchmark Evaluation Project (CSBEP) and it rapidly evolved
into a global collaboration as scientists from various nations joined in. Therefore,
later, in 1995, the ICSBEP was formally adopted as an initiative under the OECD
NEA [27]. The OECD serves as a distinctive forum where 38 member nations
collaborate to tackle the economic, social, and environmental challenges posed by
globalisation. Additionally, the OECD plays a leading role in comprehending and
assisting governments in addressing new developments and emerging issues, includ-
ing corporate governance, the digital economy and the complexities associated with
the ageing of the population. The NEA was established on the 1st February 1958
by OECD and it is made of 34 members [19]. It aims to support member nations
in enhancing global collaboration to ensure safe, sustainable, and cost-effective
utilisation of nuclear energy for peaceful purposes through scientific, technologi-
cal and legal advancement. Moreover, it delivers authoritative assessments and
fostering shared perspectives on critical nuclear energy policy matters to inform
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government decisions and contribute to OECD’s broader policy initiatives in energy
and sustainable development [19]. The NEA specialises in various fields, including
the safety and regulation of nuclear operations, management of radioactive waste,
radiological protection, nuclear science, economic and technical evaluations related
to the nuclear fuel cycle, nuclear law and liability and dissemination of public
information. Additionally, the NEA Data Bank [57] offers participating nations
nuclear data and computer program services.

ICSBEP handbook [27] comprises specifications for criticality safety benchmarks
obtained from experiments conducted at nuclear critical facilities worldwide. These
benchmark specifications serve as a resource for criticality safety engineers, aiding
the verification of calculation methods for establishing the minimum subcritical
margins during operations involving fissile materials, as well as determining criti-
cality alarm requirements and their placement. Moreover, numerous specifications
within this handbook can be valuable for testing nuclear data. ICSBEP main
objective is to consolidate benchmark-experiment data related to criticality safety
into a standardised format, making it convenient for criticality safety analysts to
employ the data for verifying calculation methods and cross-sections and other data.
However, it is clearly specified that "this work does not constitute a validation
of codes or cross-section data. Furthermore, sample input listings may not have
been verified and are not intended to be used directly for validation efforts" [27].
Nevertheless, they can be used as, at most, a verification tool to compare results
using similar calculation methods and input data, that is the intended purpose.
Other information about ICSBEP, such as its other purposes and acceptance and
quality assurance criteria, can be found by consulting the reference [27].

ICSBEP is made of nine volumes, while the ones related to critical and sub-
critical benchmarks ranges from volume I to VII. The differentiation is based on
the fissile material, its composition/physical state and the neutron energy region
where it works. In particular, the benchmarks used for this thesis comes from the
volume I, related to plutonium systems. More in detail, the plutonium benchmarks
utilised belong to the Plutonium Metal Fast (PU-MET-FAST) and, therefore, they
are plutonium fissile-material based, in metallic state and exploiting fast region
spectrum. Here, the list of them with few details [27]:

✽ PU-MET-FAST-001, also called Jezebel, was a critical assembly constructed
and operated at Los Alamos Scientific Laboratory (LASL). Jezebel was an
unreflected bare δ-phase 239Pu critical assembly, nearly spherical in shape and
was composed by Pu and 1.02 wt.% Ga (gallium-69 and gallium-71). The
plutonium composition was 95.2 at.%239Pu, 4.5 at.% 240Pu and 0.3 at.% 241Pu.
Criticality calculations were made, but it was used also to compute the critical
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mass of the plutonium and the result was 16.2 kg at a density of 15.8 g cm−3,
even if the reference to the plutonium pure mass or Pu-alloy (with gallium)
was not specified. For safety considerations, the nearly spherical mass was
manufactured in four primary components, each with approximately equal
mass, and then assembled to create a three-part division for operational safety.
The assembly was meticulously designed to be easily reproducible and to
minimise reflection while preserving experimental versatility. Indeed, there
were mass adjustment plugs (common to all PU-MET-FAST) which tuned
the core mass in the central hole (called "glory hole") and the control rod
could run through the whole core, making the system subcritical or critical
(Figure 2.5).

Figure 2.5: Jezebel assembly scheme [27]

✽ PU-MET-FAST-002, called also Jezebel dirty, was similar to Jezebel in
dimension and configuration, but the composition was different with an higher
percentage of 240Pu (20.4 at.%) as well as the presence of 241Pu (3.1 at.%) and
242Pu(0.4 at.%). Operated for many years, a large number of reactivity worth
calculations were made until its disassembling, when the different part were
used for other purposes.

✽ PU-MET-FAST-005 was a plutonium sphere reflected by tungsten, also
from LASL. The experiment was conducted utilising the Planet universal
assembly apparatus and the core was divided in two hemispheres of δ-phase
plutonium and a cavity in their centre while tungsten-based hemishells were
built to enclose the plutonium core. From Figure 2.6, the upper portion of the
plutonium assembly, comprising the core and reflector, was supported by a
stainless steel diaphragm. The lower part of the assembly was raised using a
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hydraulic lift, with the portion of the hydraulic lift in contact with the lower
hemisphere being a cylindrical, hollow aluminium tube. The elevation of the
lift was raised step by step and the multiplication factor was measured at each
interval until reaching closure. The sphere was made of 99.0 wt.% plutonium
and 1 wt.% gallium. The plutonium composition was 94.79 at.% 239Pu, 4.9
at.% 240Pu and 0.31 at.% 241Pu while the reflector composition was 91.3 wt.%
W, 5.5 wt.% Ni, 2.5 wt.% Cu and 0.7 wt.% Zr. The massive presence of the
tungsten, in particular 184W, will be crucial for the verification of the results
(subsection 4.3.1) and it will show up that the source of error comes from the
stochastic sampling with SANDY.

Figure 2.6: PU-MET-FAST-005 assembly scheme (PLANET) [27]

✽ PU-MET-FAST-006 core was made of δ-phase plutonium metal alloy, sur-
rounded by a natural uranium reflector, and it was divided in two hemispheres.
The reflector consists of a fixed hemishell and two movable quadrants that
together form the second hemishell. The core halves were positioned on a
conventional uranium pedestal support that moves along a track and similarly,
the two movable quadrants had their own designated tracks. The assembly
process involved placing the core within the stationary reflector hemishell and
subsequently positioning the individual quadrants around the core, completing
the assembly (Figure 2.7). The approach to reaching criticality was monitored
by analysing the position of the control rod, and the rapid dismantling was
achieved by swiftly extracting the two standard uranium components. More-
over, the core composition was 93.8 wt.% 239Pu, 4.8 wt.% 240Pu, 0.3 wt.%
241Pu and 1.1 wt.% Ga.
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Figure 2.7: PU-MET-FAST-006 assembly scheme (FLATTOP), elevation view
[27]

✽ PU-MET-FAST-008 was a δ-phase plutonium spherical mass closely sur-
rounded by an annular cylindrical reflector (closed up and down thanks to
safety blocks) made by thorium. The main purpose of this experiment was to
investigate the neutronic characteristics of thorium, with the ultimate goal
of advancing the development of a potential fast breeder reactor based on
uranium-233 (233U). The experiment was executed with the Thor assembly
machine, adapted from the Planet one. The adaptations primarily involved
adjustments to the control rod drive and safety mechanisms, while the pluto-
nium core consisted of three significant components: an upper polar cap, a
lower polar cap, and a central section (with a glory hole). Whereas the upper
polar cap and central section remained immobile, the lower polar cap was
positioned atop a pneumatic lift to put them together. Moreover, reactivity
was fine-tuned by employing filler pieces for the glory hole. In case of an
emergency shutdown (scram), swift disassembly was achieved by retracting
both the upper and lower safety blocks along with the control rod. The core
composition was 93.59 wt.% 239Pu, 5.10 wt.% 240Pu, 0.3 wt.% 241Pu and 1.01
wt.% Ga and the reflector was made of 100 wt.% 232Th.

✽ PU-MET-FAST-009 was a plutonium spherical mass reflected by type 2014
aluminium reflector. The experiment was carried out utilising the Comet
universal assembly machine (from the Planet one): two hemispheres were
crafted from a δ-phase plutonium alloy and the upper hemisphere featured
a cylindrical central source cavity, designed to accommodate either a fission
source or a closely fitting piece of plutonium. Concentric hemispherical
shells, made of 2014 aluminium, were fabricated to encapsulate the plutonium
hemispheres, making up the reflector. The upper portion of the plutonium
core was positioned atop a stainless-steel diaphragm, while the lower part
of the assembly, which included both the reflector and the core, was affixed
to a hydraulic cylindrical lift. The approach to criticality was monitored
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by consulting a neutron detector (inside the source cavity) count rate, as
the separation distance between the upper and lower halves of the assembly
decreased, thanks to the lift. In contrast, rapid disassembly was achieved by
lowering the hydraulic lift, causing the lower portion of the assembly to drop,
when limit values on the count rate were reached. The plutonium composition
is not far from the previous benchmark while the reflector was made of 93.4
wt.% Al, 4.4 wt.% Cu, 0.4 wt.% Si, 0.8 wt.% Mn and 0.5 wt.% Mg.

✽ PU-MET-FAST-010 was a δ-phase plutonium sphere reflected by natural
uranium. This benchmark is a part of a series, to which also PU-MET-FAST-
005 belongs. Therefore, the experiment configuration is exactly the same of
PU-MET-FAST-005 as well as the plutonium composition. The only difference
was reflector composition, here made of natural uranium (not tungsten).

✽ PU-MET-FAST-011: the experiment was conducted with a δ-phase pluto-
nium sphere, meticulously crafted to achieve a high level of purity and density,
surrounded by a water reflector. As the Figure 2.8 shows, the plutonium
sphere was positioned on a Lucite stand, supported by three legs, designed
with a circular seat featuring a central hole. The stand was placed within
a cylindrical aluminium-run tank, connected to the filling tank through a
flexible hose. The water level inside the run tank was increased by raising the
filling tank using a hydraulic lift and to lower the water level, the operator
could either use the drain valve or low the filling tank with the hydraulic lift.
Thanks to neutrons detectors, the criticality was monitored and measured as
the water height in the run tank changed. The plutonium composition was
94.5 at.% 239Pu, 5.18 at.% 240Pu, 0.3 at.% 241Pu and 0.2 at.% 242Pu.

Figure 2.8: PU-MET-FAST-011 assembly scheme [27]

✽ PU-MET-FAST-018 was a plutonium sphere surrounded by beryllium
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reflector. It is part of the same experiment of PU-MET-FAST-005 and PU-
MET-FAST-010. Again, the experimental configuration and the plutonium
composition was the same. The difference was the reflector, composed by 98.0
wt.% beryllium with 2.0 wt.% oxygen.

✽ PU-MET-FAST-019 was a plutonium sphere reflected by beryllium, built
in 1983 in the All-Russian Scientific Research Institute of Technical Physics
(VNIITF) Criticality Test Facility (CTF). This experiment was employed to
confirm the accuracy of neutron data related to beryllium. The assembly
(Figure 2.9) comprised a spherical structure divided into two sections with a
gap in between and its description involved two additional parameters: the
critical separation hcr, that is the distance between the centres of the opposing
hemispheres, and the separation radius Rsep, i.e. the radius of the upper
hemisphere portion that remains connected to the lower mass that can move
thanks to a shaft linked to a piston. The latter described how the assembly
was separated. The upper part of the assembly was upheld by a steel annular
diaphragm that laid on a stand made by two rings locked by three rods.
Thus, the top assembly was not movable. The criticality was measured by
detectors, as a function of the gap width h, reduced by the lift. The plutonium
and beryllium composed matching hemispherical shells, and the plutonium
ones had polar cylindrical holes to be filled with the same plutonium plugs.
Different composition for the plutonium were used while the reflector was
made of beryllium containing small percentages of impurities such as C, O
and Fe.

Figure 2.9: PU-MET-FAST-019 assembly scheme [27]

✽ PU-MET-FAST-020 was a plutonium sphere reflected by depleted uranium.
The experimental configuration and the plutonium composition were the same
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of PU-MET-FAST-019, located at the same place, and the only difference was
made by the reflector. The latter was depleted uranium with 99.5 wt.% 238U
and 0.5±0.05 wt.% 235U. This experiment was conducted to verify the neutron
data regarding uranium isotopes.

✽ PU-MET-FAST-021 was made of δ-phase plutonium cylinders surrounded
by beryllium or beryllium oxide that constitute the reflector. Therefore, two
different configurations were constructed in order to compare the impact of
the reflective materials and neutron data validation was performed. In this
framework, the first configuration has been chosen. Figure 2.10 shows the
configuration where the critical assembly featured a uniform cylindrical core
composed of 95 at.% 239Pu and was equipped with beryllium end reflectors.
Two identical and symmetric sections were present, separated by a gap, with
a mobile lower portion and a fixed upper portion. The criticality was reached
by moving the lower part close to the upper (i.e. reducing the gap distance)
and detectors were used to measure it. The plutonium composition was 95.21
at.% 239Pu, 4.59 at.% 240Pu, 0.2 at.% 241Pu while the reflector was beryllium
with 1.51 wt.% oxygen and other impurities with very low content.

Figure 2.10: PU-MET-FAST-021 assembly scheme [27]

✽ PU-MET-FAST-022 was a bare metal plutonium 239Pu(δ, 98%) spherical
core, and the experiments were performed at the All-Russian Scientific Research
Institute of Experimental Physics (VNIIEF) CTF. The assembly (Figure 2.11)
consisted of six spherical layers, each made of different composition, and each
was constructed using two hemispherical components that featured cylindrical
pole holes. This assembly comprised two distinct units: the upper unit
consisted of a single hemispherical piece from layer 6, which was positioned
on top of a diaphragm, and the lower unit (made of the remaining part).
In the standard test assembly, the pole holes of layer 1 were closed with
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specialised stoppers made of core material. Moreover, the core presented a
central cavity needed for the neutron source. The criticality was reached and
always measured with the same procedure, so making the parts closer and
using detectors. The average bare plutonium composition was 98.2 wt.% 239Pu
and 1.8 wt.% 240Pu while the core contained also gallium (wt.2%).

(a) PU-MET-FAST-022 (b) General scheme

Figure 2.11: PU-MET-FAST-022 assembly scheme and general scheme for the
VNIIEF CTF [27]

✽ PU-MET-FAST-023 was a bare δ-phase metal plutonium sphere surrounded
by a graphite reflector. The configuration was similar to the one of PU-MET-
FAST-022 (indeed both were performed at the VNIIEF CTF) but here a
reflector was present and also the layers characteristics were different. In this
case, the plutonium upper unit (the unit 2 in Figure 2.11) and the 6th layer
in the lower unit were replaced by a graphite hemispherical piece of 2.35 cm.
Moreover, also the core composition was similar as the previous benchmark
while the reflector was made of graphite (carbon), where the impurities (such
as Al, Mg, B, Fe, Mn, Cu, Ti and Si) concentrations were very low.

✽ PU-MET-FAST-024 was similar to PU-MET-FAST-023 (same configuration
Figure 2.11, same facility and similar plutonium composition) but in this case
the graphite reflector was substituted by a 1.55-cm polyethylene reflector,
having density of 0.904 g cm−3.

✽ PU-MET-FAST-025 was part of the PU-MET-FAST-024 experiments but
in this case the polyethylene was replaced by steel to compose the reflector
and this made the only difference with the previous benchmark unless the
layers properties (also same thickness). The steel contained, other than iron,
0.3 wt.% C, 0.4 wt.% Mn, 0.1 wt.% Si, 0.3 wt.% Cr, 0.3 wt.% Ni and 0.3 wt.%
Cu with a density of 7.505 g cm−3.
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✽ PU-MET-FAST-026 was similar to PU-MET-FAST-025, but here the upper
unit (see Figure 2.11) and part of the lower unit were replaced by two concentric
spherical layers with a combined thickness measuring 11.9 cm. All the other
parameters remained the same as PU-MET-FAST-025 with exceptions for the
layers characteristics.

✽ PU-MET-FAST-028 was a metal plutonium 239Pu(δ, 89%) spherical core,
surrounded by a steel reflector, and the experiments were performed at the
VNIIEF CTF. Indeed, it was similar to the previous 4 benchmarks (layers
features were different), with a different plutonium concentration but with
the same exactly configuration, represented in Figure 2.11. The steel reflector
consisted of two spherical layers, with their interface positioned at a radius
of 9.15 cm. The overall thickness of the reflector was equal 19.65 cm and its
composition was the same as PU-MET-FAST-025. However, the plutonium
composition changed with 89.7 wt.% 239Pu, 9.3 wt.% 240Pu and 1.0 wt.% 241Pu
with the usual gallium content in the core.

✽ PU-MET-FAST-029 was a bare metal plutonium spherical core and was
always based on the configuration depicted in Figure 2.11, with different
layers aspects. The noticeable difference is the plutonium phase (α) and 239Pu
content (88%). Indeed, in all the previous examples, the plutonium was in
its δ-phase. Instead of 6, 5 spherical layers were present: the three inner and
the two outer had different thickness. Moreover, the upper unit included two
outer hemispherical layers while the other parts were all comprised in the
lower, movable unit. The average plutonium composition changed with 88.6
wt.% 239Pu, 9.9 wt.% 240Pu and 1.6 wt.% 241Pu other than the usual gallium
content in the core.

✽ PU-MET-FAST-031 was also performed at VNIIEF CTF and, thus, the
experiment was carried out in the same way as before. Again, the configuration
was similar to Figure 2.11 with different layers customs. 239Pu(α, 88%) was
used as fissile material, while the reflector was made of polyethylene composed
by two spherical layers. The upper unit included a single hemispherical part
of polyethylene and the remained parts composed the lower unit. The average
plutonium composition was slightly different from PU-MET-FAST-029, with
88.9 wt.% 239Pu, 9.7 wt.% 240Pu and 1.4 wt.% 241Pu other than the usual
gallium content in the core.

✽ PU-MET-FAST-032 was a α-phase plutonium sphere, surrounded by 4.49-
cm steel reflector. The experiments were performed at the VNIIEF CTF and,
hence, all the consideration done before can be applied to this case. The
average plutonium composition was equal to the one in PU-MET-FAST-031
while the steel composition was equal to PU-MET-FAST-031.
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✽ PU-MET-FAST-033 was a cylindrical assembly of metallic plutonium
surrounded by graphite. The experiments were performed thanks to the
Zero Power Physics Reactor (ZPPR) [58] fast CTF at the Argonne National
Laboratory-West (ANL-W), built to acquire the neutron physics data re-
quired for the design of fast breeder reactors. The assemblies were equipped
with graphite reflector and varying core fuel compositions containing vary-
ing combinations of plutonium, uranium and zirconium to form a mock-up
Pu/U/zirconium fuel, in metallic form, plate-type cells. The chosen config-
uration is with depleted uranium (0.21 at.% 235U), plutonium (94.0 wt.%
239Pu, 5.8 wt.% 240Pu and 0.2 wt.% 241Pu) and zirconium. As can be seen
in Figure 2.12, the geometry/configuration was very complex and, thus, a
simplified one was adopted in the simulations. In order to reach criticality,
which was monitored through detectors, the radial reflector thickness was
adjusted (thus, also the radial reflector and the room-return shield distance)
until the goal was reached.

Figure 2.12: PU-MET-FAST-033 assembly scheme [27]

✽ PU-MET-FAST-041 was a metal plutonium 239Pu(α, 88%) spherical core,
surrounded by a depleted-uranium reflector. Still the experiments were con-
ducted in the VNIIEF CTF but with different configuration (Figure 2.13). The
sphere was made by many layers, and each layer (for both core and reflector)
was constituted by two hemispherical parts. Moreover, both the core and the
reflector layers contained cylindrical pole holes to be plugged with the same
material of the layer during the measurements. The assembly consisted of two
distinct components: the upper unit, which consisted of a single hemispherical
part of depleted uranium of 2 cm, suspended using a slender cable made of
depleted uranium as well, and the lower movable unit which encompassed the
remaining components. Criticality was monitored as the lower part was made
closer to the upper. The average plutonium composition was 88.3 wt.% 239Pu,
10 wt.% 240Pu and 1.7 wt.% 241Pu while the reflector was 99 wt.% 238U and
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0.44 wt.% 235U.

Figure 2.13: PU-MET-FAST-041 assembly scheme [27]

✽ PU-MET-FAST-044 was a nearly spherical core made of a plutonium alloy,
encased by a closely fitting inner tamper shell and an outer shell made of
polyethylene for reflection. The main objective of these experiments was to
determine the critical thickness of polyethylene reflectors required to reach
criticality with five different tampers (beryllium, graphite, aluminium, iron,
and molybdenum) surrounding the plutonium-alloy core. For the thesis
purpose, the configuration with molybdenum tamper has been studied. The
experiments were performed at LASL (now know as LANL) and the Comet
machine was adopted. Figure 2.14 shows the plutonium-alloy core made of an
upper and a lower semi-sphere and a central section. Moreover, also here a
glory hole was present, where plutonium was laid. For each tamper material,
the criticality was reached by increasing the polyethylene thickness by adding
matching concentric layers. The average plutonium composition was 94.54
wt.% 239Pu, 5.11 wt.% 240Pu and 0.35 wt.% 241Pu with a gallium percentage of
0.95 wt.% in the plutonium alloy. Furthermore, the molybdenum composition
was 14.53 at.% 92Mo, 9.15 wt.% 94Mo, 15.84 wt.% 95Mo, 1.667 at.% 96Mo, 9.6
wt.% 97Mo, 24.39 wt.% 98Mo and 9.82 wt.% 100Mo.
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Figure 2.14: PU-MET-FAST-044 plutonium-alloy core, surrounded by tamper
and polyethylene reflector, scheme [27]

Furthermore, all the benchmark experiments were performed at a temperature of
about 300 K. Moreover, some materials (e.g. the structural) has not been mentioned,
but they have been considered in the simulations and always the simplified models
have been chosen to run the calculations. For all the deepest details about the
single benchmarks, the ICSBEP handbook is available [27].
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Chapter 3

Methodology

In this chapter, the methodology to perturb nuclear data with SANDY and to
process the Serpent output files will be detailed. In other words, the uncertainty
propagation due to the uncertainty of the nubar (or other input nuclear data)
on nuclear parameters will be explained. The uncertainty propagation has been
performed for the plutonium benchmarks listed in the section 2.5 and, in particular,
the effective multiplication factor (keff) has been chosen as response function
(computed through the MC code Serpent), since the nubar mainly affects it (i.e.
high sensitivity). Thus, the uncertainty on the output is not negligible and the
effects can be investigated in depth. To sum up, n samples of the nubar are produced
(together with their ACE files) and n simulations (each one with a different sample)
are run, on a specific benchmark.

3.1 Serpent2 tool

For the criticality calculations, Serpent2 [22] has been used, as well as the for the
sensitivity vectors (sensitivity analysis) computation for the other methods imple-
mented. Serpent2 is a versatile three-dimensional code for the continuous-energy
transport of neutrons and photons, which has been under development at the Tech-
nical Research Centre of Finland (VTT) since 2004, and its distribution is managed
by VTT, while it is accessible through two key data centres: the OECD/Nuclear
Energy Agency (NEA) Data Bank and the Radiation Safety Information Computa-
tional Center (RSICC) in the United States. For further details on the distribution
of Serpent, please refer to the users’ sub-page (http://montecarlo.vtt.fi/) while
the manual is available in the reference [22].
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3.2 Samples generation methodology
Firstly, the chosen nuclear data must be perturbed and each of it has a proper
Python [52] method for different reasons: they depend on different variables (energy,
input energy, output energy etc.), they are processed and stored differently (as
their covariances) and other. Consequently, to obtain the perturbed nuclear data,
different class and methods has been implemented. However, the general approach
is the same:

1. The nuclear data class is generated. It is a Python dataframe with the main
independent variable as index (e.g. the energy range) and the others as column
multi-indexes (e.g. MAT, MF and MT number). The nuclear data are taken
usually from the ENDF-6 file, saved in a ENDF6 instance, and they are the best
estimate, in continuous energy, that comes from the evaluation process. The
ENDF6 instance is extracted giving the library, the data type (here xs, neutron
nuclear data) and the zam. Moreover, the zam package, in SANDY, can be
used to obtain the zam knowing the nuclide symbol and its mass number (e.g.
Pu239).

2. The covariance matrix is extracted from the ERRORR file and the information
is stored in a dataframe where the index and the columns are identical multi-
index(i.e. the parameters). Indeed, from subsection 1.4.1, the covariance
matrix is squared. For the ERRORR file and the covariance matrix, the
respectively ERRORR and Cov class has been created with its energy groups.

3. From the covariance matrix, the perturbation coefficients are generated and
stored in a Samples instance. The relative dataframe has a multi-index index
where the last level corresponds to the energy groups while the other two
levels corresponds to the MAT and MT numbers. The sample numbers are
located along the columns.

4. Finally, the perturbation coefficients are applied to the nuclear data instance,
creating perturbed data according to their uncertainty stored in the covariance
matrix. Then, it is possible to create the perturbed ACE files to be run in the
Serpent code.

The single perturbation process, for different nuclear data, is implemented and,
then, it can be recalled directly from the ENDF6 instance through the methods
get_perturbations (section B.1) and apply_perturbations (section B.2) to re-
spectively obtain the perturbation coefficients and the perturbed nuclear data.
apply_perturbations is connected to the endf6_perturb_worker function. Dur-
ing the sampling process implementation, the Samples instance will be slightly
modified in a way that each continuous energy value of the nuclear data instance
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has its perturbation coefficients of the related energy group and, if for a continuous
energy value no energy group value corresponds (on the perturbation coefficients
energy groups), the perturbation coefficient is set to 1. This is, basically, the
implementation of the sampling method, used to apply the perturbations. Finally,
by setting the variable to_ace and to_file, according to the keywords arguments
(kwargs) they belong, to the value True, after the perturbation process, SANDY
returns the ACE file needed for the simulations, using already implemented methods
(e.g. get_ace).

3.2.1 Average Fission Neutron multiplicity

Since the average fission neutron multiplicity (nubar) is structured similarly to
the cross-sections (they both depend only on the neutron energies), the class Xs,
already present in SANDY, has been slightly modified in order to work properly
with the nubar as well. Indeed, during its instance creation, only the cross-section
information were filtered (endf6.filter_by). Then the MT numbers for prompt,
delayed and total nubar (see Table A.2) have been filtered. Before performing this,
it is important to verify that the nubar values are all got by linear interpolation
from the ENDF-6, making it suitable for the correct instance creation since eventu-
ally missed values of specific energies are automatic obtained by interpolation in
SANDY and since linear interpolation is exploited after the perturbations. The
ERRORR instance is obtained by filtering "errorr31" (because 31 is the MF number
for the nubar) in the dict returned by applying the get_errorr method to the
ENDF6 instance, already implemented in SANDY. Subsequently, since the ERRORR
file is standard, the format is equal to the one of the cross-sections and so the
covariance matrices and the corresponding perturbation coefficients are generated
with the same method of the cross-sections (giving a number of samples). With the
perturbation coefficients, properly stored in a Samples instance in order to process
the data with the already existing functions in SANDY, the method _perturb can
be applied to the Xs instance, giving a generator with whom the nubar perturbed
data are finally constructed and stored back in the ENDF6 instance. However, before,
the perturbed nubar data must accomplish with the redundancy constraints (see
subsection 2.3.4), performed by the method reconstruct_sum.

Once the code has been updated, its correctness must be verified. First, 1000
samples of 235U prompt nubar have been produced, according to the covariance
matrix (Figure 3.1). The latter shows also the correlation matrix, where the corre-
lation coefficients are always positive: the nubar, at any energy, increases with the
neutron energy itself and so the correlation between the different energy values is
positive.
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(a) Covariance matrix (b) Correlation matrix

Figure 3.1: Covariance and correlation matrix of the 235U prompt nubar from
JEFF-33 library

Then, the mean values have been compared to the best estimates stored in
the ENDF-6 file. For example, in Figure 3.2 is shown the distribution of the
samples, with its mean, and the best estimate, for a specific energy value (1.5
MeV). It can be seen that the best estimate and the mean value of the distribution
correspond. Moreover, the distribution is "almost" Normal because, as the Central
Limit Theory (CLT) explains, to be Normal the number of samples must approach
the infinity. Furthermore, a Kolmogorov–Smirnov (KS) [59] test has been performed
(see subsection 3.3.2), giving a p-value of 0.926, higher than the threshold 0f 0.05,
and so the distribution follows the Normal distribution.

Figure 3.2: 235U prompt nubar 1000 samples distribution, at 1.5 MeV
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In addition, in the Figure 3.3, the best estimate (i.e. the value stored in the
ENDF-6 file) has been compared with the output resulting from the sampling,
with its mean and uncertainty 1σ1. Also, the Figure 3.4, shows the standard
deviation of the perturbed data compared to the value given by the matrix as
well as the standard deviation of the sample mean. The latter decreases as 1/

√
N,

confirming the CLT theorem. The sample standard deviation is practically always
overestimated, and it tends to converge towards the matrix value with the increase
of the number of samples. This overestimation propagates towards the response
function, and in the section 4.1 it will be demonstrated and deepened.

Figure 3.3: 235U prompt nubar samples convergence, at 1.5 MeV

11 σ means there is a probability of 68 % that the real value falls in the given interval
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Figure 3.4: 235U prompt nubar samples standard deviation and sample mean
standard deviation, as function of the number of samples

Figure 3.5 shows the relative standard deviations of the 235U prompt nubar, as
function of the energy, stored in the covariance matrix and the ones resulting from
1000 samples (perturbation coefficients), generated with SANDY. The maximum
relative difference registered is about 2.7 % (maybe due to numerical computation
errors or statistical fluctuations), only for restricted energy values, and the SANDY
sampling can be considered verified.

Figure 3.5: Difference between the relative standard deviations of the 235U prompt
nubar stored in the covariance matrix and the ones resulting from 1000 samples, as
function of the energy
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3.2.2 Energy distributions: Prompt Fission Neutron Spec-
tra

Provided that the following modifications has not been verified (just a small
beginning for the next steps) for the energy distributions, in particular the Prompt
Fission Neutron Spectra (PFNS), a different approach has been conducted because
such nuclear data depends on two variables: the input energy (i.e. the energy of
the input particle) and the output energy (i.e. the energy of the outlet particle). In
other words, the energy distribution of the emitted fission neutron depends also on
the initial neutron energy. For these reasons, the class Edistr has been built: its
dataframe contains the output energy on the index and the MAT, MT, K and input
energy on the different levels of the multi-index columns. The K number is related
to the type of neutron generated and, as first study, only the values 0 (i.e. prompt
neutron) has been added. Moreover, a small part of SANDY has been modified to
process the energy distribution with ERRORR and extract the covariance matrix.
In this case, there are different covariance matrices for different input energies and
to deal with two approaches are possible:

1. Since the cross-correlation, between the different input energy matrices, is very
small, a unique covariance matrix can be chosen (at a specific input energy).
However, each time, the assumption of zero cross-correlation must be justified.

2. The different covariance matrices are considered, but in this case the different
distributions could not agree each other (e.g. the distributions are not nor-
malised). Therefore, it must be verified that the cross-correlation is considered
during the sampling.

For this initial step, the method 2 has been chosen and get_perturbations has
been modified (subsection B.3.3). Thus, for each input energy, different pertur-
bation coefficients, for the correspondent output energies, has been created and
applied with a method similar to the Xs class. Indeed, the process has been imple-
mented in a way that the Cov class would be extended for the energy distributions.
However, in this case, to produce back the ENDF6 instance, the function write_mf5
(subsection B.3.2) and the method to_endf6 have been added (subsection B.3.1).

Being probability density functions, the constraint applied after the sampling,
is the normalisation (Equation 2.27), using the normalize method. Finally, its
application in the get_perturbations and apply_perturbations (methods of
the class ENDF6), has been performed. It is important to point out that all these
steps, related to the PFNS, are not already in the official version of SANDY,
because they must be updated, improved and verified, but it is a good starting
point for the next. In the section B.3, are shown all the scripts implemented.
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Figure 3.6 shows the best estimate and a perturbed sample (with SANDY) of the
235U PFNS, according to the related covariance matrices (e.g. Figure 3.7). The
peak corresponds to around 2 MeV, as it should be. Furthermore, the perturbed
data is normalised, but it cannot be seen easily because the probability decrease
is not concentrated as the increase at around 2 MeV. Moreover, the correlation
matrix (Figure 3.7) shows also negative values: indeed, since the normalisation
constraints must be verified, if the probability, at a certain energy, increases, a
correspondent decrease in another energy values must follow.

Figure 3.6: Best estimate and one sample, from the covariance matrix of 1.5 MeV
input energy, of 235U PFNS
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(a) Relative covariance matrix

(b) Correlation matrix

Figure 3.7: Relative covariance and correlation matrix of the 235U PFNS, at input
energy of 1.5 MeV

In the Figure 3.8, it is clear that the sampling has not been performed correctly
with SANDY and it has a precise reason: SANDY does not properly work with
nuclear data characterised by very high standard deviations (see subsection 2.3.3),
if Normal distribution is assumed. The PFNS shows very high uncertainties at
high output energies (overcoming the 150 %), where SANDY fails.

71



Methodology

Figure 3.8: Difference between 1000 samples (perturbation coefficients generated
with SANDY and assuming Normal distribution) and the covariance matrix (at
input energy of 1.5 MeV) relative standard deviations of the 235U PFNS, as function
of the output energies

A solution can be found by assuming a log-Normal distribution and Figure 3.9
is the proof.

Figure 3.9: Difference between 1000 samples (perturbation coefficients generated
with SANDY and assuming a log-Normal distribution) and the covariance matrix
(at input energy of 1.5 MeV) relative standard deviations of the 235U PFNS, as
function of the output energies
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3.3 Outputs processing
Once the n outputs (i.e. the dataset) of Serpent has been obtained, they must be
processed to extract all the statistical information they contain, in order to apply
the MC method (section 2.2.2) for the UQ/propagation. Thus, the mean value
and the variance of the dataset are computed respectively through Equation 2.22
and Equation 2.23. Indeed, since the response function is only one (i.e. the keff),
the covariance of the outputs is simply the variance. However, the values given is
simply an estimation of the real value and the 95 % confidence interval of the keff
variance is computed (see subsection 3.3.1): it means there is a probability of 95 %
that the real value falls within the given interval. Moreover, a KS test is needed
to verify the distribution followed by the dataset and, thus, since the response
function is linear, to verify that it follows a Gaussian distribution. Finally, in the
subsection 3.3.3, a variance-reduction method is explained, and it will be deepened
in the section 4.2, after being implemented in SANDY.

3.3.1 Chi-square test for a population variance
The sample chi-square test for a population variance is used to verify if a dataset,
with unbiased estimated population variance s̃2, come from a population with
variance σ2 and it is based on the chi-square distribution (with test statistic
represented by χ) [60]. In other words, the test is useful to know if the estimated
variance is likely to belong to a population with a certain variance. For these
reasons, it has been exploited to compute the confidence interval of the variance,
with its probability: the p confidence interval represents the interval where there is
a probability of p that the real value belongs to it [61]. If the test yields a significant
result, it can be inferred that there is an high probability that the sample comes
from a population with a different variance value, than the one hypothesised. The
chi-square test relies on 2 fundamental hypotheses [62]:

1. The investigated dataset must be Normally distributed. To verify it, the KS
test can be utilised (see subsection 3.3.2).

2. The sample chosen from the population is randomly taken.

If both are not respected, the test is not considered reliable. The chi-square
distribution is an asymmetrical probability density function, with values between 0
and +∞ and so it cannot have negative values [62]. There is an infinite number of
chi-square distributions that depends on the degree of freedom df:

• As the degrees of freedom decrease, the distribution becomes increasingly
positively skewed. Hence, there is a greater concentration of scores at the
lower end of the distribution.
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• The higher the degrees of freedom, the more the distribution tends to become
symmetric.

To perform the test, different hypothesis can be done [60]:

Null hypothesis: s̃2 = σ2

Alternative hypothesis: it is divided in directional alternative hypothesis
(s̃2 < or > σ2, assessed with a one-tailed test) and non-directional alternative
hypothesis (s̃2 /= σ2, assessed with a two-tailed test).

Since the variance confidence interval is the target, the non-directional alternative
hypothesis is exploited and, thus, a two-tailed test. In this case, the null hypothesis
can be rejected whether the chi-square value χ2 (Equation 3.1) is equal or greater
than the tabled critical two-tailed chi value in the upper tail of the chi-square
distribution, at the specific level of confidence (1 − α, related to the probability),
or equal or less than the tabled critical two-tailed chi value in the upper tail of the
chi-square distribution, at the specific level of confidence [62]. α is called percentile
or significance level.

χ2 = (n − 1)s̃2

σ2 (3.1)

where s̃2 is the unbiased estimation of σ2, computed with Equation 1.12.
Practically, to not reject the null hypothesis, the χ2 value must be higher than
the tabled two-tailed critical value in the lower tail of the distribution and lower
than the tabled two-tailed critical value in the upper tail of the distribution, at
the specific level of confidence. Using Equation 3.1, the formula for the 1 − α
confidence interval is:

(n − 1)s̃2

χ2
(1− α

2 )
≤ σ2 ≤ (n − 1)s̃2

χ2
( α

2 )
(3.2)

where χ2
( α

2 ) is the tabled critical two-tailed value in the chi-square distribution above
which a percentage equal to [1 – (α/2)] of the cases falls. Subtracting the portion of
the distribution that falls within the confidence interval (probability), α is obtained.
As a consequence, the confidence interval has 1−α as level of confidence. Moreover,
since there is a lower and upper tail, α/2 is taken (and in the upper tail 1 − α/2).
However, if the degrees of freedom are larger than 30, the chi-square distribution
can be approximated and replaced by the Normal distribution for the test and
the confidence interval. The Normal distribution symmetry has been exploited (in
particular the portion below the mean value) and its value is:
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z = s̃ − σ
σ√
2n

(3.3)

Again, with the same consideration of the chi-square distribution, the 1 − α
confidence interval, using the Normal distribution with its symmetry, is computed
as:

s̃

1 +
z( α

2 )√
2n

≤ σ ≤ s̃

1 −
z( α

2 )√
2n

(3.4)

and z( α
2 ) has the same meaning of χ2

( α
2 ), but for a Normal distribution. In this

thesis, the 95 % confidence interval (α = 5%) for the variance of the keff outputs
has been computed and, since the number of samples is always larger than 30, the
Normal distribution for the chi-square test has been used. Moreover, the tabled
critical two-tailed value z(0.025) is 1.96 [62].

3.3.2 Kolmogorov-Smirnov test
The Kolmogorov–Smirnov (KS) test allows verifying whether the dataset/samples/-
variable empirical distribution (i.e. the population distribution) follows a specific
theoretical distribution (or more in general if two distributions are equal) [59].
In other words, it determines whether the observations derive from the specified
distribution, based on the goodness of fit.

Specifically, the test compares the two cumulative distribution functions and
computes the maximum difference registered, in absolute value, called D or test
statistic. Another important parameter is the p-value: it is the probability of the
found D statistic, if the null hypothesis is true. The test outcome depends on the
percentile or significance level α and the lower is the highest is the probability to
reject the null hypothesis (i.e. the distributions are identical). Thus, the p-value
is the smallest α value for which the null hypothesis can be rejected, and it is
usual to set the threshold to 0.05. Therefore, if the p-value is higher than 0.05 the
null hypothesis cannot be rejected and the two distributions are assumed to be equal.

The KS test has been performed using the scipy package [63] of Python, in
particular scipy.stats.ks_1samp to compare the empirical dataset distribution
with the Normal one. However, the dataset must be standardised (i.e. transformed
in the same distribution but with mean value zero and variance one) before the
test is performed, otherwise the test is compromised because the two distributions
have different mean and variance and the comparison is not compatible. Indeed,
the KS test compares the shape more than the precise values of the distribution
parameters.
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3.3.3 Latin Hypercube sampling
Latin Hypercube (LH) is a sampling method, based on MC sampling, developed
by McKay, Conover and Beckman in 1979 [64]. This approach allows reducing
the statistical uncertainty during sampling (i.e. the sampling is more accurate,
given a precise number of samples) and thus the variance of the sample mean is
reduced. Hence, given a preselected number of samples, the LH allows to obtain a
more accurate representation of the statistical information as well as to help the
convergence of the solution/outputs. Given d input variables and n samples to
generate, the approach is simple:

✽ First, the domain of each variable is divided into n non-overlapping intervals,
based on equal probability (i.e. all the intervals have the same probability).
See example with normal distribution and 5 samples in Figure 3.10.

Figure 3.10: Division of the input variable domain in n=5 intervals, representing
the same probability [64]

✽ Then, in each interval, a value is taken according to the probability density
function contained in it. In other words, the value is selected based on the
probability density function height within the interval, performing a simple
MC sampling.

✽ Finally, all the variables samples are randomly paired (usually by linking a
random arrangement of the initial n integers to each input variable) to form
the n samples input vectors of dimension d.

To summarise, generally, a collection of n LH sample points in d-dimensional
Euclidean space comprises one point within every interval for each of the d variables.
Therefore, the matrix X of the independent variables x, normally distributed (see
subsection 2.3.1), is obtained applying the Equation 3.5 [65]:

Xi,j = πi(i − 1) + Ui,j

n
, 1 ≤ i ≤ d 1 ≤ j ≤ n (3.5)
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where π1, π2, ..., πd are the {0,1,...,n-1} uniform random permutations and
Ui,j~U(0,1), both independent. The Equation 3.5 is applied using the qmc module
(and its LatinHypercube method) of the package scipy.
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Chapter 4

Results

Two main investigations have been performed: first, the uncertainty on the keff
due to the uncertainty of the nubar of the main fissile nuclide and second, the
uncertainty on the keff due to the uncertainty of the nubar and all the cross-sections
of the input nuclides. Besides, for the first task, the ENDF/B-VII.I library has
been chosen while for the second one the JEFF-33. The process has been explained
in the chapter 3. Therefore, after the n samples has been produced, the different
benchmarks have been simulated n times and the correspondent outputs have been
analysed. Moreover, to verify the results, different methods have been exploited.

4.1 Uncertainty on the keff due to 239Pu nubar
perturbed data

First, 200 239Pu nubar samples have been produced with SANDY and then the
uncertainty on the keff, for the different benchmarks (section 2.5) and due to
239Pu nubar uncertainty, has been investigated. Moreover, the same uncertainty
has been computed also through the sandwich formula (see section 2.2.1). In
particular, the sensitivity vector (vector since only one response function) of the
keff on the 239Pu nubar, for each benchmark, has been computed through Serpent2
while the relative covariance matrix (independent on the benchmarks) has been
extracted with SANDY from the ENDF-6 relative file and the Equation 2.19 has
been applied.
An example of sensitivity vector is shown in Figure 4.1 and, as expected, the
sensitivity is high in the fast spectrum, in particular at 2 MeV (i.e. the average
energy of the neutron generated by fission).
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Figure 4.1: Sensitivity profile of the Jezebel benchmark keff to the 239Pu total
nubar

It is important to specify that the sensitivity vector, since it is computed through
a MC code, has its uncertainty, but the latter has been investigated, and it came
out to be negligible (i.e. precise value, no confidence interval). On the other hands,
since a statistical post-process has been preformed for the n outputs, the SANDY
method has its 95 % confidence interval, computed as explained in subsection 3.3.1.
Figure 4.2 shows the results obtained for the different benchmarks:

Figure 4.2: Uncertainty on the keff due to the 239Pu nubar uncertainty, for the
different plutonium benchmarks

79



Results

the UQ/propagation with SANDY (also called here SANDY method1) leads to
a systematic overestimation, compared to the implemented sandwich rule. Most
likely, the overestimation is due to the random samples generated and, maybe, the
convergence with 200 samples has not been reached, and the samples generated do
not correctly represent the statistics of the covariance matrix. Indeed, since the
possible non-converged samples used are the same, the overestimation is experienced
in all the benchmarks. For this reason, the PU-MET-FAST-005 (one of the most
"unreliable") has been analysed more in the detail in the subsection 4.1.1 to better
prove the overestimation cause.

Overall, the results can be considered verified (at least the values are close) as
well as the SANDY sampling. Furthermore, the sandwich rule does not give the
real value, since uncertainty is a very complex field to verify and validate. In the
Figure 4.3 is represented the covariance and the correlation matrix of the different
benchmarks response function (so the parameters are the benchmarks themselves).
As predictable, the correlation coefficients are all positive because if the nubar
increases the keff increases (and vice versa), for all the benchmarks.

(a) Covariance matrix (b) Correlation matrix

Figure 4.3: Covariance (cov(y)) and correlation matrix of the keff response
function for the different benchmarks

Finally, the LH sampling has been performed and investigated for the Jezebel
benchmark in the section 4.2.

1because the samples have been produced with SANDY, but it is the stochastic MC method
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4.1.1 Overestimation cause: in-depth analysis using the
PU-MET-FAST-005

First, the number of samples has been increased from 200 to 500 and Figure 4.4
shows the results obtained. As expected, even if still the uncertainty is overesti-
mated, the overestimation has been reduced and the statistical value is closer (with
a reduction of the confidence interval) to the one from the sandwich rule, further
verifying the SANDY sampling and the UQ/propagation method.

Given that the overestimation is systematic (i.e. present also for all the other
benchmarks), it can come from the fact that the other 300 samples have been
added and so the first 200 samples are the same. It could have been interesting
producing 500 samples independently from the first 200 and maybe systematic
overestimation would not have been produced.

Figure 4.4: Uncertainty on the keff due to the 239Pu nubar uncertainty, for the
PU-MET-FAST-005 plutonium benchmark, using 500 samples

In the Figure 4.5, the keff outputs distributions are shown, with 200 and 500
samples. The distribution with 500 samples looks more "Normal", as it should be
from CLT. Moreover, the mean value of the outputs and the best estimate (i.e. the
run with the best estimate value of the nubar, stored in the ENDF-6) are almost
equal, proving the linearity of the response function.
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(a) 200 samples

(b) 500 samples

Figure 4.5: keff outputs distribution with different number of samples, for PU-
MET-FAST-005

Moreover, Figure 4.6 proves that the outputs values, with their uncertainty,
contain the best estimate run, confirming the MC technique.

Figure 4.6: keff mean value and uncertainty, as function of the number of samples,
and comparison with the best estimate run for the PU-MET-FAST-005 benchmark
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Finally, the KS test (see subsection 3.3.2) has been performed (Figure 4.7) and,
as it should be, by increasing the number of samples, the p-value increases and the
test statistic decreases. Furthermore, from a number of samples equal to about
35 onward, the null hypothesis cannot be rejected and the distribution is assumed
Normal.

Figure 4.7: p-value and test statistic as function of the number of samples, for
the PU-MET-FAST-005 benchmark

4.2 Latin Hypercube applied to Jezebel

Here, the results with the standard and the Latin Hypercube (LH) method will be
compared, for the Jezebel benchmark.

First, the standard deviation of the keff outputs (Figure 4.8): the trend given
by the LH sampling anticipates the other, even if conclusions cannot be made.
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Figure 4.8: Comparison between the keff standard deviations using the standard
and the LH sampling method, for the Jezebel benchmark

An interesting figure is the Figure 4.9 where the KS test has been performed on
the keff outputs, for the two methods, and the following observations can be done:

1. The p-value using the LH is always larger than the one using the standard
method (considering the same number of samples) and, thus, it better repre-
sents the statistic information.

2. The LH is very useful with a small number of samples, where it works very
well, while at higher ones the two methods leads to the same results.

3. The LH method gives p-values always larger than the threshold, highlighting
its sampling power
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Figure 4.9: p-value as function of the number of samples, for the Jezebel bench-
mark, using the standard and the LH method

All the result information are summarised in the Figure 4.10.

Figure 4.10: keff outputs distribution with the standard and the LH sampling
method

4.3 Uncertainty on the keff due to all cross-sections
and nubar perturbed data

In this section the uncertainty on the keff, for the different benchmarks (section 2.5)
and due to the cross-sections and nubar uncertainty of all the nuclides, has been
investigated and the results are shown in the Figure 4.11, with their 95 % confidence
interval.
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Figure 4.11: Uncertainty on the keff due to the cross-sections and nubar (only
for suitable nuclides) uncertainty of all the nuclides, for the different plutonium
benchmarks

Unlike the section 4.1, the results using MC technique (with the sampling made
by SANDY) has been compared and verified with NDaST (see subsection 2.4.1).
However, NDaST does not work with the nubar and an indirect comparison has
been made. In particular, the uncertainty on the keff only due to all the cross-
sections has been chosen and, in order to compute it for the SANDY method, the
following computation has been done: the variance of the keff due to nubar has
been subtracted to all cross-sections and nubar variance, giving the variance due
to only the cross-sections (for all the nuclides) and therefore the uncertainty (by
applying the square root).
The comparison is shown in the Figure 4.12 and, overall, the SANDY sampling,
with its relative UQ/propagation MC method, is verified.
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Figure 4.12: Comparison between SANDY and NDaST for the uncertainty on the
keff due to the all cross-sections uncertainty, for the different plutonium benchmarks

The general systematic underestimation is a direct consequence of the overes-
timation described in the section 4.1, since the variance due to nubar has been
subtracted. However, for some benchmarks, the values are very distant, especially
for the PU-MET-FAST-005. For this reason, the latter has been studied in detail
in the subsection 4.3.1.

4.3.1 Tungsten issue: in-depth analysis

In order to find the error source in the PU-MET-FAST-005, a first investigation
has been made: analysing the cross-section, with its nuclide, that strongly affects
the uncertainty on the keff. After a full quest, one of the most affecting uncertainty
is the one from the inelastic cross-section (MT=4, Table A.2) of the tungsten-184
(184W) and, thus, an UQ/propagation, due to only its uncertainty, on the keff has
been performed with the MC method (based on SANDY). Indeed, the SANDY
method result has given an underestimation of keff uncertainty, compared to NDaST.

Analysing the 184W relative covariance matrix, for MT=4 (see Figure 4.13 and
Figure 4.14), it has been noticed that the relative standard deviation is very high,
close to 100 % at energy about 0.5 MeV, and in the subsection 2.3.3 is clearly
explained that SANDY does not work correctly, if a Normal distribution is assumed.
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Figure 4.13: Relative standard deviations, as function of the energy, of the 184W
for the reaction MT=4

Figure 4.14: Cross-correlation matrix of the 184W for the reactions MT=4 and
MT=91 and different energies

For this reason, the same UQ/propagation has been performed, but this time, the
log-Normal distribution of the 184W samples has been assumed. In the Figure 4.15
are shown the results, showing the correctness of the log-Normal distribution
assumption and giving evidence of the considerations made.

88



Results

Figure 4.15: Comparison between SANDY (Normal and log-Normal distribution)
and NDaST for the uncertainty on the keff due to MT=4 184W cross-section
uncertainty, for PU-MET-FAST-005

As a consequence, also for the other tungsten-uncertainty-affected benchmarks
keff the same consideration can be done. More generally, the latter can be applied
to all the benchmarks whose cross-sections or nubar uncertainty is very high and
strongly affects the keff.
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This dissertation aimed to implement the nubar nuclear data into SANDY and
then to verify it performing an UQ/propagation on pre-selected benchmarks keff.

First, the nubar has been correctly added in the SANDY code. Moreover, by
generating 1000 nubar samples, their mean values and standard deviations has
been compared respectively with the best estimate (stored in the ENDF-6) and
with the standard deviations (stored in the covariance matrix), giving a relative
small difference and proving the sampling.
The same job has been done for the energy distributions nuclear data (PFNS) but
the latter has not been verified and completed. However, it has been discovered
that, since the energy distribution nuclear data contains high uncertainties, the
latter cannot be sampled assuming a Normal distribution and a log-Normal one
gave interesting results.

As first integral study, the effect of the 239Pu nubar uncertainty on specific bench-
marks keff has been investigated performing a MC method, and the results has been
compared with another method: the sandwich rule, where the sensitivity vector has
been computed through Serpent2 and the covariance matrix extracted by SANDY.
The two outputs were very close (i.e. the 95 % confidence interval, obtained with the
stochastic method, of the keff standard deviation included the value from the other
method), although a systematic overestimation came out. Nevertheless, increasing
the number of samples, the overestimation has been reduced and the results are
even closer, verifying first the method implemented and then the sampling one
with SANDY.
Afterwards, the LH sampling has been tested: it came out that the latter gives
advantages, reducing the variance of the sample mean, only if a small number of
samples is taken.

In the second study, a more complete investigation has been made. Here, all
the cross-sections of all the benchmarks nuclides has been perturbed, together with
the fissile nuclides nubar and their uncertainty propagation has been computed
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on the keff (same benchmarks as before), always with a MC approach. This time,
NDaST has been chosen as comparison method and the MC results have showed
a systematic underestimation: it is nothing but the consequence of the nubar
overestimation, since to compare the methods a variance subtraction has been
adopted.
Again, the results are quite reliable, except for some benchmarks whose nuclides
cross-sections were characterised by high uncertainties, such as the MT=4 reaction
cross-section of the 184W in the PU-MET-FAST-005. Indeed, in cases of high
uncertainties and assumed Normal distribution, an underestimation occurs and
SANDY does not work well. After assuming a log-Normal distribution also those
benchmarks has been verified.

Therefore, SANDY has new methods that can be easily recalled for the per-
turbation of the nubar nuclear data and, thanks to it and adopting a MC method,
UQ/propagation studies can be carried out. The latter is not only a check, but it is
useful for the nuclear libraries evaluators (being part of the nuclear data activities)
other than for design purposes. Indeed, knowing the uncertainty of some neutronic
parameters, as the keff, allows reducing the risk associated with nuclear power
plants and, maybe with the right information, more consent and approval can be
gained from the population. The policy in favour of new nuclear power plants,
together with the extension of the old one, can truly help to reach the NZE.

Recommendations

Despite the positive outcomes of this thesis, it is dutiful to give some recommenda-
tions.

First, the integral benchmarks’ verification is valid only for the selected benchmarks
themselves. Therefore, a different benchmark or a specific reactor project could
not produce reliable results (for example due to particular nuclides, geometries or
simply due to other hidden uncertainties) and, thus, a further research is needed
to amplify the described method field of application.

Furthermore, to better understand the systematic overestimation, a deeper study
could be useful. For example, more and different samples for each benchmark can
be produced, even if not crucial (since the confidence interval is compliant with
the other method) and not necessarily an explanation can arise.

Finally, the implementation of energy distributions has started but not completed.
I would recommend, to the one pursuing this job, the same methodology applied
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for the nubar but something must be changed: the Normal distribution cannot be
assumed. Moreover, it will be important to verify that each output energy beam is
correctly represented: indeed, since the PFNS values depend on the output energy
and also on the input one, the related different (even if it is small difference) input
energy covariance matrices can produce not reliable results, if no cross-correlation
is present between them.
Last but not least, the same benchmarks can be used as verification, although the
latter is limited to them.
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Appendix A

ENDF-6 MF and MT tables

Table A.1: MF definitions [9]

MF Description
1 General information and fission multiplicities
2 Resolved and unresolved resonance parameter data
3 Reaction cross-sections
4 Angular distributions for secondary particles
5 Energy distributions for secondary particles
6 Energy-angle distributions for emitted particles
7 Thermal neutron scattering law data S(α, β)
8 Radioactivity and fission-product yield data
9 Multiplicities for radioactive nuclide production
10 Cross-sections for radioactive nuclide production
11 General comments of photon production
12 Photon Production and Multiplicities and Transition Probability Arrays
13 Photon production cross-sections
14 Photon Angular Distribution
15 Continuous Photon Energy Spectra
...
23 Photon interaction cross-section
...
26 Electro-atomic angle and energy distribution
27 Atomic From Factors or Scattering Functions
28 Atomic Relaxation data
...
31 Data covariances for average fission neutron multiplicity (nubar)
32 Data covariances for resonance parameters
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33 Data covariances for reaction cross-sections
34 Data covariances for angular distributions of secondary particles
35 Data covariances for energy distributions of secondary particles
...
39 Data covariances for radionuclide production yields
40 Data covariances for radionuclide production cross-sections
...
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Table A.2: MT definitions [9]

MT Description
1 (z,total)
2 (z,z0) elastic scattering cross-section
3 (z,non-elastic) Sum of MT=4-5, 11, 16-17, 22-37, 41-42,...
4 (z,n’) cross-section for the emission of one neutron in the exit

channel. Sum of MT=50-91
5 (z, anything) the cross-section for all other reactions, whose MT number

is not explicitly present
...
16 (n,2n)
17 (n,3n)
18 (z,fission) Total fission cross-section. Sum of MT=19, 20, 21 and 38
19 (n,f) first-change neutron induced fission
...
51 (z,n1) Production of a neutron, with residual in the 1st excited state
52 (z,n2) Production of a neutron, with residual in the 2nd excited state
...
91 (z,nc)Generation of a neutron within the continuous spectrum

that is not accounted for in the discrete representation mentioned earlier
...

101 Neutron disappearance. Sum of MT=102-117, 155, 182, 191-193, 197
102 (n,γ) radioactive capture cross-section
103 (n,p) Proton production after neutron absorption cross-section.

Sum of MT=600-649
...

107 (n,α) α-particle (i.e. He nucleus) production after neutron
absorption cross-section. Sum of MT=800-849

452 Total average fission neutron multiplicity
455 Delayed average fission neutron multiplicity
456 Prompt average fission neutron multiplicity
...
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Appendix B

SANDY code modified
scripts

B.1 Obtain the samples or perturbation coeffi-
cients

1 de f get_perturbat ions (
2 s e l f ,
3 nsmp ,
4 to_exce l=None ,
5 njoy_kws={},
6 smp_kws={},
7 ∗∗kwargs ,
8 ) :
9 " " "

10 Construct m u l t i v a r i a t e d i s t r i b u t i o n s with a un i t vec to r f o r
11 mean and with r e l a t i v e cova r i ance s taken from the eva luated

f i l e s
12 proce s sed with the NJOY module ERRORR.
13

14 Perturbat ion f a c t o r s are sampled with the same mult igroup
s t r u c t u r e o f

15 the covar iance matrix and are returned by nuc l ea r datatype as
a ‘ d ic t ‘

16 o f ‘ pd . Dataframe ‘ i n s t a n c e s .
17

18 Parameters
19 −−−−−−−−−−
20 nsmp : TYPE
21 DESCRIPTION.
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22 to_exce l : TYPE, op t i ona l
23 DESCRIPTION. The d e f a u l t i s None .
24 njoy_kws : TYPE, op t i ona l
25 DESCRIPTION. The d e f a u l t i s {} .
26 smp_kws : TYPE, op t i ona l
27 DESCRIPTION. The d e f a u l t i s {} .
28 ∗∗ kwargs : TYPE
29 DESCRIPTION.
30

31 Returns
32 −−−−−−−
33 smp : TYPE
34 DESCRIPTION.
35

36 Examples
37 −−−−−−−−
38 Generate a couple o f samples from the H1 f i l e o f JEFF−3.3.
39 >>> njoy_kws = d i c t ( e r r =1, errorr_kws=d i c t (mt=102) )
40 >>> tape = sandy . ge t_endf6_f i l e ( " j e f f_33 " , " xs " , 10010)
41 >>> smps = tape . get_perturbat ions (nsmp=2, njoy_kws=njoy_kws )
42 >>> a s s e r t l en ( smps ) == 1
43 >>> a s s e r t i s i n s t a n c e ( smps [ 3 3 ] , sandy . Samples )
44 >>> a s s e r t ( smps [ 3 3 ] . data . index . get_leve l_va lues ( "MT" ) ==

102) . a l l ( )
45 " " "
46 smp = {}
47 s eeds = {}
48

49 outs = s e l f . g e t_er ror r (∗∗ njoy_kws )
50

51 i f " e r r o r r 3 1 " in outs :
52 smp_kws [ " seed " ] = seed = smp_kws . get ( " seed31 " , sandy .

get_seed ( ) )
53 s eeds [ " e r r o r r 3 1 " ] = seed
54 smp [ 3 1 ] = outs [ " e r r o r r 3 1 " ] . get_cov ( ) . sampling (nsmp , ∗∗

smp_kws)
55 i f " e r r o r r 3 3 " in outs :
56 smp_kws [ " seed " ] = seed = smp_kws . get ( " seed33 " , sandy .

get_seed ( ) )
57 s eeds [ " e r r o r r 3 3 " ] = seed
58 smp [ 3 3 ] = outs [ " e r r o r r 3 3 " ] . get_cov ( ) . sampling (nsmp , ∗∗

smp_kws)
59 i f to_exce l and smp :
60 with pd . ExcelWriter ( to_exce l ) as w r i t e r :
61 f o r k , v in smp . items ( ) :
62 v . to_exce l ( wr i te r , sheet_name=f ’MF{k} ’ )
63 re turn smp
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B.2 Obtain the perturbed nuclear data

1 de f get_perturbat ions (
2 s e l f ,
3 nsmp ,
4 to_exce l=None ,
5 njoy_kws={},
6 smp_kws={},
7 ∗∗kwargs ,
8 ) :
9 " " "

10 Construct m u l t i v a r i a t e d i s t r i b u t i o n s with a un i t vec to r f o r
11 mean and with r e l a t i v e cova r i ance s taken from the eva luated

f i l e s
12 proce s sed with the NJOY module ERRORR.
13

14 Perturbat ion f a c t o r s are sampled with the same mult igroup
s t r u c t u r e o f

15 the covar iance matrix and are returned by nuc l ea r datatype as
a ‘ d ic t ‘

16 o f ‘ pd . Dataframe ‘ i n s t a n c e s .
17

18 Parameters
19 −−−−−−−−−−
20 nsmp : TYPE
21 DESCRIPTION.
22 to_exce l : TYPE, op t i ona l
23 DESCRIPTION. The d e f a u l t i s None .
24 njoy_kws : TYPE, op t i ona l
25 DESCRIPTION. The d e f a u l t i s {} .
26 smp_kws : TYPE, op t i ona l
27 DESCRIPTION. The d e f a u l t i s {} .
28 ∗∗ kwargs : TYPE
29 DESCRIPTION.
30

31 Returns
32 −−−−−−−
33 smp : TYPE
34 DESCRIPTION.
35

36 Examples
37 −−−−−−−−
38 Generate a couple o f samples from the H1 f i l e o f JEFF−3.3.
39 >>> njoy_kws = d i c t ( e r r =1, errorr_kws=d i c t (mt=102) )
40 >>> tape = sandy . ge t_endf6_f i l e ( " j e f f_33 " , " xs " , 10010)
41 >>> smps = tape . get_perturbat ions (nsmp=2, njoy_kws=njoy_kws )
42 >>> a s s e r t l en ( smps ) == 1
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43 >>> a s s e r t i s i n s t a n c e ( smps [ 3 3 ] , sandy . Samples )
44 >>> a s s e r t ( smps [ 3 3 ] . data . index . get_leve l_va lues ( "MT" ) ==

102) . a l l ( )
45 " " "
46 smp = {}
47 s eeds = {}
48

49 outs = s e l f . g e t_er ror r (∗∗ njoy_kws )
50

51 i f " e r r o r r 3 1 " in outs :
52 smp_kws [ " seed " ] = seed = smp_kws . get ( " seed31 " , sandy .

get_seed ( ) )
53 s eeds [ " e r r o r r 3 1 " ] = seed
54 smp [ 3 1 ] = outs [ " e r r o r r 3 1 " ] . get_cov ( ) . sampling (nsmp , ∗∗

smp_kws)
55 i f " e r r o r r 3 3 " in outs :
56 smp_kws [ " seed " ] = seed = smp_kws . get ( " seed33 " , sandy .

get_seed ( ) )
57 s eeds [ " e r r o r r 3 3 " ] = seed
58 smp [ 3 3 ] = outs [ " e r r o r r 3 3 " ] . get_cov ( ) . sampling (nsmp , ∗∗

smp_kws)
59 i f to_exce l and smp :
60 with pd . ExcelWriter ( to_exce l ) as w r i t e r :
61 f o r k , v in smp . items ( ) :
62 v . to_exce l ( wr i te r , sheet_name=f ’MF{k} ’ )
63 re turn smp
64

65 de f apply_perturbat ions ( s e l f , smps , p r o c e s s e s =1, njoy_kws={}, ∗∗
kwargs ) :

66 " " "
67 Apply pe r tu rba t i on s to the data conta ined in ENDF6 f i l e . At

the
68 moment only the procedure f o r c r o s s s e c t i o n s i s implemented .

Options
69 are inc luded to d i r e c t l y convert perturbed pendf to ace and

wr i t e data
70 on f i l e s .
71

72 Parameters
73 −−−−−−−−−−
74 smps : samples obta ined tak ing the r e l a t i v e cova r i ance s from

the
75 eva luated f i l e s and a un i t vec to r as mean .
76 p r o c e s s e s : number o f p r o c e s s e s used to complete the task .
77 Creat ion o f perturbed pendf f i l e s and conver s i on

to ACE
78 format i s done in p a r a l l e l i f p roce s s e s >1.
79 The d e f a u l t i s 1 .
80 njoy_kws : keyword argument to pass to " tape . get_pendf ( ) " .
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81 ∗∗ kwargs : keyword argument to pass to " tape . get_ace ( ) " p lus
keywords

82 to pass to " endf6_perturb_worker " .
83

84 Returns
85 −−−−−−−
86 A d i c t i o n a r y o f endf / pendf f i l e or ace f i l e s depending on

to_ace .
87

88 Notes
89 −−−−−
90 . . note : : ACE f i l e temperature . Two opt ions are implemented :
91 − Generation o f pendf f i l e at 0K and broadening to

the
92 r equ i r ed temperature when ACE f i l e i s c r ea ted .
93 − Generation o f pendf f i l e at temperature and

broadening not
94 performed when ACE i s c rea ted . This approach

takes in to
95 account i m p l i c i t e f f e c t .
96

97 Examples
98 −−−−−−−−
99 Example to produce and apply pe r tu rba t i on s to Pu−239 xs and

nubar .
100 >>> tape = sandy . ge t_endf6_f i l e ( " j e f f_33 " , " xs " , 942390)
101 >>> smps = tape . get_perturbat ions (2 , njoy_kws=d i c t ( e r r =1, ch i

=False , mubar=False , errorr33_kws=d i c t (mt=[2 , 4 , 1 8 ] ) , ) , smp_kws=
d i c t ( seed31 =1, seed33 =3) )

102

103 Let ’ s apply both nubar and xs per turbat ions , then only nubar
and then only xs .

104 >>> outs_31_33 = tape . apply_perturbat ions ( smps , njoy_kws=d i c t
( e r r =1) , p r o c e s s e s =1)

105 >>> outs_31 = tape . apply_perturbat ions ( {31 : smps [ 3 1 ] } ,
njoy_kws=d i c t ( e r r =1) , p r o c e s s e s =1)

106 >>> outs_33 = tape . apply_perturbat ions ( {33 : smps [ 3 3 ] } ,
njoy_kws=d i c t ( e r r =1) , p r o c e s s e s =1)

107

108 Check that f i l e s are d i f f e r e n t f o r d i f f e r e n t samples .
109 >>> f o r i in range (2 ) :
110 . . . a s s e r t ( outs_33 [ i ] [ " endf6 " ] . data == tape . data )
111 . . . a s s e r t ( outs_31 [ i ] [ " endf6 " ] . data != tape . data )
112 . . . a s s e r t ( outs_31 [ i ] [ " endf6 " ] . data == outs_31_33 [ i ] [ "

endf6 " ] . data )
113 . . . a s s e r t ( outs_33 [ i ] [ " pendf " ] . data != outs_31 [ i ] [ " pendf

" ] . data )
114 . . . a s s e r t ( outs_33 [ i ] [ " pendf " ] . data == outs_31_33 [ i ] [ "

pendf " ] . data )
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115

116 Check that method i s c o n s i s t e n t only nubar , only xs or both
nubar and xs are perturbed .

117 >>> a s s e r t outs_33 [ 0 ] [ " pendf " ] . data != outs_33 [ 1 ] [ " pendf " ] .
data

118 >>> a s s e r t outs_33 [ 0 ] [ " endf6 " ] . data == outs_33 [ 1 ] [ " endf6 " ] .
data

119 >>> a s s e r t outs_31 [ 0 ] [ " pendf " ] . data == outs_31 [ 1 ] [ " pendf " ] .
data

120 >>> a s s e r t outs_31 [ 0 ] [ " endf6 " ] . data != outs_31 [ 1 ] [ " endf6 " ] .
data

121

122 Check that redundant nubar i s a l s o perturbed .
123 >>> nu0 = sandy . Xs . from_endf6 ( outs_31 [ 0 ] [ " endf6 " ] . f i l t e r _ b y (

l i s t m t =[452 , 455 , 456 ] ) )
124 >>> nu1 = sandy . Xs . from_endf6 ( outs_31 [ 1 ] [ " endf6 " ] . f i l t e r _ b y (

l i s t m t =[452 , 455 , 456 ] ) )
125 >>> a s s e r t not nu0 . data [9437 , 4 5 2 ] . equa l s ( nu1 . data [9437 ,

452 ] )
126 >>> a s s e r t nu0 . data [9437 , 4 5 5 ] . equa l s ( nu1 . data [9437 , 455 ] )
127 >>> a s s e r t not nu0 . data [9437 , 4 5 6 ] . equa l s ( nu1 . data [9437 ,

456 ] )
128

129 Check that redundant and p a r t i a l c r o s s s e c t i o n s are c o r r e c t l y
perturbed .

130 >>> xs0 = sandy . Xs . from_endf6 ( outs_33 [ 0 ] [ " pendf " ] . f i l t e r _ b y (
l i s t m f =[3 ] ) )

131 >>> xs1 = sandy . Xs . from_endf6 ( outs_33 [ 1 ] [ " pendf " ] . f i l t e r _ b y (
l i s t m f =[3 ] ) )

132 >>> a s s e r t not xs0 . data [ 9437 , 1 ] . equa l s ( xs1 . data [9437 , 1 ] )
133 >>> a s s e r t not xs0 . data [ 9437 , 2 ] . equa l s ( xs1 . data [9437 , 2 ] )
134 >>> a s s e r t not xs0 . data [ 9437 , 4 ] . equa l s ( xs1 . data [9437 , 4 ] )
135 >>> a s s e r t not xs0 . data [ 9437 , 1 8 ] . equa l s ( xs1 . data [9437 , 1 8 ] )
136 >>> a s s e r t not xs0 . data [ 9437 , 5 1 ] . equa l s ( xs1 . data [9437 , 5 1 ] )
137 >>> a s s e r t xs0 . data [ 9437 , 1 6 ] . equa l s ( xs1 . data [ 9437 , 1 6 ] )
138 >>> a s s e r t xs0 . data [ 9437 , 1 0 2 ] . equa l s ( xs1 . data [ 9437 , 102 ] )
139 >>> a s s e r t xs0 . data [ 9437 , 1 0 3 ] . equa l s ( xs1 . data [ 9437 , 103 ] )
140 >>> a s s e r t xs0 . data [ 9437 , 1 0 7 ] . equa l s ( xs1 . data [ 9437 , 107 ] )
141

142 Check that ENDF6 and PENDF output f i l enames are c o r r e c t
143 >>> endf6 = sandy . ge t_endf6_f i l e ( ’ j e f f_33 ’ , ’ xs ’ , 10010)
144 >>> smps = endf6 . get_perturbat ions (2 , njoy_kws=d i c t ( e r r =0.1) )
145 >>> outs = endf6 . apply_perturbat ions ( smps , t o _ f i l e=True )
146 >>> a s s e r t outs [ 0 ] [ " endf6 " ] == ’1001_0 . endf6 ’ and os . path .

i s f i l e ( ’1001_0 . endf6 ’ )
147 >>> a s s e r t outs [ 0 ] [ " pendf " ] == ’1001_0 . pendf ’ and os . path .

i s f i l e ( ’1001_0 . endf6 ’ )
148 >>> a s s e r t outs [ 1 ] [ " endf6 " ] == ’1001_1 . endf6 ’ and os . path .

i s f i l e ( ’1001_1 . endf6 ’ )
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149 >>> a s s e r t outs [ 1 ] [ " pendf " ] == ’1001_1 . pendf ’ and os . path .
i s f i l e ( ’1001_1 . pendf ’ )

150

151 Check that ACE output f i l enames are c o r r e c t
152 >>> outs = endf6 . apply_perturbat ions ( smps , t o _ f i l e=True ,

to_ace=True , ace_kws=d i c t ( e r r =1, temperature =300 , purr=False ,
heatr=False , thermr=False , gaspr=False ) )

153 >>> a s s e r t outs [ 0 ] [ " ace " ] == ’1001_0.03 c ’ and os . path . i s f i l e
( ’1001_0.03 c ’ )

154 >>> a s s e r t outs [ 0 ] [ " x s d i r " ] == ’1001_0.03 c . xsd ’ and os . path .
i s f i l e ( ’1001_0.03 c . xsd ’ )

155 >>> a s s e r t outs [ 1 ] [ " ace " ] == ’1001_1.03 c ’ and os . path . i s f i l e
( ’1001_1.03 c ’ )

156 >>> a s s e r t outs [ 1 ] [ " x s d i r " ] == ’1001_1.03 c . xsd ’ and os . path .
i s f i l e ( ’1001_1.03 c . xsd ’ )

157 " " "
158

159 i f 33 not in smps and 31 not in smps :
160 l o gg ing . i n f o ( " no per turbat i on c o e f f i c i e n t was found . " )
161 re turn
162

163

164 pendf = s e l f . get_pendf (∗∗ njoy_kws )
165

166 s eqs = [ ]
167 i d s = [ ]
168 i f 31 in smps :
169 seq_nu = smps [ 3 1 ] . i terate_xs_samples ( )
170 s eqs . append ( seq_nu )
171 i d s . append ( " pnu " )
172 i f 33 in smps :
173 seq_xs = smps [ 3 3 ] . i terate_xs_samples ( )
174 s eqs . append ( seq_xs )
175 i d s . append ( " pxs " )
176 data = d i c t ( z ip ( ids , s eqs ) )
177

178 i f p r o c e s s e s == 1 :
179 outs = {}
180

181 whi le True :
182 kws = {}
183 f o r k , v in data . i tems ( ) :
184 item = next (v , Fa l se )
185 i f not item :
186 break
187 n , s = item
188 kws [ k ] = s
189 i f not item :
190 break
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191 kws . update (∗∗ kwargs )
192 outs [ n ] = endf6_perturb_worker ( s e l f . data , pendf . data ,

n , ∗∗kws )
193

194 e l i f p r o c e s s e s > 1 :
195 pool = mp. Pool ( p r o c e s s e s=p r o c e s s e s )
196 outs = {}
197

198 whi le True :
199 kws = {}
200 f o r k , v in data . i tems ( ) :
201 item = next (v , Fa l se )
202 i f not item :
203 break
204 n , s = item
205 kws [ k ] = s
206 i f not item :
207 break
208 kws . update (∗∗ kwargs )
209 outs [ n ] = pool . apply_async (
210 endf6_perturb_worker ,
211 ( s e l f . data , pendf . data , n ) ,
212 kws ,
213 )
214

215 outs = {n : out . get ( ) f o r n , out in outs . i tems ( ) }
216 pool . c l o s e ( )
217 pool . j o i n ( )
218

219 # i f we keep ENDF6 and PENDF f i l e s in memory , convert them
back in to

220 # sandy Endf6 i n s t a n c e s ( must do i t here because Endf6 ob j e c t
cannot be p i ck l ed )

221 i f not kwargs . get ( " t o _ f i l e " , Fa l se ) and not kwargs . get ( "
to_ace " , Fa l se ) :

222 outs = {k : {k1 : sandy . Endf6 ( v1 ) f o r k1 , v1 in v . i tems ( ) }
f o r k , v in outs . i tems ( ) }

223 re turn outs
224

225

226

227 de f endf6_perturb_worker ( e6 , pendf , n ,
228 pxs=None ,
229 pnu=None ,
230 plpc=None ,
231 p e d i s t r=None ,
232 verbose=False ,
233 to_ace=False ,
234 t o _ f i l e=False ,
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235 f i l ename=" {ZA}_{SMP} " ,
236 ace_kws={},
237 ∗∗ kwargs ) :
238 " " "
239

240

241 Parameters
242 −−−−−−−−−−
243 e6 : TYPE
244 DESCRIPTION.
245 pendf : TYPE
246 DESCRIPTION.
247 n : TYPE
248 DESCRIPTION.
249 pxs : TYPE
250 DESCRIPTION.
251 verbose : TYPE, op t i ona l
252 DESCRIPTION. The d e f a u l t i s Fa l se .
253 to_ace : TYPE, op t i ona l
254 DESCRIPTION. The d e f a u l t i s Fa l se .
255 t o _ f i l e : TYPE, op t i ona l
256 DESCRIPTION. The d e f a u l t i s Fa l se .
257 f i l ename : TYPE, op t i ona l
258 DESCRIPTION. The d e f a u l t i s "{ZA}_{SMP: d } " .
259 ace_kws : TYPE, op t i ona l
260 DESCRIPTION. The d e f a u l t i s {} .
261 ∗∗ kwargs : TYPE
262 DESCRIPTION.
263

264 Returns
265 −−−−−−−
266 TYPE
267 DESCRIPTION.
268

269 " " "
270 # d e f a u l t i n i t i a l i z a t i o n
271 endf6_pert = sandy . Endf6 ( e6 . copy ( ) )
272 pendf_pert = sandy . Endf6 ( pendf . copy ( ) )
273

274

275 # f i l ename opt ions , in case we wr i t e to f i l e
276 mat = endf6_pert . mat [ 0 ]
277 i n t r o = endf6_pert . read_sect ion (mat , 1 , 451)
278 za = i n t ( i n t r o [ "ZA" ] )
279 meta = i n t ( i n t r o [ "LISO" ] )
280 zam = sandy . zam . za2zam ( za , meta=meta , method=False )
281 za id = ace_kws . get ( " za id " , " nndc " )
282 i f za id == " nndc " :
283 za = sandy . zam . zam2za (zam , method=za id ) [ 0 ]
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284 params = d i c t (
285 MAT=mat ,
286 ZAM=zam ,
287 META=meta ,
288 ZA=za ,
289 SMP=n ,
290 )
291 fn = f i l ename . format (∗∗ params )
292

293 # apply nubar pe r turbat i on
294 i f pnu i s not None :
295 nu = sandy . Xs . from_endf6 ( endf6_pert . f i l t e r _ b y ( l i s t m t =[452 ,

455 , 456 ] ) )
296 nu_pert = sandy . core . xs . xs_perturb_worker (nu , n , pnu , verbose

=verbose )
297 endf6_pert = nu_pert . reconstruct_sums ( drop=True ) . to_endf6 (

endf6_pert ) . update_intro ( )
298

299 # apply lpc per turbat i on
300 i f p lpc i s not None :
301 pass
302

303 # apply e d i s t r pe r turbat i on
304 i f p e d i s t r i s not None :
305 pass
306

307 # apply xs pe r turbat i on
308 i f pxs i s not None :
309 xs = sandy . Xs . from_endf6 ( pendf_pert )
310 xs_pert = sandy . core . xs . xs_perturb_worker ( xs , n , pxs , verbose

=verbose )
311 pendf_pert = xs_pert . reconstruct_sums ( drop=True ) . to_endf6 (

pendf_pert ) . update_intro ( )
312

313 # Run NJOY and convert to ace
314 i f to_ace :
315 temperature = ace_kws . get ( " temperature " , 0)
316 s u f f i x = ace_kws . get ( " s u f f i x " , " . " + sandy . njoy .

get_temperature_suf f ix ( temperature ) )
317 ace = endf6_pert . get_ace ( pendf=pendf_pert , ∗∗ace_kws )
318

319 i f t o _ f i l e :
320 o u t f i l e s = {}
321 f i l e = f " { fn }{ s u f f i x }c "
322 with open ( f i l e , "w" ) as f :
323 i f verbose :
324 pr in t ( f " wr i t i ng to f i l e ’{ f i l e } ’ " )
325 f . wr i t e ( ace [ " ace " ] )
326 o u t f i l e s [ " ace " ] = f i l e
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327 f i l e = f " { f i l e } . xsd "
328 with open ( f i l e , "w" ) as f :
329 i f verbose :
330 pr in t ( f " wr i t i ng to f i l e ’{ f i l e } ’ " )
331 f . wr i t e ( ace [ " x s d i r " ] )
332 o u t f i l e s [ " x s d i r " ] = f i l e
333 re turn o u t f i l e s
334 re turn ace
335

336 e l s e :
337 out = {
338 " endf6 " : endf6_pert . data ,
339 " pendf " : pendf_pert . data ,
340 }
341

342 i f t o _ f i l e :
343 o u t f i l e s = {}
344 f i l e = f " { fn } . endf6 "
345 i f verbose :
346 pr in t ( f " wr i t i ng to f i l e ’{ f i l e } ’ " )
347 endf6_pert . t o _ f i l e ( f i l e )
348 o u t f i l e s [ " endf6 " ] = f i l e
349 i f pendf_pert :
350 f i l e = f " { fn } . pendf "
351 i f verbose :
352 pr in t ( f " wr i t i ng to f i l e ’{ f i l e } ’ " )
353 pendf_pert . t o _ f i l e ( f i l e )
354 o u t f i l e s [ " pendf " ] = f i l e
355 re turn o u t f i l e s
356

357 re turn out

B.3 A first trial: energy distributions (not
present in the official release yet)

B.3.1 The class Edistr

1 c l a s s Ed i s t r ( ) :
2 " " "
3 Object to s t o r e tabu la t e energy d i s t r i b u t i o n s .
4

5 Att r ibute s
6 −−−−−−−−−−
7 data : ‘ pandas . DataFrame ‘
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8 dataframe o f energy d i s t r i b u t i o n data
9

10 Methods
11 −−−−−−−
12 f i l t e r _ b y
13 apply cond i t i on to source data and return f i l t e r e d r e s u l t s
14 from_endf6
15 ex t r a c t energy d i s t r i b u t i o n s from ‘ Endf6 ‘ i n s t anc e
16 g e t _ i n t e g r a l s
17 c a l c u l a t e the i n t e g r a l o f each energy d i s t r i b u t i o n
18 normal ize
19 r enorma l i z e each outgoing energy d i s t r i b u t i o n to 1
20 to_endf6
21 Given the ‘ Edistr ‘ in s tance , the ‘ Endf6 ‘ i n s t anc e i s obta ined
22 with the r e l a t i v e in fo rmat ion on the energy d i s t r i b u t i o n
23 " " "
24

25 _indexname = ( "EOUT" )
26 _columnsnames = ( "MAT" , "MT" , "K" , "EIN" )
27

28 de f __repr__( s e l f ) :
29 re turn s e l f . data . __repr__ ( )
30

31 de f __init__( s e l f , df , ∗∗ kwargs ) :
32 s e l f . data = pd . DataFrame ( df , ∗∗ kwargs )
33

34 @property
35 de f data ( s e l f ) :
36 " " "
37 Dataframe o f energy d i s t r i b u t i o n data with index as outgoing

energy
38 and columns as pd . MultiIndex with l a s t l e v e l as i n c i d e n t

energy
39

40 Returns
41 −−−−−−−
42 ‘ pandas . DataFrame ‘
43 tabu lated energy d i s t r i b u t i o n
44

45 Notes
46 −−−−−
47 . . note : : tabu lated va lues are assumed to be i n t e r p o l a t e d

l i n e a r l y
48

49 Examples
50 −−−−−−−−
51 >>> Edi s t r ( min ima l_ed i s t r t e s t )
52 MAT 9437
53 MT 18
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54 K 0
55 EIN 1.00000 e+00 2.00000 e+00
56 EOUT
57 1.00000 e−05 4.00000 e−01 0.00000 e+00
58 1.00000 e−04 0.00000 e+00 2.00000 e−01
59 1.00000 e+00 0.00000 e+00 7.00000 e−01
60 1.00000 e+07 0.00000 e+00 1.00000 e−01
61 2.00000 e+07 6.00000 e−01 0.00000 e+00
62 " " "
63 re turn s e l f . _data
64

65 @data . s e t t e r
66 de f data ( s e l f , data ) :
67 s e l f . _data = data . rename_axis ( s e l f . __class__ . _indexname , ax i s

=0)\
68 . rename_axis ( s e l f . __class__ . _columnsnames ,

ax i s =1)
69 i f not data . index . i s_monotonic_increas ing :
70 r a i s e ValueError ( " energy g r id i s not monotonica l ly

i n c r e a s i n g " )
71

72 de f f i l t e r _ b y ( s e l f , key , va lue ) :
73 " " "
74 Apply cond i t i on to source data and return f i l t e r e d r e s u l t s .
75

76 Parameters
77 −−−−−−−−−−
78 ‘ key ‘ : ‘ s t r ‘
79 any l a b e l pre sent in the columns o f ‘ data ‘
80 ‘ value ‘ : ‘ int ‘ or ‘ f l o a t ‘
81 value used as f i l t e r i n g cond i t i on
82

83 Returns
84 −−−−−−−
85 ‘ sandy . Edistr ‘
86 f i l t e r e d dataframe o f energy d i s t r i b u t i o n s
87

88 Raises
89 −−−−−−
90 ‘ sandy . Error ‘
91 i f app l i ed f i l t e r returned empty dataframe
92

93 Notes
94 −−−−−
95 . . note : : The primary func t i on o f t h i s method i s to make sure

that
96 the f i l t e r e d dataframe i s s t i l l r e turned as a ‘

Edistr ‘
97 ob j e c t .
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98

99 Examples
100 −−−−−−−−
101 >>> Edi s t r ( min ima l_ed i s t r t e s t ) . f i l t e r _ b y ( " EIN" , 2)
102 MAT MT K EIN EOUT VALUE
103 0 9437 18 0 2.00000 e+00 1.00000 e−04 2.00000 e−01
104 1 9437 18 0 2.00000 e+00 1.00000 e+00 7.00000 e−01
105 2 9437 18 0 2.00000 e+00 1.00000 e+07 1.00000 e−01
106 " " "
107 cond i t i on = s e l f . data [ key ] == value
108 out = s e l f . data . copy ( ) [ c ond i t i on ] . reset_index ( drop=True )
109 i f out . empty :
110 r a i s e sandy . Error ( " app l i ed f i l t e r returned empty

dataframe " )
111 re turn s e l f . __class__ ( out )
112

113 de f g e t _ i n t e g r a l s ( s e l f ) :
114 " " "
115 Calcu la te the i n t e g r a l o f each energy d i s t r i b u t i o n .
116

117 Returns
118 −−−−−−−
119 ‘ pandas . DataFrame ‘
120 dataframe o f i n t e g r a l s
121

122 Examples
123 −−−−−−−−
124 >>> Edi s t r ( min ima l_ed i s t r t e s t ) . g e t _ i n t e g r a l s ( )
125 INTEGRAL
126 MAT MT K EIN
127 9437 18 0 1.00000 e+00 3.00000 e+06
128 2.00000 e+00 4.50000 e+06
129 " " "
130 data = s e l f . data
131 i n t e g r a l s = data . apply ( lambda x : np . t rapz (x , x . index ) )
132 df = i n t e g r a l s . to_frame (name="INTEGRAL" )
133 re turn df
134 de f normal ize ( s e l f ) :
135 " " "
136 Renormalize each outgoing energy d i s t r i b u t i o n to 1 .
137

138 Returns
139 −−−−−−−
140 ‘ sandy . Edistr ‘
141 renormal i zed energy d i s t r i b u t i o n s
142

143 Examples
144 −−−−−−−−
145 >>> new = Edi s t r ( min ima l_ed i s t r t e s t ) . normal ize ( )
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146 >>> new
147 MAT 9437
148 MT 18
149 K 0
150 EIN 1.00000 e+00 2.00000 e+00
151 EOUT
152 1.00000 e−05 1.33333 e−07 0.00000 e+00
153 1.00000 e−04 0.00000 e+00 4.44444 e−08
154 1.00000 e+00 0.00000 e+00 1.55556 e−07
155 1.00000 e+07 0.00000 e+00 2.22222 e−08
156 2.00000 e+07 2.00000 e−07 0.00000 e+00
157

158 >>> new . g e t _ i n t e g r a l s ( )
159 INTEGRAL
160 MAT MT K EIN
161 9437 18 0 1.00000 e+00 1.00000 e+00
162 2.00000 e+00 1.00000 e+00
163 " " "
164 i n t e g r a l s = s e l f . g e t _ i n t e g r a l s ( )
165 data = s e l f . data
166 b = np . array ( [ [ va l ] ∗ data . shape [ 0 ]
167 f o r va l in i n t e g r a l s . va lue s . squeeze ( ) ] ) .T
168 df = pd . DataFrame ( data . va lue s /b ,
169 index=data . index ,
170 columns=data . columns )
171 re turn s e l f . __class__ ( df )
172

173 de f _perturb ( s e l f , s ) :
174 " " "
175 Apply pe r tu rba t i on s to energy d i s t r i b u t i o n s .
176

177 Parameters
178 −−−−−−−−−−
179 s : ‘ pandas . DataFrame ‘ or : func : ‘ ~ sandy . Samples ‘
180 input pe r tu rba t i on s or samples .
181 I f ‘ s ‘ i s a ‘ pandas . DataFrame ‘ , i t s index and columns

must have the
182 same names and s t r u c t u r e as in ‘ s e l f . data ‘ .
183

184 . . note : : the energy g r id o f ‘ s ‘ must be multigroup , i . e
. ,

185 rendered by a ( r ight −c l o s e d ) ‘pd . Inte rva l Index ‘ .
186

187 I f ‘ s ‘ i s a : func : ‘ ~ sandy . Samples ‘ i n s t ance
188

189 Returns
190 −−−−−−−
191 Edi s t r : : func : ‘ ~ Edistr ‘ or ‘ d i c t ‘ o f : func : ‘ ~ Edistr ‘
192 perturbed ch i ob j e c t i f ‘ s ‘ i s a ‘ pandas . DataFrame ‘ ,
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193 otherwi s e d i c t i o n a r y o f perturbed ch i o b j e c t s with
194 sample numbers as key .
195

196 Examples
197 −−−−−−−−
198 Get plutonium energy d i s t r i b u t i o n s
199 >>> e6 = sandy . ge t_endf6_f i l e ( " j e f f_33 " , " xs " , 942390)
200 >>> e d i s t r = sandy . Ed i s t r . from_endf6 ( e6 )
201

202 Apply m u l t i p l i c a t i o n c o e f f i c i e n t equal to 1 to outgoing
energy up to 3e7 eV ( upper xs energy l i m i t )

203 and i n c i d n e t energy o f 2 e6 eV .
204 >>> index = pd . In t e rva l Index . from_breaks ( [ 9 e −6, 3e7 ] , name="

EOUT" , c l o s e d =" r i g h t " )
205 >>> columns = pd . MultiIndex . from_product ( [ [ 9 4 3 7 ] , [ 1 8 ] , [ 0 ] ,

[ 2 e6 ] ] , names=["MAT" , "MT" , "K" , "EIN " ] )
206 >>> s = pd . DataFrame (1 , index=index , columns=columns )
207 >>> ep = e d i s t r . _perturb ( s )
208 >>> a s s e r t ep . data . equa l s ( e d i s t r . data )
209

210 Apply m u l t i p l i c a t i o n c o e f f i c i e n t s equal to 1 .20 to outgoing
energy up to 3e7 eV ( upper xs energy l i m i t )

211 and i n c i d n e t energy o f 2 e6 eV .
212 >>> s = pd . DataFrame ( 1 . 2 0 , index=index , columns=columns )
213 >>> ep = e d i s t r . _perturb ( s )
214 >>> a s s e r t not ep . data . equa l s ( e d i s t r . data )
215 >>> a s s e r t ep . data . l o c [ : , ep . data . columns != (9437 , 18 , 0 , 2

e6 ) ] . equa l s ( e d i s t r . data . l o c [ : , e d i s t r . data . columns != (9437 , 18 ,
0 , 2 e6 ) ] )

216 >>> a s s e r t ep . data [ ( 9437 , 18 , 0 , 2 e6 ) ] . equa l s ( e d i s t r . data
[ ( 9437 , 18 , 0 , 2 e6 ) ] ∗ 1 . 20 )

217

218 " " "
219 x = s e l f . data
220

221 # reshape i n d i c e s ( energy )
222 idx = s . index . get_indexer ( x . index )
223 # need to copy , or e l s e i t r e tu rn s a view
224 # seed https : // pandas . pydata . org /pandas−docs / s t a b l e /

user_guide / index ing . html#return ing −a−view−versus−a−copy
225 s_ = s . i l o c [ idx ] . copy ( )
226 s_ . index = x . index
227 s_ . l o c [ idx < 0 , : ] = 1 . # idx = −1 i n d i c a t e s out o f range

l i n e s
228

229 # reshape columns (MAT and MT)
230 idx = s_ . columns . get_indexer ( x . columns )
231 s_ = s_ . i l o c [ : , idx ] . copy ( )
232 s_ . columns = x . columns
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233 s_ . l o c [ : , idx < 0 ] = 1 . # idx = −1 i n d i c a t e s out o f range
l i n e s

234

235 re turn s e l f . __class__ (s_ ∗ x )
236

237 @classmethod
238 de f from_endf6 ( c l s , endf6 ) :
239 " " "
240 Extract energy d i s t r i b u t i o n s from ‘ Endf6 ‘ i n s t anc e .
241

242 Parameters
243 −−−−−−−−−−
244 endf6 : ‘ sandy . Endf6 ‘
245 ob j e c t conta in ing the ENDF−6 text
246

247 Returns
248 −−−−−−−
249 ‘ sandy . Edistr ‘
250 ob j e c t with tabu lated energy d i s t r i b u t i o n s
251

252 Show content o f ‘ sandy . Edistr ‘ i n s t ance .
253 >>> e6 = sandy . ge t_endf6_f i l e ( " j e f f_33 " , " xs " , 942390)
254 >>> sandy . Ed i s t r . from_endf6 ( e6 ) . data . head ( ) . i l o c [ : , 1 : 5 ]
255 MAT 9437
256 MT 18
257 K 0
258 EIN 5.00000 e+02 1.00000 e+03 1.00000 e+04 5.00000 e+04
259 EOUT
260 1.00000 e−05 1.85342 e−12 1.85341 e−12 1.85329 e−12 1.85274 e−12
261 2.00000 e−05 2.62113 e−12 2.62112 e−12 2.62095 e−12 2.62017 e−12
262 4.00000 e−05 3.70684 e−12 3.70683 e−12 3.70658 e−12 3.70548 e−12
263 6.00000 e−05 4.53994 e−12 4.53992 e−12 4.53962 e−12 4.53827 e−12
264 8.00000 e−05 5.24227 e−12 5.24225 e−12 5.24190 e−12 5.24035 e−12
265 " " "
266 tape = endf6 . f i l t e r _ b y ( l i s t m f =[5 ] )
267 f o r mat , mf , mt in tape . data :
268 s ec = tape . read_sect ion (mat , mf , mt)
269 f o r k , p d i s t r in sec [ "PDISTR" ] . i tems ( ) :
270 i f p d i s t r [ "LF" ] != 1 :
271 msg = " non−tabulated d i s t r i b u t i o n f o r " +\
272 f "MAT{mat}/MF{mf}/MT{mt} , subs e c t i on {k} "
273 l o gg ing . warning (msg)
274 cont inue
275 i f l i s t ( f i l t e r ( lambda x : x [ "INT" ] != [ 2 ] , p d i s t r [ "EIN

" ] . va lue s ( ) ) ) :
276 msg = " found non−l i n l i n i n t e r p o l a t i o n , sk ip " +\
277 f " d i s t r i b u t i o n f o r MAT{mat}/MF{mf}/MT{mt} , "

+\
278 f " subs e c t i on {k} "
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279 l o gg ing . warning (msg)
280 cont inue
281 data = [ ]
282 f o r ein , v in so r t ed ( p d i s t r [ "EIN" ] . i tems ( ) ) :
283 s e r i e s = pd . S e r i e s ( v [ "EDISTR" ] ,
284 index=v [ "EOUT" ] ,
285 name=(mat , mt , k , e in ) ) .

to_frame ( )
286 data . append ( s e r i e s )
287 i f not data :
288 r a i s e sandy . Error ( " no tabu lated energy d i s t r i b u t i o n was

found " )
289 df = pd . concat ( data , ax i s =1) . i n t e r p o l a t e ( method=’ s l i n e a r ’ ,

ax i s =0) \
290 . f i l l n a (0 )
291 re turn c l s ( df )
292 de f to_endf6 ( s e l f , endf6 ) :
293 " " "
294 Update energy d i s t r i b u t i o n s in ‘ Endf6 ‘ i n s t anc e with those

a v a i l a b l e
295 in a ‘ Edistr ‘ i n s t anc e .
296

297 . . warning : : only ch i with ‘ (MAT,MT) ‘ combinat ions that are
o r i g i n a l l y

298 present in the ‘ Endf6 ‘ i n s t anc e are modi f i f ed ,
the o the r s

299 are d i s ca rded .
300 The reason behind t h i s i s that to r e c o n s t r u c t a

endf6
301 s e c t i o n we need i n f o that i s not a v a i l a b l e in the

‘ Edistr ‘
302 i n s t anc e i t s e l f .
303

304 Parameters
305 −−−−−−−−−−
306 ‘ endf6 ‘ : ‘ sandy . Endf6 ‘
307 ‘ Endf6 ‘ i n s t anc e
308

309 Returns
310 −−−−−−−
311 ‘ sandy . Endf6 ‘
312 ‘ Endf6 ‘ i n s t anc e with updated ch i
313 " " "
314 data = endf6 . data . copy ( )
315 mf = 5
316 f o r (mat , mt , k ) , e d i s t r in s e l f . data . groupby ( ax i s =1, l e v e l

= [0 , 1 , 2 ] ) :
317 # Must read o r i g i n a l s e c t i o n to ex t r a c t i n f o not g iven in

‘Xs ‘
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318 # instance , e . g . QI , QM
319 frame = e d i s t r [ mat , mt , k ]
320 i f (mat , mf , mt) not in endf6 . keys :
321 cont inue
322 s ec = endf6 . read_sect ion (mat , mf , mt)
323 s ec [ "PDISTR" ] [ k ] [ "NBT_EIN" ] = [ l en ( frame . columns . unique ( )

) ]
324 s ec [ "PDISTR" ] [ k ] [ "E_P" ] = frame . columns . unique ( ) . va lue s

[ [ 0 , − 1 ] ]
325 f o r ein , fk in frame . i t e r i t e m s ( ) :
326 s ec [ "PDISTR" ] [ k ] [ "EIN" ] [ e in ] [ "EOUT" ] = fk . index .

va lue s
327 s ec [ "PDISTR" ] [ k ] [ "EIN" ] [ e in ] [ "EDISTR" ] = fk . va lue s
328 s ec [ "PDISTR" ] [ k ] [ "EIN" ] [ e in ] [ "NBT" ] = [ l en ( fk . index ) ]
329 data [ mat , mf , mt ] = sandy . mf5 . write_mf5 ( sec )
330 re turn sandy . Endf6 ( data )

B.3.2 Write the sections MF=5

1 de f write_mf5 ( sec ) :
2 " " " Write MT s e c t i o n f o r MF5
3

4 Parameters
5 −−−−−−−−−−
6 s ec : ‘ sandy . u t i l s . Sect ion ‘
7 d i c t i o n a r y with MT s e c t i o n f o r MF5
8

9 Returns
10 −−−−−−−
11 ‘ s t r ‘
12 s e c t i o n content in a s i n g l e s t r i n g
13 " " "
14 t ex t = sandy . write_cont ( s ec [ "ZA" ] , s e c [ "AWR" ] , 0 , 0 , l en ( s ec [ "

PDISTR" ] ) , 0)
15 f o r k , sub in so r t ed ( sec [ "PDISTR" ] . i tems ( ) ) :
16 U = sub [ ’U ’ ] i f ’U ’ in sub e l s e 0
17 t ex t += sandy . write_tab1 (U, 0 , 0 , sub [ "LF" ] , sub [ "NBT_P" ] ,

sub [ "INT_P" ] , sub [ "E_P" ] , sub [ "P" ] )
18 i f sub [ "LF" ] == 1 :
19 t ex t += sandy . write_tab2 (0 , 0 , 0 , 0 , l en ( sub [ ’EIN ’ ] ) , sub

[ "NBT_EIN" ] , sub [ "INT_EIN" ] )
20 f o r ein , d i s t r in so r t ed ( sub [ ’EIN ’ ] . i tems ( ) ) :
21 t ex t += sandy . write_tab1 (0 , e in , 0 , 0 , d i s t r [ "NBT" ] ,

d i s t r [ "INT" ] , d i s t r [ "EOUT" ] , d i s t r [ "EDISTR" ] )
22 e l i f sub [ "LF" ] == 5 :

115



SANDY code modified scripts

23 t ex t += sandy . write_tab1 (0 , 0 , 0 , 0 , sub [ "NBT_THETA" ] ,
sub [ "INT_THETA" ] , sub [ "E_THETA" ] , sub [ "THETA" ] )

24 t ex t += sandy . write_tab1 (0 , 0 , 0 , 0 , sub [ "NBT_G" ] , sub [ "
INT_G" ] , sub [ "E_G" ] , sub [ "G" ] )

25 e l i f sub [ "LF" ] in (7 , 9 ) :
26 t ex t += sandy . write_tab1 (0 , 0 , 0 , 0 , sub [ "NBT_THETA" ] ,

sub [ "INT_THETA" ] , sub [ "E_THETA" ] , sub [ "THETA" ] )
27 e l i f sub [ "LF" ] == 11 :
28 t ex t += sandy . write_tab1 (0 , 0 , 0 , 0 , sub [ "NBT_A" ] , sub [ "

INT_A" ] , sub [ "E_A" ] , sub [ "A" ] )
29 t ex t += sandy . write_tab1 (0 , 0 , 0 , 0 , sub [ "NBT_B" ] , sub [ "

INT_B" ] , sub [ "E_B" ] , sub [ "B" ] )
30 e l i f sub [ "LF" ] == 12 :
31 t ex t += sandy . write_tab1 (0 , 0 , 0 , 0 , sub [ "NBT_TM" ] , sub [ "

INT_TM" ] , sub [ "E_TM" ] , sub [ "TM" ] )
32 t extout = [ ]
33 i l i n e = 1
34 f o r l i n e in text :
35 i f i l i n e > 99999 :
36 i l i n e = 1
37 t extout . append ( " { : <66}{ :4}{ :2}{ :3}{ :5}\ n " . format ( l i n e , s e c [ "

MAT" ] , s e c [ "MF" ] , s e c [ "MT" ] , i l i n e ) )
38 i l i n e += 1
39 re turn " " . j o i n ( textout )

B.3.3 Modified get_perturbations

1 de f get_perturbat ions (
2 s e l f ,
3 nsmp ,
4 to_exce l=None ,
5 njoy_kws={},
6 smp_kws={},
7 ∗∗kwargs ,
8 ) :
9 " " "

10 Construct m u l t i v a r i a t e d i s t r i b u t i o n s with a un i t vec to r f o r
11 mean and with r e l a t i v e cova r i ance s taken from the eva luated

f i l e s
12 proce s sed with the NJOY module ERRORR.
13

14 Perturbat ion f a c t o r s are sampled with the same mult igroup
s t r u c t u r e o f

15 the covar iance matrix and are returned by nuc l ea r datatype as
a ‘ d ic t ‘

16 o f ‘ pd . Dataframe ‘ i n s t a n c e s .
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17

18 Parameters
19 −−−−−−−−−−
20 nsmp : TYPE
21 DESCRIPTION.
22 to_exce l : TYPE, op t i ona l
23 DESCRIPTION. The d e f a u l t i s None .
24 njoy_kws : TYPE, op t i ona l
25 DESCRIPTION. The d e f a u l t i s {} .
26 smp_kws : TYPE, op t i ona l
27 DESCRIPTION. The d e f a u l t i s {} .
28 ∗∗ kwargs : TYPE
29 DESCRIPTION.
30

31 Returns
32 −−−−−−−
33 smp : TYPE
34 DESCRIPTION.
35

36 Examples
37 −−−−−−−−
38 Generate a couple o f samples from the H1 f i l e o f JEFF−3.3.
39 >>> njoy_kws = d i c t ( e r r =1, errorr_kws=d i c t (mt=102) )
40 >>> tape = sandy . ge t_endf6_f i l e ( " j e f f_33 " , " xs " , 10010)
41 >>> smps = tape . get_perturbat ions (nsmp=2, njoy_kws=njoy_kws )
42 >>> a s s e r t l en ( smps ) == 1
43 >>> a s s e r t i s i n s t a n c e ( smps [ 3 3 ] , sandy . Samples )
44 >>> a s s e r t ( smps [ 3 3 ] . data . index . get_leve l_va lues ( "MT" ) ==

102) . a l l ( )
45 " " "
46 smp = {}
47 s eeds = {}
48

49 outs = s e l f . g e t_er ror r (∗∗ njoy_kws )
50

51 i f " e r r o r r 3 1 " in outs :
52 smp_kws [ " seed " ] = seed = smp_kws . get ( " seed31 " , sandy .

get_seed ( ) )
53 s eeds [ " e r r o r r 3 1 " ] = seed
54 smp [ 3 1 ] = outs [ " e r r o r r 3 1 " ] . get_cov ( ) . sampling (nsmp , ∗∗

smp_kws)
55 i f " e r r o r r 3 3 " in outs :
56 smp_kws [ " seed " ] = seed = smp_kws . get ( " seed33 " , sandy .

get_seed ( ) )
57 s eeds [ " e r r o r r 3 3 " ] = seed
58 smp [ 3 3 ] = outs [ " e r r o r r 3 3 " ] . get_cov ( ) . sampling (nsmp , ∗∗

smp_kws)
59 i f " e r r o r r 3 5 " in outs :
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60 smp_kws [ " seed " ] = seed = smp_kws . get ( " seed35 " , sandy .
get_seed ( ) )

61 s eeds [ " e r r o r r 3 5 " ] = seed
62 njoy_kws [ " xs " ] = njoy_kws [ " nubar " ] = njoy_kws [ "mubar " ] =

False
63 mf35_eg = s e l f . get_incident_ene ( )
64 frames = [ ]
65 f o r i f i s s p , e in in enumerate ( mf35_eg , 1) :
66 e r r o r r = s e l f . g e t_er ro r r ( errorr35_kws=d i c t ( i f i s s p=

i f i s s p ) , ∗∗njoy_kws )
67 data = e r r o r r [ " e r r o r r 3 5 " ] . get_cov ( ) . sampling (nsmp , ∗∗

smp_kws) . data
68 data . index = pd . MultiIndex . from_product ( [ s e l f . mat ,

[ 1 8 ] , [ 0 ] , [ e in ] , data . index . get_leve l_va lues (2 ) . unique ( ) ] ,
69 names=[∗

sandy . Ed i s t r . _columnsnames , sandy . Ed i s t r . _indexname ] )
70 frames . append ( data )
71 smp [ 3 5 ] = sandy . Samples (pd . concat ( frames ) )
72 i f to_exce l and smp :
73 with pd . ExcelWriter ( to_exce l ) as w r i t e r :
74 f o r k , v in smp . items ( ) :
75 v . to_exce l ( wr i te r , sheet_name=f ’MF{k} ’ )
76 re turn smp
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