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Abstract

One of the challenges posed by the growing consumption of energy is to limit CO2 emissions
to the atmosphere. To that end, CO2 geological storage, where supercritical CO2 is injected
into underground porous formations, has been proposed as a potential solution. In particular,
deep saline aquifers can potentially store many decades worth of CO2 emissions. However,
before an underground formation can be considered for geological storage, its ability to trap
the injected fluid over thousands of years must be proven. When injecting into deep saline
aquifers, a potential problem is fracturing of the caprock that may result from excessive
overpressures. In this context, this work proposes an investigation of caprock tensile failure
behavior. Using a model built in CMG GEM, 23 parameters have been selected and varied in
order to determine their influence on caprock failure. The work concludes by summarizing all
investigated parameters in a tornado plot. Within the range of considered values, parameters
such as reservoir matrix permeability, caprock Young modulus, and the number of injection
wells have been found to have the strongest impact on the CO2 mass that can be injected
before the caprock undergoes tensile failure.

II



Contents

Abstract II

List of Figures VI

List of Tables X

1 Introduction 1
1.1 CO2 emissions and global warming . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Carbon capture and storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Numerical modelling of CO2 storage . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Scope of the work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 CO2 injection in deep saline aquifers 5
2.1 Suitable storage formations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Assessment of storage integrity . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Injection depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Injection strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Trapping mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.5.1 Stratigraphic and structural trapping . . . . . . . . . . . . . . . . . . . 11
2.5.2 Hydrodynamic trapping . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.3 Residual trapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.4 Solution trapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.5 Mineral trapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5.6 Other types of fixation . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Suitable caprock systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7 Stress response to CO2 injection . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.7.1 Pore pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7.2 Stresses and strains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7.3 Fault reactivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.8 CO2 leakage mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8.1 Caprock breaching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.8.2 Caprock fracturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.8.3 Leakage through wells . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.9 Tensile opening of fractures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.10 Monitoring of geomechanical effects . . . . . . . . . . . . . . . . . . . . . . . . 25
2.11 Geomechanical characterization of potential storage sites . . . . . . . . . . . . 26

3 Barton-Bandis model of fracture closure 28
3.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

III



Contents

3.2 Normal fracture closure behavior . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Joint roughness coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 JRC determination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4 Joint compressive strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.5 Scale-dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Hydraulic fracture aperture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.7 Mobilization of roughness during shear . . . . . . . . . . . . . . . . . . . . . . 35
3.8 Fracture permeability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.9 Model range of validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4 CMG GEM reservoir simulator 38
4.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Constitutive models for rock behavior . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.3.1 Fluid-flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.2 Deformable porous medium . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.3 Phase equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.4 Injector well model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.5 Time coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.6 Coupling functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.7 Spatial coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.4 Modified Barton-Bandis stress-permeability model . . . . . . . . . . . . . . . . 52
4.4.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4.2 Initial state of fractures . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4.3 Tensile opening of fractures . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4.4 Fracture closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4.5 Basic equations for fracture closure . . . . . . . . . . . . . . . . . . . . 53

4.5 Shear failure of fractures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5 CMG GEM reservoir model 56
5.1 Base model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Base case results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6 Sensitivity analysis 68
6.1 Reservoir properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.1.1 Matrix permeability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.1.2 Matrix permeability anisotropy . . . . . . . . . . . . . . . . . . . . . . 72
6.1.3 Porosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.1.4 Young modulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.1.5 Poisson ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.1.6 Dip angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1.7 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.1.8 Reference pore pressure . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.2 Caprock properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.1 Matrix permeability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

IV



Contents

6.2.2 Fracture permeability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.3 Young modulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2.4 Poisson ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2.5 Thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2.6 Fracture spacing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2.7 Fracture opening stress . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2.8 Residual fracture permeability . . . . . . . . . . . . . . . . . . . . . . . 101

6.3 Simulation options . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3.1 Porosity coupling function . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3.2 Shear failure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.3.3 Equation of state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.4 Injection parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.4.1 Injection rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.4.2 Number of wells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.4.3 Well profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.4.4 Perforated interval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.5 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

7 Conclusions 123

Bibliography 125

V



List of Figures

1.1 Possible CO2 capture methods: (a) fossil fuel-based power generation without
capture, (b) post-combustion capture, (c) pre-combustion capture, (d) oxyfuel
combustion. [8] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Representation of the two types of aquifers: unconfined (left) and confined
(right). [11] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Simplified diagram of the Sleipner CO2 storage project. [8] . . . . . . . . . . . 8
2.2 Temperature, pressure and CO2 density with depth in the Swedish sector of the

Baltic Sea basin. [34] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Illustration of the main trapping mechanisms and their respective timescales. [8] 11
2.4 CO2 plume updip migration in the post-injection phase. [44] . . . . . . . . . . 13
2.5 Caprock integrity factor (IF) for different lithologies based on strength, ductility,

compressibility and sonic velocity, with halite being the ideal caprock system
(IF close to 1). [57] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.6 Horizontal stress response to fluid injection. [57] . . . . . . . . . . . . . . . . . 19
2.7 Possible causes of induced seismicity related to CO2 geological storage. [66] . . 21
2.8 Possible CO2 leakage mechanisms and remedial measures. [8] . . . . . . . . . . 22
2.9 Mechanism of gas breakthrough across the caprock. [73] . . . . . . . . . . . . 23
2.10 Possible mechanisms of crack onset in a block subjected to loads. [35] . . . . . 24
2.11 Possible monitoring techniques for CO2 geological storage. [13] . . . . . . . . . 26

3.1 Typical joint roughness profiles with corresponding JRC ranges. [98] . . . . . . 31
3.2 Amplitude-over-length method abacus for JRC correlation. [99] . . . . . . . . 32
3.3 Representation of a tilt test on faulted core. [98] . . . . . . . . . . . . . . . . . 33

4.1 Representative element volume. [111] . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Flow chart for dual-grid iterative coupling in GEM. [117] . . . . . . . . . . . . 46
4.3 Example of compaction-dilation curves. [111] . . . . . . . . . . . . . . . . . . . 50
4.4 Relationship between effective normal stress and fracture permeability in the

modified Barton-Bandis stress-permeability model. [108] . . . . . . . . . . . . 52
4.5 Evolution of Mohr circles with increasing pore pressure in a normal-faulting

stress regime, and effect of coupling model. [125] . . . . . . . . . . . . . . . . . 55

5.1 Model scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2 Relative permeability curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 IK section of the model showing grid thickness. . . . . . . . . . . . . . . . . . 60
5.4 Fracture effective normal stress and fracture vertical permeability at the bottom

center of the caprock. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5 Gas saturation at the end of the injection period. . . . . . . . . . . . . . . . . 62

VI



List of Figures

5.6 Well BHP and fracture vertical permeability at two adjacent blocks at the top
of the caprock. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.7 Average pressure inside the aquifer and vertical displacement at the center top
of the caprock. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.8 Horizontal stresses along the wellbore after 4 months of injection (pre-failure). 65
5.9 Relative effective horizontal stress decrease after 9 months of injection (pre-

breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.10 Relative pressure increase after 9 months of injection. . . . . . . . . . . . . . . 66
5.11 Vertical displacement profile along the overburden top and caprock top after 4

months of injection (pre-failure). . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.12 Effective horizontal normal stress above the caprock ({51,1,10}). . . . . . . . . 67

6.1 Well BHP (solid) and fracture vertical permeability (dashed) at the bottom of
the caprock with time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.2 Gas flux along the wellbore after 3 months of injection. . . . . . . . . . . . . . 70
6.3 Gas mass density (solid) and well BHP (dashed) at the uppermost perforation. 71
6.4 Vertical displacement profile along the caprock bottom after 8 months of injection

(pre-breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.5 Current porosity profile along the caprock bottom after 8 months of injection

(pre-breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.6 Gas flux along the wellbore after 3 months of injection. . . . . . . . . . . . . . 73
6.7 Peak vertical displacement at the bottom center of the caprock over time. . . . 74
6.8 Well BHP with time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.9 Gas flux along the wellbore after 3 months of injection. . . . . . . . . . . . . . 76
6.10 Gas saturation after one year of injection: from left to right, φ = 0.13, φ = 0.27,

and φ = 0.41. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.11 Vertical fracture permeability at the bottom center of the caprock. . . . . . . . 77
6.12 Vertical displacement profile along the bottom of the caprock after 6 months of

injection (pre-failure). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.13 Well BHP with time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.14 Horizontal stresses along the wellbore after 4 months of injection (pre-failure). 79
6.15 Cumulative injected mass at first crack as a function of Young modulus. . . . . 80
6.16 Horizontal stresses along the wellbore after 4 months of injection (pre-failure). 81
6.17 Peak vertical displacement (solid) and fracture permeability (dashed) over time

at the top center of the caprock. . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.18 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the bottom center of the caprock. . . . . . . . . . . . . . . . . . . . . . 82
6.19 Gas saturation after one year of injection: from left to right, α = 0°, α = 10°,

and α = 20°; maps are untilted for readability. . . . . . . . . . . . . . . . . . . 83
6.20 Gas saturation with time in below the caprock. . . . . . . . . . . . . . . . . . 84
6.21 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the top center of the caprock. . . . . . . . . . . . . . . . . . . . . . . . 84
6.22 Vertical displacement profile along the caprock bottom after 8 months of injection

(pre-breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.23 Gas flux along the wellbore after 3 months of injection. . . . . . . . . . . . . . 86
6.24 Vertical displacement profile along the caprock bottom after 3 months of injection

(pre-breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

VII



List of Figures

6.25 Vertical fracture permeability at the bottom center of the caprock with time. . 87
6.26 Gas mass density (solid) and well BHP (dashed) at the uppermost perforation. 88
6.27 Gas flux along the wellbore after 8 months of injection. . . . . . . . . . . . . . 89
6.28 Peak vertical displacement at the bottom center of the caprock over time. . . . 89
6.29 Horizontal stresses along the wellbore after 5 months of injection (pre-failure). 90
6.30 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the bottom center of the caprock. . . . . . . . . . . . . . . . . . . . . . 91
6.31 Well BHP with time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.32 Cumulative injected mass at first crack (solid) and gas breakthrough (dashed)

as a function of caprock matrix permeability. . . . . . . . . . . . . . . . . . . . 92
6.33 Well BHP with time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.34 Vertical displacement profile along the caprock top after 4 months of injection

(pre-failure). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.35 Cumulative injected mass at first crack (solid) and gas breakthrough (dashed)

as a function of caprock fracture and matrix permeability. . . . . . . . . . . . 94
6.36 Peak vertical displacement (solid) and fracture permeability (dashed) over time

at the top center of the caprock. . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.37 Horizontal stresses along the wellbore after 2 months of injection (pre-failure). 96
6.38 Cumulative injected mass at first crack (solid) and gas breakthrough (dashed)

as a function of caprock Young modulus. . . . . . . . . . . . . . . . . . . . . . 96
6.39 Time to first crack (solid) and gas breakthrough (dashed) as a function of

caprock Poisson ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.40 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the bottom center of the caprock. . . . . . . . . . . . . . . . . . . . . . 98
6.41 Peak vertical displacement at the top center of the caprock over time. . . . . . 98
6.42 Cumulative injected mass at first crack (solid) and gas breakthrough (dashed)

as a function of fracture spacing. . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.43 Well BHP with time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.44 Time to first crack appearance as a function of fracture opening stress. . . . . 100
6.45 Cumulative injected mass at first crack appearance as a function of fracture

opening stress. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.46 Fracture permeability (solid) and fracture normal effective stress (green, common

for all runs) over time at the bottom center of the caprock. . . . . . . . . . . . 101
6.47 Evolution of porosity (solid) and pressure (dashed) in the gridblock containing

the uppermost perforation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.48 Current porosity as a function of pressure in the gridblock containing the

bottommost perforation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.49 Fracture permeability (dashed) and peak vertical displacement (solid) over time

at the top center of the caprock. . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.50 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the bottom center of the caprock. . . . . . . . . . . . . . . . . . . . . . 104
6.51 Vertical displacement profile along the caprock bottom after 5 months of injection

(pre-failure). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.52 Gas flux along the wellbore after 3 months of injection. . . . . . . . . . . . . . 106
6.53 Horizontal stresses along the wellbore after 4 months of injection (pre-failure). 107
6.54 Peak vertical displacement (solid) and fracture permeability (dashed) over time

at the top center of the caprock. . . . . . . . . . . . . . . . . . . . . . . . . . . 108

VIII



List of Figures

6.55 Well BHP with time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.56 Horizontal stresses along the wellbore after 4 months of injection (pre-failure). 110
6.57 Vertical fracture permeability at the top center of the caprock as a function of

cumulative injected volume (RC). . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.58 Cumulative injected volume at CO2 breakthrough as a function of injection rate.111
6.59 Time to CO2 breakthrough across the caprock as a function of injection rate. . 112
6.60 Vertical displacement (absolute values) in gridblock {51,1,11} at CO2 break-

through as a function of injection rate. . . . . . . . . . . . . . . . . . . . . . . 112
6.61 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the bottom center of the caprock. . . . . . . . . . . . . . . . . . . . . . 113
6.62 Normal fracture effective stress with time at the bottom of the caprock. . . . . 114
6.63 Pressure profile along the bottom of the caprock after 8 months of injection

(pre-breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.64 Vertical displacement profile along the bottom of the caprock after 8 months of

injection (pre-breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.65 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the top center of the caprock. . . . . . . . . . . . . . . . . . . . . . . . 116
6.66 Gas saturation after one year of injection: from left to right, vertical well, short

horizontal well, and long horizontal well. . . . . . . . . . . . . . . . . . . . . . 117
6.67 Vertical displacement profile along the caprock bottom after 8 months of injection

(pre-breakthrough). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.68 Pressure profile along the perforated wellbore length after 12 months of injection

(long horizontal well). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.69 Gas mass density (solid) and well BHP (dashed) at the uppermost perforation. 119
6.70 Gas flux along the wellbore after 3 months of injection. . . . . . . . . . . . . . 119
6.71 Fracture normal effective stress (solid) and fracture permeability (dashed) over

time at the bottom center of the caprock. . . . . . . . . . . . . . . . . . . . . . 120
6.72 Effect of investigated parameters on the injected CO2 mass at the time of first

fracture (on the underside of the caprock), relative to base case. . . . . . . . . 122

IX



List of Tables

1.1 Potential storage capacity for CO2 in the U.S. and Canada. [16] . . . . . . . . 2

2.1 Formation characteristics affecting injection costs. [26] . . . . . . . . . . . . . 7

5.1 Rock properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Reference effective stresses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Hydraulic parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 CO2 component properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.5 Barton-Bandis parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.1 Parameters and values considered in the sensitivity analysis. . . . . . . . . . . 68

X



1 Introduction

1.1 CO2 emissions and global warming

CO2 is a greenhouse gas naturally present in the atmosphere, as well as emitted by anthropogenic
activities. While the global warming potential of CO2 is less than that of other gases such as
methane, the quantity in which it is emitted makes it a major cause of global warming and
ocean acidification, among other effects.

The burning of fossil fuels makes up a large part of worldwide GHG emissions; in fact, fossil
fuels have been cited as being responsible for more than 25% of the total amount of CO2
emitted to the atmosphere by humans. [1]–[5]

The demand in primary energy sources is forecasted to keep growing in the coming decades.
Despite the commitments made by countries around the world to develop renewable energies,
fossil fuels will cover the larger part of this increase in energy demand, contributing to CO2
emissions. [1]

It then becomes a necessity to reduce global CO2 emissions. To achieve this goal, a combination
of solutions will be needed, such as (1) improvements in energy efficiency, (2) increasing reliance
on renewable energy sources, and (3) use of carbon capture and storage (CCS) technologies.

1.2 Carbon capture and storage

CCS technologies involve first the separation of the emitted CO2 from the other exhaust gases.
The gas can be captured from the smokestacks of thermal plants, cement plants, refineries,
steel mills, ceramic plants, or factories dedicated to heavy industry. Several processes exist for
separating CO2 from flue gas (fig. 1.1). Once captured, CO2 is transported to the location of
final storage, before being injected in a suitable geological formation in order to isolate it from
the atmosphere in the long term (i.e. thousands of years). [1], [2], [6], [7]
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CO2. An alternative approach would be to reduce the emissions 
from dispersed sources by supplying them with an energy 
carrier with zero net CO2 emissions from use, such as biofuels, 
electricity or hydrogen (Johansson et al., 1993). Electricity 
or hydrogen12 from fossil fuels could be produced with CO2 
capture and this would avoid most of the CO2 emissions at the 
production site (Audus et al., 1996). The cost, applicability and 
environmental aspects of various applications are discussed 
later in this report.

1.4.4	 Scale	of	the	plant

Some impression of the scale of the plant involved can be gained 
from considering a coal-fired power plant generating 500MWe. 
This would emit approximately 2.9 MtCO2 per year (0.8 MtC 
per year) to atmosphere. A comparable plant with CO2 capture 
and storage, producing a similar amount of electricity and 
capturing 85% of the CO2 (after combustion) and compressing 
it for transportation, would emit 0.6 MtCO2 per year to the 
atmosphere (0.16 MtC per year), in other words 80% less than 
in the case without capture. The latter plant would also send 
3.4 MtCO2 per year to storage (0.9 MtC per year). Because of 
its larger size, the amount of CO2 generated by the plant with 
capture and compression is more than the plant without capture 
(in this example 38% more). This is a result of the energy 

12 Hydrogen is produced from fossil fuels today in oil refineries and other 
industrial processes.

requirements of the capture plant and of the CO2 compressor. 
The proportion of CO2 captured (85%) is a level readily 
achievable with current technology (this is discussed in Chapter 
3); it is certainly feasible to capture a higher proportion and 
designs will vary from case to case. These figures demonstrate 
the scale of the operation of a CO2 capture plant and illustrate 
that capturing CO2 could achieve deep reductions in emissions 
from individual power plants and similar installations (IEA 
GHG, 2000a). 
 Given a plant of this scale, a pipeline of 300–400 mm 
diameter could handle the quantities of CO2 over distances 
of hundreds of kilometres without further compression; for 
longer distances, extra compression might be required to 
maintain pressure. Larger pipelines could carry the CO2 from 
several plants over longer distances at lower unit cost. Storage 
of CO2, for example by injection into a geological formation, 
would likely involve several million tonnes of CO2 per year but 
the precise amount will vary from site to site, as discussed in 
Chapters 5 and 6.

1.5 Assessing CCS in terms of environmental impact 
and cost

The purpose of this section and those that follow is to introduce 
some of the other issues which are potentially of interest to 
decision-makers when considering CCS. Answers to some 
of the questions posed may be found in subsequent chapters, 
although answers to others will depend on further work and 

Figure 1.3 a) Schematic diagram of fossil-fuel-based power generation; b) Schematic diagram of post-combustion capture; c) Schematic 
diagram of pre-combustion capture; d) Schematic diagram of oxyfuel combustion

Figure 1.1 – Possible CO2 capture methods: (a) fossil fuel-based power generation without capture, (b)
post-combustion capture, (c) pre-combustion capture, (d) oxyfuel combustion. [8]

The geological formations usually considered for the storage of CO2 are either porous media
such as (1) deep saline aquifers, (2) depleted oil and gas reservoirs and (3) unmineable coal
seams, or non-porous media such as (4) dissolved salt caverns. [1], [2], [6], [9] Alternatively, CO2
can be stored as part of EOR processes, where CO2 is injected for the purpose of increasing the
oil recovery factor (in the order of 7 to 23%). Injection is done with the aim of sequestering
the displacing fluid (CO2) once production is stopped and the field is abandoned. An example
of this type of geological storage is the Weyburn project in Saskatchewan, Canada. [8]

Deep saline aquifers are porous and permeable reservoirs filled with formation water not suitable
for consumption or use due to its high salinity (usually greater than 33,000 ppm). Of all the
possible formations for CO2 storage, saline aquifers present by far the largest storage capacity
(table 1.1), as well as being a very common formation type globally. In consequence, saline
aquifers are the only type of formation which permit large-scale (i.e. decades of emissions) CO2
storage. In Europe alone, the storage capacity in deep saline aquifers has been estimated to be
around 325Gt. [1], [3], [6], [10]–[15]

Table 1.1 – Potential storage capacity for CO2 in the U.S. and Canada. [16]

Formation type Storage capacity (109 metric tons) Percentage

Saline aquifers 3297–12,618 91.8–97.5
Unmineable coal seams 157–178 4.4–1.4
Mature oil & gas reservoirs 138 3.8–1.1
Total capacity 3592–12,934 100

Saline aquifers can be found in two types: confined and unconfined (open boundary conditions).
Confined aquifers are similar to oil and gas reservoirs in that the fluid is trapped by structural

2



1 Introduction

(e.g. anticlines) or stratigraphic (e.g. pinch-outs) geological features. These types of aquifers offer
both vertical and lateral confinement, but have lower storage capacities than unconfined aquifers,
in which the injected fluid is allowed to move laterally in an unrestricted way (fig. 1.2).

M Bentham and G Kirby / CO2 Storage in Saline Aquifers

salinity and salinity gradients are know to exist in the
Southern North Sea close to the Zechstein evaporite deposits.
As formation water becomes saturated with dissolved CO2 its
density increases and it tends to sink in the reservoir, a
process that effectively sequesters the CO2. The rate of disso-
lution depends on the amount of mixing of CO2 and forma-
tion water. Diffusion of CO2 into the water is assisted by
accumulations with a high surface area to volume ratio, such
as in thin but widespread layers. Similarly, the presence of
internal permeability barriers such as intra-reservoir shales,
will make the migration path of the CO2 through the reservoir
more tortuous and encourage mixing and dissolution.
Nevertheless, for many accumulations, dissolution could be
slow; in the order of a few thousand years for some injection
scenarios (Ennis-King and Paterson, 2001), unless there is
some form of active mixing induced by fluid flow or convec-
tion within the reservoir (Lindeberg and Wessell-Berg, 1997). 

Another process leading to long-term sequestration is
chemical ‘fixing’ by reaction of the injected CO2 with either
the formation water or the reservoir rock. The amount of
chemical fixing and the reaction timescales depend on pore
water chemistry, rock mineralogy and the length of the
migration path (Czernichowski-Lauriol et al., 1996). In some
circumstances hydrodynamic trapping of the CO2 may also
have a part to play. Hydrodynamic trapping occurs when the
natural flow in the aquifer is very low, reducing the move-
ment of CO2 allowing diffusion, dispersion and convection to
come into play. (Bachu, Gunter and Perkins 1996), though
this should perhaps not be relied upon as a primary sequestra-
tion mechanism.

In contrast to gas storage schemes in abandoned hydrocar-
bon fields, the effectiveness of the cap rock as a seal over 
the length of time required will not have been tested or 

demonstrated; significant research will normally be required
to confirm this.

Storage of CO2 in saline aquifers can be in both “con-
fined” and “unconfined” aquifers (see Fig. 2). Storage in
confined aquifers relies on trapping of the buoyant CO2 by
structural (e.g. anticlines) and /or stratigraphic (e.g. sandstone
pinchout) features, and is closely analogous to gas storage
schemes in hydrocarbon fields, or indeed to natural gas stor-
age in subsurface aquifers. In simple structural traps, vol-
umes and migration pathways of the injected CO2 can be pre-
dicted and reservoir models constructed with a higher degree
of certainty than in an unconfined aquifer, where the lateral
boundaries are not well known. The potential storage volume
in such structural traps can be very large e.g. in the closed
structures of Triassic rocks in the Southern North Sea. Here
the Bunter Sandstone Formation has four-way dip closed
anticlines formed by movement of the underlying Zechstein
Salt into pillows and diapirs. In such cases it may not be nec-
essary to utilise the entire capacity of the regional aquifer but
only use the structural closures, therefore retaining large vol-
ume of CO2 in defined areas. This may aid the monitoring of
the CO2 over large time scales. The estimated storage capac-
ity of the Bunter Sandstone Formation (regional extent) is
620 000 Mt. Of that total storage capacity it is estimated 
89 404 Mt of CO2 could be stored in the closures alone.

Storage in unconfined aquifers involves the injection of
CO2 into large regional aquifers with no specific large struc-
tural or stratigraphic closures as a target. Once the CO2 has
been injected it migrates upwards along the most permeable
pathway until it encounters the impermeable cap rock. This
provides a barrier to further vertical movement; the CO2 then
migrates largely laterally, being driven by buoyancy to struc-
turally higher levels along the cap rock-reservoir boundary
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Conceptual diagrams of storage in unconfined and confined aquifers.

Figure 1.2 – Representation of the two types of aquifers: unconfined (left) and confined (right). [11]

In unconfined aquifers, the main trapping mechanisms are CO2 dissolution in water and residual
trapping, but a portion of the injected fluid is structurally trapped in small domes naturally
present in the underside of the caprock. With this type of aquifer, extensive investigation is
needed to demonstrate storage integrity due to the very large distances over which the CO2
plume migrates. [11], [12], [17]

1.3 Numerical modelling of CO2 storage

When injecting CO2 into underground formations, the geomechanical effects resulting from
changes in the state of stress may result in damage to the caprock or well casings, compromising
storage security. Furthermore, fluid-flow properties such as porosity and permeability can be
affected by the expansion of the reservoir. Consequently, the geomechanical response of the
storage formation to injection must be investigated.

Non-coupled fluid-flow simulators can approximate certain geomechanical effects such as
subsidence and compaction through the use of empirical formulas and without computing the
actual geomechanical response of the porous medium. In simple problems (e.g. linear-elastic
rock materials), a non-coupled simulator may give a similar estimation of compaction as that
which would be obtained from a coupled geomechanical simulator. Nevertheless, when faced
with non-linear material behavior, as for most reservoir rocks, a coupled simulator is needed in
order to accurately predict geomechanical effects. [18], [19]

In the particular context of CO2 storage, modelling is used to assess a number of fluid-flow,
geomechanical and geochemical behaviors, namely

— the CO2 plume migration in time and space,

3
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— the effect of geochemical reactions on porosity, permeability and CO2 trapping,

— the integrity of the caprock and well completion,

— the impact of temperature variations inside the reservoir,

— the possible leakage pathways for free-phase CO2,

— the importance of secondary caprocks if present,

— the effects of unplanned hydraulic fracturing of the reservoir rock,

— the extent of CO2 migration,

— the impact of CO2 on cement, and

— the consequences of well failure. [20]

1.4 Scope of the work

The general objective of this thesis is to investigate fracturing induced by CO2 injection
using CMG GEM’s geomechanical solver. Firstly, the theoretical principles concerning CO2
geological storage are reviewed in chapter 2. In particular, fundamental concepts related to
geomechanics are explained. Chapter 3 then presents the original Barton-Bandis empirical
fracture permeability model; a modified version of this model is used in CMG GEM to simulate
tensile fracture opening. Next, the characteristics and fundamental equations of GEM’s
fluid-flow and reservoir simulators are listed in chapter 4.

In order to understand the behavior of GEM’s geomechanical simulator, a base model is built
and simulated, and the results of this first simulation are then analysed (chapter 5). Then, a
sensitivity analysis is performed, where 23 different parameters are varied and compared to the
original model; chapter 6 presents and discusses the results of the analysis. Finally, the main
takeaways of the work are summarized in chapter 7.
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2 CO2 injection in deep saline aquifers

2.1 Suitable storage formations

In order to be considered for CO2 geological storage, an aquifer or underground formation
must possess:

(1) high capacity, i.e. high porosity (φ > 20%, depending on thickness), sufficient closure
and lateral extent, to accommodate the intended injection volume;

(2) high injectivity (i.e. high kh, with k in excess of 500mD), to accept CO2 at the supplied
rate and provide adequate flow mobility;

(3) sufficient confinement (a confining structure, sealing faults or an impermeable layer) to
prevent buoyancy-driven CO2 migration to the upper layers and the surface;

(4) tectonic stability, to avoid compromising the integrity of the sealing structure. [3], [6],
[8], [11], [15], [21]–[24]

Sedimentary rocks (sandstones) are often the only rocks providing sufficient storage capacity
thanks to their high porosity, as well as the necessary permeability for good injectivity. In
particular, poorly cemented sands have both ductile behavior, which delays fracture onset, and
relatively high compressibility, which allows the formation to absorb some of the excess pore
pressure through expansion of the pore space. [21], [25]

In confined aquifers, where the principal constraint is caprock stability with respect to pressure
increase, the storage capacity can be estimated as

M eff
CO2

= A · h · NTG · φ · ρCO2
·∆p · (cr + cf) , (2.1)

where MCO2
is the effective storage capacity in units of mass, A is the areal extent of the

aquifer, h is the average thickness, NTG is the average net-to-gross ratio, φ is the average
porosity, ρCO2

is the average CO2 density at reservoir conditions, ∆p is the allowable pressure
increase relative to the initial pressure, cr and cf are the average rock and fluid compressibility.
[20], [24]

Conversely, the storage capacity of unconfined aquifers is calculated as

M eff
CO2

= A · h · NTG · φ · ρCO2
· ζeff , (2.2)

where ζeff is the storage efficiency factor (< 1), which is a measure of the fraction of useful
pore volume. [24] A possible estimation of ζeff has been proposed as

ζeff = CgChCi , (2.3)
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2 CO2 injection in deep saline aquifers

where Cg and Ch are geometric capacity coefficients, and Ci is the intrinsic capacity coefficient,
or

Ci = Sg + (1− Sg)χg
b

ρb
ρCO2

, (2.4)

with Sg the average CO2 saturation within the plume, ρb the average brine density, and χg
b the

average CO2 mass fraction dissolved in the brine. [5]

Wellbore injectivity is defined as the ability of a particular formation to accept the injection
of a given fluid, and it is limited by the allowable bottomhole pressure. For an injector, the
injectivity index II is written

II = qsc
pwf − ps

, (2.5)

where qsc is the injection rate at standard conditions, pwf is the flowing BHP, and ps is the
static reservoir pressure.

Considering the solution to the diffusivity equation in transient flow conditions, II can be
rewritten

II = 4πkh
Bgµ ln(2.25tD + 2S) , (2.6)

where tD is the dimensionless time,
tD = kt

µctφr2w
. (2.7)

BHP, and hence injectivity, depends on many factors such as permeability (absolute and
relative), formation thickness, completion type and stimulation, viscosity and compressibility
of the injected fluid (table 2.1). The maximum allowable BHP is limited by many regulators to
90% of the reservoir fracture pressure, in order to avoid uncontrolled fracturing of the reservoir
rock in the vicinity of the injector. [26] Consequently, the number of wells must be carefully
chosen with respect to injectivity to allow for the desired total injection rate while avoiding
hydraulic fracturing. Finally, note that continued CO2 injection may lead to precipitation of
salts by vaporization of water in the near-wellbore zone, decreasing permeability and thus
injectivity. [20]
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2 CO2 injection in deep saline aquifers

Table 2.1 – Formation characteristics affecting injection costs. [26]

Factor Effect on injection costs

Permeability As permeability increases, injectivity increases, requiring fewer wells
and reducing costs.

Fracture gradient An increase in fracture gradient will increase the maximum injection
pressure, reducing the number of wells needed and reducing costs.

Formation thickness An increase in thickness increases injectivity, reducing the number of
wells and reducing costs.

Formation depth A 1 km deep well is sensitive to permeability decreases, requiring
more wells and higher costs. A 2 to 3 km deep well is less sensitive
to permeability decreases, therefore having a lesser effect on costs.

Well deviation Horizontal wells maximize surface area contact with the target forma-
tion, increasing injectivity, and reducing the number of wells needed
and costs.

Degree of hydraulic fracturing Hydraulic fracturing creates higher permeability of the formation in
the near-wellbore area and increases injectivity. It has been shown
that in low permeability situations (around 1 mD), hydraulic fracturing
of the reservoir reduces costs as the increase in injectivity offsets the
extra costs involved in the fracturing operation.

Note that there exists a limit up to which a reservoir may accept the injection of a fluid,
regardless of the number of injectors. If the injected fluid is not able to displace the resident
brine fast enough, the resulting high pressure zone may prevent further fluid injection as the
pressure difference between the wellbore and the formation is reduced. This effect can be the
result of interference from multiple wells, creating a high pressure zone. In this case, injection
is restricted without effect on the injectivity index, as this is a reservoir rather than wellbore
effect. [27]

CO2 is usually stored at depths greater than 1000m to maximize storage capacity thanks to its
higher density at higher pressures and temperatures. Note however that porosity (and hence
pore volume) is reduced at depth due to the increased degree of cementation and compaction.
[8], [28]

Low permeability or faulted reservoirs (with low transmissibility faults) are not suited to
geological storage as injection would cause an excessive pressure increase at the perforations,
since the flow of the injected fluid is impeded. As a result, injection rate is limited and the risk
exists of fracturing the reservoir rock and/or caprock from overpressure. Similarly, overpressured
formations (either through compaction or generation of hydrocarbons) are unsuitable for safety
reasons. This makes large, unfaulted, underpressured, high permeability reservoirs located in
geologically stable areas (low tectonic activity) the ideal storage sites for CO2. [8], [11]

A final consideration for the selection of potential storage sites is the presence of hydrocarbons,
and the maturity of the producing fields. Indeed, in hydrocarbon-bearing basins, a good
knowledge of the subsurface has already been acquired through seismic surveying, well logs and
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2 CO2 injection in deep saline aquifers

production data, and numerical models have already been developed. Furthermore, mature
reservoirs may already possess part of the infrastructure needed for CO2 transport and injection.
However, the potential for leakage will increase proportionally to the number of wells (plugged
and/or producing) penetrating the formation of interest. [8]

2.2 Assessment of storage integrity

When storing CO2 into depleted reservoirs, caprock integrity is already demonstrated (as
hydrocarbons have remained trapped for millions of years), and the geological and petrophysical
features of the formation are well-known thanks to the data collected from cores, seismic surveys,
well logs and pressure measurements. In the case of deep saline aquifers, petrophysical properties
and geological features of the caprock and reservoir rock are still to be evaluated. As a result,
an extensive and costly investigation phase is required in order to assess the geomechanical
response of the considered formation to fluid injection. [1], [2], [6], [11], [12], [29]

Consequently, while current technology allows exploiting saline water formations for geological
storage purposes, very few projects of this type have been completed. The SACS project,
partly financed by the EU, was the first successful instance of commercial CO2 storage into a
saline aquifer. The project consists in separating CO2 from produced gas of the Sleipner West
gas field on the Norwegian continental shelf, which is then injected at a rate of 1Mt/y into the
Utsira sandstone at a depth of 1012m (fig. 2.1). [1], [2], [11], [14], [30]

202 IPCC Special Report on Carbon dioxide Capture and Storage

The Sleipner Project, operated by Statoil in the North Sea about 250 km off the coast of Norway, is the first commercial-
scale project dedicated to geological CO2 storage in a saline formation. The CO2 (about 9%) from Sleipner West Gas Field 
is separated, then injected into a large, deep, saline formation 800 m below the seabed of the North Sea. The Saline Aquifer 
CO2 Storage (SACS) project was established to monitor and research the storage of CO2. From 1995, the IEA Greenhouse 
Gas R&D Programme has worked with Statoil to arrange the monitoring and research activities. Approximately 1 MtCO2 is 
removed from the produced natural gas and injected underground annually in the field. The CO2 injection operation started 
in October 1996 and, by early 2005, more than 7 MtCO2 had been injected at a rate of approximately 2700 t day–1. Over the 
lifetime of the project, a total of 20 MtCO2 is expected to be stored. A simplified diagram of the Sleipner scheme is given in 
Figure 5.4.
  The saline formation into which the CO2 is injected is a brine-saturated unconsolidated sandstone about 800–1000 m 
below the sea floor. The formation also contains secondary thin shale layers, which influence the internal movement of injected 
CO2. The saline formation has a very large storage capacity, on the order of 1–10 GtCO2. The top of the formation is fairly flat 
on a regional scale, although it contains numerous small, low-amplitude closures. The overlying primary seal is an extensive, 
thick, shale layer. 
  This project is being carried out in three phases. Phase-0 involved baseline data gathering and evaluation, which was 
completed in November 1998. Phase-1 involved establishment of project status after three years of CO2 injection. Five main 
project areas involve descriptions of reservoir geology, reservoir simulation, geochemistry, assessment of need and cost for 
monitoring wells and geophysical modelling. Phase-2, involving data interpretation and model verification, began in April 
2000. 
  The fate and transport of the CO2 plume in the storage formation has been monitored successfully by seismic time-lapse 
surveys (Figure 5.16). The surveys also show that the caprock is an effective seal that prevents CO2 migration out of the storage 
formation. Today, the footprint of the plume at Sleipner extends over an area of approximately 5 km2. Reservoir studies and 
simulations covering hundreds to thousands of years have shown that CO2 will eventually dissolve in the pore water, which 
will become heavier and sink, thus minimizing the potential for long-term leakage (Lindeberg and Bergmo, 2003).

Box 5.1  The Sleipner Project, North Sea.

Figure 5.4  Simplified diagram of the Sleipner CO2 Storage Project. Inset: location and extent of the Utsira formation.

Figure 2.1 – Simplified diagram of the Sleipner CO2 storage project. [8]
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2 CO2 injection in deep saline aquifers

2.3 Injection depth

In order to maximize storage capacity, CO2 density at injection depth should be as high as
possible. CO2 is ideally stored in formations in which temperature and pressure exceed the
critical point (Tc = 31.1 ◦C and pc = 7.38MPa), as supercritical CO2 has a liquid-like density
between 200 and 800 kg/m3 (fig. 2.2). Furthermore, as a supercritical fluid, CO2 behaves as a
gas and shows gas-like compressibility and viscosity (in the order of 0.04 to 0.07 cP). [1]–[3],
[6], [12], [15], [31], [32] Note that CO2 is compressed before injection so that the fluid to be
injected is in a supercritical state at the wellhead. This avoids problems caused by phase
transitions and biphasic flow inside the tubing, like the formation of hydrates. [14], [33]

160 D. Sopher et al. / International Journal of  Greenhouse Gas Control 30 (2014) 148–170

Fig. 10. Temperature, pressure and density depth curves for the study area. (A) Mid  case temperature depth curve (red) and temperature data from wells (black). Blue
dashed  lines show calculated temperature depth trend with maximum and minimum thermal conductivity and heat flow values. (B) Mid case pressure depth trend (red)
and  pressure data (black). Uncertainty in mid  case pressure trend is  shown as dashed blue lines. (C)  Mid  case CO2 density depth curve for study area (red). 100 random
density depth curves generated by Monte Carlo sampling are  shown in blue. Depth of CO2 phase changes associated with the mid  case density depth curve are  shown. (For
interpretation of the  references to  color in this figure legend, the reader is  referred to the web  version of this article.)

In order to calculate the mid  case depth CO2 density curve a
Monte Carlo approach was adopted. Assuming a fixed surface tem-
perature of 9.2 ◦C, depth temperature curves were calculated by
varying thermal conductivity and heat flow within the ranges of
2.0–3.5 W  m−1 K−1 and 53–83 mW/m2,  respectively, using uniform
distributions. Pressure was calculated as hydrostatic ±0.43 MPa
using a uniform distribution. CO2 density depth curves were calcu-
lated based on pressure and temperature using equations of state
as described by  Span and Wagner (2003). The median of 100 ran-
domly generated density depth curves was used as the mid  case
trend (Fig. 10). The top reservoir structural maps were then used to
generate a  mid  case CO2 density map  for each reservoir. The density
map  for the Faludden reservoir is  shown in Fig. 8.

Uncertainty in the CO2 density was estimated by  calculating the
difference between each data point along the 100 randomly gener-
ated CO2 density depth curves and the mid  case CO2 density depth
trend (Fig. 6). The distribution of these density differences were
considered to  be representative of the uncertainty in the mid  case
CO2 density depth trend. The majority of the CO2 density values
from the 100 random curves lie within 100 kg/m3 of the mid  case
trend (Fig. 6). As the CO2 density values are calculated as a function
of depth it was assumed that the lateral variability in density was
the same as the detailed top Faludden structure map. Hence, the
same lateral variability was assumed as for the porosity grid.

Finally maps describing the in situ phase of the CO2 based on
the mid  case temperature and pressure curves were generated for
the three reservoirs (Fig. 8). These maps are  used to  specify the
phase of the CO2 within the reservoir across the study area, which
allows grouping of the final storage capacity results by phase. Based
on these mid  case pressure and temperature curves a  significant
region where CO2 will be in a liquid phase is  suggested. This is  pri-
marily due to the relatively low mid  case geothermal gradient. At
this stage the mid  case temperature depth curve honours the avail-
able well data as well as the heat flow map  of Čermák et al. (1993).  It
should be noted, however, that there is considerable uncertainty in
the bottom hole well temperatures, which do not form a  convincing
trend. It is possible that drilling fluid could have acted to reduce bot-
tom hole well temperatures, introducing systematic temperature
reductions. It is possible that geothermal gradient is higher than the
mid case estimated here. Increasing the geothermal gradient would
lead to a  more gradual increase in  CO2 density and a smaller region
where CO2 would be in a  liquid phase. This in turn would lead to

a  reduction of storage capacities calculated below 700 m.  We  feel,
however, that this uncertainty is to some extent captured within
our current methodology, which accounts for a density variation of
approximately ±100 kg/m3 from the mid  case trend.

5.4. Storage efficiency factor

In  order to assess the storage efficiency factors and associated
uncertainty we adopted the same methodology as the USDOE in
the Storage Atlas III (USDOE, 2010)  (Section 3). This allows a dis-
tribution of Esaline to  be generated which was  used to define a  mid
case Esaline value and assess the associated uncertainty.

Table 3 shows the ranges of EAn/At
, Ehn/hg ,  E�e/�tot , Ev and Ed

which were selected for the 4 different reservoir scenarios. Values
for EAn/At

and Ehn/hg for the Faludden, När and Viklau reservoirs
were specified based on an investigation of logs describing the
complete reservoir section in 10, 8 and 5 wells, respectively. Based
on these data, the Ehn/hg value is high for the Faludden and När
reservoirs, as the reservoir interval is typically dominated by sand.
For the Viklau reservoir the interval is  a  mixed sequence of  sand-
stone and shale, leading to  a far lower value of Ehn/hg .  High values of
EAn/At

were selected for the Faludden reservoir. Although the reser-
voir pinches out and is not present across the study area, this pinch
out behaviour is  captured in the thickness map  (Fig. 8). Considering
the well data for the area, where the reservoir is  interpreted to
be present, it is  typically represented by good quality sandstone
facies, therefore, a  high value of EAn/At

is justified. As the När and
Viklau reservoirs are present in  the majority of wells, and are inter-
preted to  extend across the study area, high values of EAn/At

were
selected. For the Faludden stratigraphic trap the ranges of  E�e/�tot ,
Ev and Ed quoted by the IEA (2009) for clastic reservoirs were
used. The geometry of the top reservoir has a  large effect on the
volumetric and microscopic displacement efficiencies (Ev and Ed),
where storage within a  domed structure can, for example, signif-
icantly increase these factors (IEA, 2009). As three of the reservoir
scenarios address storage within structural closures, efforts were
made to  account for this effect. The IEA (2009) present results of  a
series of heterogeneous model simulations, considering different
depositional environments, structures and lithologies. In order to
assess the ranges of Ev and Ed for structural closures in  this study,
the minimum and maximum values from the IEA report were col-
lected, considering only clastic reservoirs and dome structures. The

Figure 2.2 – Temperature, pressure and CO2 density with depth in the Swedish sector of the Baltic Sea
basin. [34]

Under average pressure and temperature gradients (10MPa/km and 25 °C/km respectively),
supercriticality is reached at around 800m, which means that aquifers shallower than 800m
are not candidates for CO2 storage. Above depths of 500 to 600m, CO2 is in gaseous state,
and between 600 and 800m it exists in liquid phase. As fluid density does not vary appreciably
beyond 1000m, there is no further increase in storage capacity below this depth. [1], [6], [11]

It should be noted that supercritical conditions may be reached at much shallower depths
depending on surface temperatures. In some tropical and subtropical basins, such as in Texas,
Venezuela, Colombia, Ecuador or Africa and the Middle East, the 31.1 °C isotherm can lie at
depths as shallow as 150 to 500m. Nevertheless, colder basins (low temperature gradient) are
theoretically preferable due to the increased density of CO2 at low temperatures and decreased
buoyant forces. In practice, this advantage is somewhat offset by the increased cost of drilling
for deep targets. [2], [8], [17]

While CO2 density at injection depth is liquid-like, it is still significantly lighter (by 30 to 40%)
than the formation fluid, as brine density at reservoir conditions may exceed 1200 kg/m3. This
density difference generates a proportional buoyancy force, which drives the injected fluid
vertically until it reaches the caprock and starts migrating laterally. [3], [12], [14], [32] Note
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that supercritical CO2 also has a much higher mobility than the resident brine thanks to its
gas-like viscosity. [9]

2.4 Injection strategy

The most common injection strategy is to bring the CO2 to supercritical conditions prior to
injection using a staged compressor train with intercoolers. The supercritical fluid is then
injected as-is. [26]

Several other strategies have been proposed with the aim to improve storage security. Surface
dissolution is a process in which CO2 is dissolved into brine prior to injection. Using this
process, since the injected fluid is slightly denser than the pore fluid, there is no buoyancy
force and thus no risk of buoyancy-driven leakage, reducing the need for monitoring. [26], [35],
[36]

Another potential strategy is the co-injection of water and CO2 in the form of water-alternating-
gas (WAG) or simultaneous water-alternating-gas (SWAG). In a WAG process, the injection of
both fluids is done sequentially through the same injector, while in SWAG processes different
injectors are used. [36] Using these processes, residual and solution trapping of CO2 can be
enhanced. If water is injected above the CO2 plume, an imbibition process takes place as water
flows down while CO2 flows up, enhancing residual trapping; the reduction of the quantity of
mobile (free-phase) CO2 leads to an increase in storage safety. However, water producers may
have to be drilled in order to counteract the large pressure increases caused by water injection.
[26], [29], [32], [37]

Finally, Javadpour and Nicot (2011) proposed to add depleted uranium nanoparticles to the
injected CO2 in order to increase convective mixing and decrease buoyancy flow of the plume.
[38], [39]

2.5 Trapping mechanisms

The trapping of the injected fluid inside the storage formation is achieved by a number of
different mechanisms, which vary with the geological configuration of the formation, injection
parameters (rate, duration and perforated interval), as well as time. [32] Trapping mechanisms
can be either physical or geochemical. Physical trapping mechanisms are most important
shortly after injection, but provide poor storage security; geochemical processes are more secure
and permanent forms of trapping, but take place over much longer timescales. [40]

The most important physical storage mechanisms are (1) structural and stratigraphic trapping,
(2) hydrodynamic trapping, and (3) residual or capillary trapping. Geochemical processes are
(4) solution or solubility trapping, and (5) mineral trapping (fig. 2.3).
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Paterson, 2003), although appropriate reservoir engineering can 
accelerate or modify solubility trapping (Keith et al., 2005). 

5.2.2	 CO2	storage	mechanisms	in	geological	formations

The effectiveness of geological storage depends on a 
combination of physical and geochemical trapping mechanisms 
(Figure 5.9). The most effective storage sites are those where 
CO2 is immobile because it is trapped permanently under a 
thick, low-permeability seal or is converted to solid minerals 
or is adsorbed on the surfaces of coal micropores or through a 
combination of physical and chemical trapping mechanisms.

5.2.2.1 Physical trapping: stratigraphic and structural
Initially, physical trapping of CO2 below low-permeability seals 
(caprocks), such as very-low-permeability shale or salt beds, 
is the principal means to store CO2 in geological formations 
(Figure 5.3). In some high latitude areas, shallow gas hydrates 
may conceivably act as a seal. Sedimentary basins have such 
closed, physically bound traps or structures, which are occupied 
mainly by saline water, oil and gas. Structural traps include 
those formed by folded or fractured rocks. Faults can act as 
permeability barriers in some circumstances and as preferential 
pathways for fluid flow in other circumstances (Salvi et al., 2000). 
Stratigraphic traps are formed by changes in rock type caused 
by variation in the setting where the rocks were deposited. Both 
of these types of traps are suitable for CO2 storage, although, 
as discussed in Section 5.5, care must be taken not to exceed 
the allowable overpressure to avoid fracturing the caprock or 
re-activating faults (Streit et al., 2005). 

5.2.2.2 Physical trapping: hydrodynamic
Hydrodynamic trapping can occur in saline formations that do 
not have a closed trap, but where fluids migrate very slowly 
over long distances. When CO2 is injected into a formation, it 
displaces saline formation water and then migrates buoyantly 
upwards, because it is less dense than the water. When it reaches 
the top of the formation, it continues to migrate as a separate 
phase until it is trapped as residual CO2 saturation or in local 
structural or stratigraphic traps within the sealing formation. 
In the longer term, significant quantities of CO2 dissolve in 
the formation water and then migrate with the groundwater. 
Where the distance from the deep injection site to the end of the 
overlying impermeable formation is hundreds of kilometres, 
the time scale for fluid to reach the surface from the deep basin 
can be millions of years (Bachu et al., 1994). 

5.2.2.3 Geochemical trapping 
Carbon dioxide in the subsurface can undergo a sequence of 
geochemical interactions with the rock and formation water that 
will further increase storage capacity and effectiveness. First, 
when CO2 dissolves in formation water, a process commonly 
called solubility trapping occurs. The primary benefit of 
solubility trapping is that once CO2 is dissolved, it no longer 
exists as a separate phase, thereby eliminating the buoyant 
forces that drive it upwards. Next, it will form ionic species as 
the rock dissolves, accompanied by a rise in the pH. Finally, 
some fraction may be converted to stable carbonate minerals 
(mineral trapping), the most permanent form of geological 
storage (Gunter et al., 1993). Mineral trapping is believed to 
be comparatively slow, potentially taking a thousand years 
or longer. Nevertheless, the permanence of mineral storage, 
combined with the potentially large storage capacity present in 
some geological settings, makes this a desirable feature of long-
term storage.

Dissolution of CO2 in formation waters can be represented by 
the chemical reaction: 

CO2 (g) + H2O ↔ H2CO3 ↔ HCO3
– + H+ ↔ CO3

2– + 2H+

The CO2 solubility in formation water decreases as temperature 
and salinity increase. Dissolution is rapid when formation water 
and CO2 share the same pore space, but once the formation 
fluid is saturated with CO2, the rate slows and is controlled by 
diffusion and convection rates.
 CO2 dissolved in water produces a weak acid, which reacts 
with the sodium and potassium basic silicate or calcium, 
magnesium and iron carbonate or silicate minerals in the 
reservoir or formation to form bicarbonate ions by chemical 
reactions approximating to: 

3 K-feldspar + 2H2O + 2CO2 ↔ Muscovite + 6 Quartz + 2K+ 
+ 2HCO3

–
Figure 5.9  Storage security depends on a combination of physical and 
geochemical trapping. Over time, the physical process of residual CO2 
trapping and geochemical processes of solubility trapping and mineral 
trapping increase.

Figure 2.3 – Illustration of the main trapping mechanisms and their respective timescales. [8]

2.5.1 Stratigraphic and structural trapping

If the storage formation possesses structural or stratigraphic features that provide both a
top and lateral seal (e.g. anticline), the injected fluid will initially remain physically trapped
between the top of the structure and the spill point. This mechanism of trapping is one of
the least secure, as the CO2 is stored as a free fluid and may leak to the surface if allowable
overpressure is exceeded and seal integrity is compromised. [8], [23], [35]

2.5.2 Hydrodynamic trapping

In formations that do not present a structural or stratigraphic trap, such as open saline
aquifers, the stored CO2 is initially trapped hydrodynamically. The injected fluid remains as a
separate phase in the form of a plume, and migrates vertically due to buoyancy effects until
it reaches the top seal. Since there is no lateral seal, the plume slowly migrates laterally at
a rate of 1 to 10 cm/y, driven both by buoyancy forces and the natural hydrodynamic flow
of groundwater. Like in the case of structural and stratigraphic trapping, the risk of CO2
escaping to the surface is large as it remains in a mobile phase. In practice, only sites with low
groundwater velocity are considered for injection. [8], [9], [32]
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In open formations, hydrodynamic trapping predominates until the free phase gradually
becomes trapped as residual saturation, in local structural and stratigraphic traps, or dissolved
into the formation fluid. [8]

2.5.3 Residual trapping

When injecting into reservoirs with no organic material content, the rock is water-wet and
CO2 is the non-wetting phase. As supercritical CO2 is only slightly soluble in water, the
injected fluid initially remains a separate phase. In the near-wellbore region, CO2 flow is
dominated by viscous forces, which cause it to spread radially in a two-phase immiscible-flow
system. Further from the well, the free-phase plume is driven upwards by buoyancy forces
before pooling underneath the caprock. If the impermeable layer is not perfectly horizontal,
the plume will start to slowly migrate updip. As CO2 dissolves into the formation water, which
becomes increasingly saturated with CO2, it sinks to the bottom of the reservoir as brine
saturated with CO2 is about 1% denser than pure saline water. [3], [11], [12], [29], [33], [40],
[41] As a consequence of the migration of the CO2 plume, three distinct zones can be observed:
(1) a zone swept by anhydrous CO2 in the vicinity of the wellbore, (2) a zone fully saturated
with formation water away from the plume, and (3) a Buckley-Leverett zone (mixing zone) in
between. [41], [42]

During the injection phase, a drainage process occurs where the non-wetting CO2 displaces
the aqueous phase. Post-injection, as the plume migrates away from the injection point, the
displaced brine slowly reoccupies the pore space at the trailing edge of the plume in an imbibition
process (B in fig. 2.4). Several competing pore-scale mechanisms occur during imbibition, such
as snap-off and piston-like displacement. In particular, snap-off phenomena leave behind a
residual CO2 saturation in the form of droplets tens to hundreds of micrometers in size, trapped
by capillary forces (C). In sandstones, Sgr has been measured between 10 and 33%, making
residual trapping a very important storage mechanism. [5], [43] On the other hand, some
chemical interactions such as the dissolution of CO2 into the formation brine may influence the
wettability of the rock matrix to brine, making it neutrally or even CO2-wet. In this scenario,
the displacing brine tends to advance with piston-like behavior during the imbibition process,
and little to no residual saturation is left behind. [44]

Capillary trapping mobilizes large volumes of CO2 from the free-phase plume, shrinking it and
limiting the extent of its migration. The residual gas saturation left behind by imbibition is
effectively trapped forever, making residual trapping a permanent and safe storage mechanism.
Furthermore, the capillary trapped fraction is not subject to buoyant forces, reducing buoyant
stress on the caprock. [44]
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Fig. 1. A sketch of key processes governed by capillary trapping after CO2 injection has ceased at a storage site. Plume migration is limited by the trapping as large fractions
of the plume are immobilised. Capillary trapping is secure over long timescales and avoids buoyant stress on overlying cap rock layers. Trapping is also key to parameterising
hysteresis in relative permeability functions – more trapping leads to greater disconnection of fluid ganglia as CO2 saturation in the pore space decreases (movement from
A towards C in the figure) and thus a larger decrease in permeability as a function of saturation.

to storage security relative to other trapping mechanisms (Fig. 2).
At the time of the report, the importance of capillary trapping for
CO2 migration and immobilisation had been identified in a small
number of numerical studies (King and Paterson, 2002; Doughty
and Pruess, 2004), but no laboratory or field observations of the
extent of trapping had been published, the pore scale interfacial
properties had not been characterised and no methodology incor-
porated residual trapping in estimations of the storage capacity of
individual sites or regions.

In this paper we review the body of work, most of which has
been published in the ten years since the IPCC report, that has
placed capillary trapping in a central role in nearly every aspect
of the geological storage of CO2. The recently developed tools of
digital rock physics has allowed for unprecedented detail in under-
standing the pore scale physics of CO2-brine systems. A sizeable
and growing database of observations of the key constitutive rela-
tionship characterising capillary trapping at the centimetre scale
of rock cores now exists for a range of rock types and reservoir
conditions. The impact of capillary trapping on plume migration
and immobilisation is now well understood from both theoretical
and numerical investigations. Where CO2 storage constitutes an
ongoing component of greenhouse gas emissions abatement strat-
egy, governmental agencies now incorporate modelling of residual
trapping at field scales for estimations of the capacity of the regional
storage resource. The existence and stability of residually trapped
CO2 in reservoir settings has been demonstrated by field scale injec-
tion experiments in Japan, the United States and Australia (Xue
et al., 2006; Hovorka et al., 2006; Paterson et al., 2011). Combined,

Fig. 2. A schematic of the relative importance of various trapping mechanisms over
time, from Benson et al. (2005, 2012). Residual trapping is significant both in the
amount of trapping capacity it provides as well as for the speed over which residual
trapping takes place, simultaneously with water influx into the migrating plume.

Figure 2.4 – CO2 plume updip migration in the post-injection phase. [44]

At the pore scale, the amount of residual trapping is governed by

(1) the wettability (or contact angle), where a preferentially water-wet media favours snap-off,
leading to more trapping,

(2) the balance between viscous forces and capillary forces, quantified by the capillary number
Nc,

(3) the ratio between pore and throat size, where large pores and narrow throats enhance
trapping, and

(4) the connectivity between pores, where better connected pores decrease residual trapping.
[5], [44]

At the field scale, residual trapping is determined by the amount of brine contacted by free-
phase CO2, which itself depends on the shape of the plume. The plume shape is a function of
the balance between viscous and gravity forces, which is expressed as the gravity number Ng:

Ng =
kv∆ρg cosα

µv
, (2.8)
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where kv is the vertical permeability, ∆ρ is the density difference between brine and CO2
at reservoir conditions, g is the gravitational acceleration, α is the dip angle, µ is the CO2
viscosity, and v is the sandface Darcy velocity. Large values of Ng correspond to a plume
movement dominated by gravity forces. [45]

2.5.4 Solution trapping

Solution trapping consists of the dissolution of CO2 in the aqueous phase, which proceeds
according to the following chemical reactions:

CO2 (g) +H2O −−⇀↽−− H2CO3 (aq) −−⇀↽−− HCO–
3 (aq) +H+ (aq) −−⇀↽−− CO2–

3 (aq) + 2H+ (aq). [8]

The decomposition of CO2 into H+ and HCO–
3 ions upon dissolution into water leads to a

reduction in pH of the brine from 7.0 to around 3.5–5.0; this decrease in pH lowers the solubility
of CO2 in water. Like in the case of residual trapping, the degree of dissolution depends on the
contact area between the CO2 and the brine, which increases as the plume migrates away from
the injection point. Consequently, both residual and solution trapping are most important in
the post-injection phase, and before CO2 becomes mobilized in mineral trapping. [8], [46]

Solubility of CO2 into brine is a function of pressure, temperature and salinity. The relationship
between pressure and solubility is governed by Henry’s law, in which the concentration of
dissolved gas at equilibrium conditions is proportional to the partial pressure of the gas. On
the other hand, an increase of temperature has a negative effect on solubility; indeed, the
added thermal energy works to overcome the attractive forces between the solvent and the gas
molecules. However, the effect of temperature on solubility is relatively small compared to that
of pressure. Finally, in presence of salts, water molecules are attracted to the salt ions, which
reduces the number of H+ and O–

2 ions available to dissociate gas molecules. Hence, salinity
has a negative effect on CO2 solubility. [40]

The combination of pure CO2 rising upwards due to buoyancy and saturated brine sinking
due to its higher density creates convection currents, which promote mixing and increase CO2
dissolution. [14] In reservoirs with a high vertical-to-horizontal permeability ratio kv/kh, the
CO2 plume will have a larger vertical flow component compared to horizontal, which will be
detrimental to CO2 dissolution into brine. In a similar way, injection into dipping formations
promotes lateral displacement of the plume, increasing the amount of dissolution occurring.
[47]

The proportion of injected CO2 that eventually dissolves into water is in the range of
20 to 60 kg/m3 of brine depending on depth and salinity. [3], [8], [40]

Since dissolved CO2 no longer exists as a separate phase, it is not subject to buoyancy-driven
flow. Consequently, solution trapping is considered a safe storage mechanism. Nevertheless,
there is a risk that the dissolved CO2 comes out of solution in the event of a significant change
in pressure or temperature, for example if the caprock is breached. [8], [23], [32], [35]
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2.5.5 Mineral trapping

The injection of CO2 triggers various other chemical reactions between the porous medium,
brine and injected fluid, such as salt precipitation from the stripping of water molecules by
anhydrous CO2 in the vicinity of the injector, or dissolution of minerals in carbonate reservoirs.
These reactions affect both porosity and permeability near the injector. [3], [6], [7], [21], [41],
[48]–[50]

Furthermore, once CO2 has dissolved into water and dissociated, bicarbonate ions may react
with the surrounding rock to form solid precipitates in the form of carbonate minerals like
calcite, dolomite or siderite. This form of trapping is the most permanent and safest form of
storage. The time for the precipitation reaction to proceed depends on the minerals that react
with CO2; it may be in the order of days for some carbonate minerals, and up to thousands of
years for silicate minerals. [23], [32], [35], [51]

All these reactions have an impact on hydraulic properties such as porosity and permeability,
which in turn affect geomechanical properties such as stiffness and strength. [6], [52] In
particular, mineral dissolution can lead to wormholes and fingering, subsidence, increased
compaction creep, and increased porosity and permeability; conversely, mineral precipitation
leads to a decrease in porosity and permeability. [21], [53] Nonetheless, the effect of chemical
reactions on hydraulic and geomechanical properties appears limited even over large time scales,
especially in shales and mudstones. [21], [47]

2.5.6 Other types of fixation

Other types of trapping may exist, such as CO2 adsorption onto coal or organic-rich shales, or
the formation of CO2 hydrates in cold regions. [8]

In aquifers exhibiting local variations of capillary entry pressure, CO2 may become trapped
under local heterogeneities of high capillary entry pressure while migrating upwards due to
buoyancy. This is a highly secure storage mechanism, which persists even after buoyancy-driven
flow has stopped. The fluid trapped by this mechanism is not susceptible to leaking in case of
caprock integrity loss. This type of local trapping, termed local capillary trapping (LCT), is
very beneficial as the CO2 saturation in these zones is much higher than residual gas saturation,
meaning that a large amount of CO2 can be safely stored through this process. [54]

2.6 Suitable caprock systems

The injected fluid displaces the resident fluid (i.e. brine) and forms a plume which propagates,
driven by the pressure differential between the injection point and the aquifer boundary.
Additionally, CO2 rises vertically due to buoyancy, as CO2 is lighter than the brine initially
present in the aquifer. As a result, candidate aquifers should be capped by an impermeable
layer with geomechanical properties such that it can provide containment for the rising fluid,
as well as sustain the pressure buildup caused by injection over the considered time scale
and for the considered injection strategy. [7], [11], [48], [55], [56] The sealing layer must have
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a sufficient lateral extent to prevent undesired CO2 migration to the surface; in the case of
unconfined aquifers, the areal extent of the caprock might have to be as large as sub-regional
or regional. [6]

The main consideration in determining the suitability of a particular aquifer for geological
storage is seal integrity, which is related to the caprock’s propensity to develop structural
permeability, or its susceptibility to hydraulic fracture propagation. [56], [57] Whereas the
properties of the top seal in depleted reservoirs are already studied, the sealing capability of
aquifer caprocks is initially unknown. [21] As a result, caprock lithology, thickness and fracture
density must be evaluated in order to assess its sealing properties. [56]

In ductile lithologies such as halites, mudrocks and organic shales, fractures are less likely
to be permeable to flow thanks to the self-sealing properties of the medium (fault smearing).
Consequently, caprocks that are able to deform plastically are the least likely to suffer loss of
integrity (fig. 2.5), despite having low shear strength compared to stiff and brittle lithologies.
[11], [21], [57]
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Figure 2.5 – Caprock integrity factor (IF) for different lithologies based on strength, ductility, compress-
ibility and sonic velocity, with halite being the ideal caprock system (IF close to 1). [57]

In order to preserve seal integrity and prevent Darcy-type flow to the upper aquifers and the
surface, caprock permeability should be low, while capillary entry pressure should be high.
More specifically, the caprock’s capillary entry pressure should be higher than the expected
overpressure resulting from the CO2 injection, or the maximum predicted buoyant force of the
CO2 column. [15], [21], [27] Capillary entry pressures for CO2 in CO2-brine systems may be as
low as 0.1MPa and up to 10MPa, meaning that leakage may happen even with very small
overpressures depending on conditions. [21] Caprock capillary entry pressure is a function of
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CO2-water interfacial tension, pore throat size and wettability of CO2 to rock, and is negatively
affected by the presence of discontinuities that have a higher permeability than the rock matrix.
[56], [57]

Finally, while homogeneous caprocks will fail directly above the injection point, failure of
heterogeneous caprocks occurs in zones of high Young modulus and Poisson ratio (stiff zones),
as these are not able to absorb the applied stress by deforming elastically. Accordingly, the
more petrophysically heterogeneous is the caprock, the greater is the risk of CO2 leakage.
[58]

Consequently, thick, homogeneous and unfaulted clays, claystones, mudstones and evaporites
(such as anhydrites and halites) compose most of the suitable caprock systems for CO2 storage.
[6], [11], [21]

2.7 Stress response to CO2 injection

2.7.1 Pore pressure

The injection of cold CO2 causes the aquifer to respond locally due to an increase in pore
pressure and a change of temperature. The extent of the pore pressure increase varies widely
depending on the geometry of the storage formation. In depleted reservoirs, pore pressure at
the start of injection is usually lower than when the reservoir was first produced. On the other
hand, when injecting into saline aquifers, pore pressure will increase beyond initial values,
meaning that caprock integrity at the expected value of overpressure needs to be demonstrated.
Note that many sedimentary basins have an initial state close to limit equilibrium, meaning
that the window of acceptable overpressure is relatively narrow. [25]

The increase in pore pressure is lower in unconfined aquifers compared to confined and semi-
confined ones, as the displaced fluid can travel radially unimpeded. Moreover, when the
pressure disturbance reaches the outer boundary of a confined aquifer, the reflection of the
pressure front causes an additional overpressure. [48]

Aquifers overlain by a relatively permeable caprock (k > 0.01mD) experience a lower pressure
buildup as formation fluid can leak through the seal. [48] Similarly, the presence of fractures
in brittle reservoir rocks decreases the pressure build-up above the injector by favouring lateral
migration of the plume. [59] Rock compressibility also has an effect on pressure build-up; as
formations with a high compressibility can undergo more expansion, the excess pore pressure
is partially absorbed by the increased pore volume. [25]

Note that reaching overpressure may also be desirable in depleted reservoirs, where it would
yield an increased storage capacity. In fact, if water injection has been used to increase recovery
during production, pore pressure at reservoir end-of-life (and beginning of geological storage)
may be the same as initial (pre-production) reservoir pressure, as was the case in the Weyburn
CO2 storage project in Saskatchewan, Canada.

At the Weyburn oil field, unsupported production reduced pore pressure from 15MPa to 6MPa.
Pressure then returned to its initial value because of water injection, and rose to 20MPa
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after starting CO2 injection. There, CO2 is injected both for long-term storage and enhanced
recovery, which means that production and injection are occurring simultaneously. [13]

In the Sleipner project, while the injection well is not equipped with downhole pressure gauges,
the pore pressure increase between 1998 and 2007 has been estimated using seismic travel time
shifts to be at most 0.2MPa. Abnormal pressures have been recorded during the first months
of injection and between 2001 and 2003 due to sand accumulation in the perforated liners and
problems with the thermostatic temperature controls. [13]

The total pore volume of the Utsira sandstone is estimated to be around 6× 1011m3, while the
injected CO2 volume is roughly 18× 106m3

rc, or 0.003% of the total pore volume. Additionally,
the Utsira sand possesses high permeability at 1 to 3D, and no evidence of compartmental-
ization (sealing faults) has been found. As a result of the excellent flow properties and large
extent of the storage formation (the aquifer covers some 26,000 km2), the magnitude of the
pore pressure increase, and hence the geomechanical effects, has been kept very low. [13],
[60]–[62]

2.7.2 Stresses and strains

The original state of stress in the subsurface is a function of depth, pore pressure and active
geological processes. However, in-situ stresses are affected by the pressure and temperature
changes that occur during CO2 injection. [63]

The increased pore pressure results in the volumetric expansion of the reservoir through a
decrease in effective stresses. Because the ground surface is unconstrained, total vertical stress
remains relatively insensitive to pressure variations. On the other hand, the lateral confinement
of the reservoir opposes its horizontal expansion, leading to an increase of total horizontal
stresses. However, in order for the reservoir-caprock system to remain in equilibrium, the
increased σh in the reservoir must be counteracted by a decreased σh above and below the
reservoir (fig. 2.6). This decrease may be sufficient to open tensile cracks within the caprock.
Finally, in the post-injection stage, the reservoir contracts as the built-up pressure subsides,
and faults that were stabilized by reservoir expansion are now at risk of reactivating. Once
pressure has decayed to its new static value however, the reservoir is no longer at risk of
geomechanical failure due to internal forces. [20], [63]–[65]

Injection of a cold fluid also induces thermal contraction of the reservoir rock in the near-
wellbore region, where the resulting horizontal total stress reduction may result in shear failure.
While the opening of fractures in the near-wellbore zone is beneficial to injectivity as it increases
permeability, there is concern that thermal contraction may destabilize fractures in the caprock,
jeopardizing seal integrity. As discussed by Vilarrasa (2016), the reduction in horizontal stress
resulting from injection of a cold fluid benefits caprock stability in normal-faulting stress
regimes (by decreasing the propensity of shear failure), while it decreases caprock stability in
strike-slip and reverse faulting stress regimes. [66] The magnitude of the horizontal total stress
reduction depends on the thermal expansion coefficient of the rock, where a higher coefficient
leads to an earlier failure. [67]
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Figure 2.6 – Horizontal stress response to fluid injection. [57]

If the reservoir is assumed to react elastically to the change in pore pressure, the variation of total
horizontal stress under uniaxial conditions can be written as per the theory of poroelasticity:

∆σh = ν

1− ν
∆σv +

(
1− ν

1− ν

)
α∆p , (2.9)

where ν is Poisson’s ratio, ∆σv is the change in total vertical stress, α is Biot’s coefficient, and
∆p is the pore pressure variation. [63]

Note that ∆σv is equal to zero if the overburden is relatively compliant, and/or if the reservoir’s
lateral extent is much greater than its thickness. If injection has caused reactivation of faults,
the total vertical stress may vary slightly.

The volumetric expansion of the aquifer may be measured as heave on the surface or seafloor,
as well as bending of the caprock above the injector. [13], [21], [22], [28], [58], [68]–[70] Heave
phenomena are amplified at higher injection rates. [70] If the fluid pressure rises to a high
enough level, for example when injecting at high rates, irreversible geomechanical effects
could be triggered, such as the creation of hydraulic fractures or reactivation of critically-
stressed faults due to shear and fault slippage. As faults often have strongly heterogeneous
geomechanical properties, the exact overpressure that will cause the fault to slip may be difficult
to estimate. [21], [28], [67]–[69], [71] The changes in the state of stress also affects multiphase
flow properties of the porous medium, as some petrophysical properties such as permeability
are sensitive to pressure. [13]

Finally, note that the stress-strain relationship of a particular formation depends on many
factors such as lithology, degree of cementation and cementing material, fluid saturation, rock
and fluid compressibilities, reservoir pressure and temperature, porosity and permeability. As
a result, a given overpressure will result in different geomechanical effects depending on the
considered reservoir and caprock system. [41]

2.7.3 Fault reactivation

The increase in total horizontal stresses induced by injection may either stabilize or destabilize
faults, depending on their orientation. CO2 injection has a destabilizing effect on reverse
faults, favouring slippage, and a stabilizing effect on normal faults; consequently, extensional
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stress regimes are more conducive to CO2 injection. [72] However, in the case where CO2 has
migrated into the fault spaces, the resulting decrease of normal fracture effective stress may
cause either type of fault to slip. For a given fault orientation, fault slippage happens if

τ/σn > µ , (2.10)

with τ and σn being respectively

τ = σv − σh

2 sin(2θ) , (2.11)

σn = σv + σh

2 + σv − σh

2 cos(2θ) , (2.12)

where σv is the vertical stress, σh is the minimum principal stress, and θ is the fault dip angle.
[22], [25]

Note that the effect of the pressure increase can be seen far beyond the extent of the CO2
plume, as the pressure disturbance travels further than the plume. [7], [42] Furthermore,
geomechanical effects themselves can happen beyond the extent of the pressure disturbance.
[21] As a result, if the pressure disturbance encounters dormant tectonic faults, it poses the
risk of reactivating them even at great distances from the injector.

Slippage of geological layers along pre-existing faults may cause felt seismic events (fig. 2.7).
While most events occur in the domain of microseismicity, between Mw − 3 and 0 (moment
magnitude scale), fault slippage has the potential to trigger events of magnitude greater than
Mw 3, which might compromise the long-term seal integrity of the storage site. [13], [21], [22],
[28], [71] Depending on the orientation of existing faults, even a small increase of the pore
pressure could trigger seismic events. [55] Since faults are activated upon being reached by the
pressure front, and this front is travelling ahead of the plume, seismic events will be recorded
before leakage happens. In consequence, stopping injection once seismicity is recorded may
suffice to prevent leakage.
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crystalline basement (Zhang et al. 2013; see Fig. 1). Felt

earthquakes could also be induced in undetected minor

faults (Mazzoldi et al. 2012). Nevertheless, the magnitude

of induced earthquakes in minor faults is unlikely to exceed

magnitude 3, which may not cause damage to structures

and infrastructures, but can still be felt by local population

(Rinaldi et al. 2015). Despite the potential of CO2 injec-

tion to induce felt seismic events, there is an agreement

that such large events can be avoided by performing a

proper site characterization and pressure management

(Vilarrasa & Carrera 2015b; Zoback & Gorelick 2015).

Apart from large magnitude induced earthquakes,

induced microseismicity could also be an issue because the

caprock integrity could eventually be compromised if

excessive microseismic activity occurs. Figure 1 shows that

in the surroundings of injection wells, apart from the

effects of pressure build-up and injection-induced stresses

(Segall & Lu 2015), fracture instability may occur due to

thermal stresses induced by cold CO2 injection (Vilarrasa

et al. 2015). CO2 will, in general, reach the storage forma-

tion at a colder temperature than that of the rock because

CO2 does not thermally equilibrate with the geothermal

gradient in its way down the tubing, especially at high flow

rates of injection (Paterson et al. 2008). The consequent

thermal stress reduction induced by cooling brings the

stress state closer to failure conditions and may cause frac-

ture instability accompanied by induced microseismicity

(de Simone et al. 2013).

The thermal stress reduction that occurs in the storage

formation due to cooling is likely to yield shear failure con-

ditions, especially in stiff reservoirs or for large temperature

contrasts. However, shear failure within the reservoir may

be beneficial because shear slip opens up fractures, which

significantly increases their permeability (Rutqvist 2015),

and thus, injectivity is enhanced. What poses a concern is

whether fracture instability may occur in the caprock as

well, because if fractures open up in the caprock, its sealing

capacity could be negatively affected.

Caprock stability may improve if stress heterogeneity

exists between the reservoir and the caprock, which is

common in sedimentary basins due to the heterogeneity

in geomechanical properties between different layers

(Goodarzi et al. 2012; Hergert et al. 2015). If the hori-

zontal stresses are such that the deviatoric stress is smaller

in the caprock than in the reservoir, the caprock may

remain stable with respect to shear failure despite the

thermal stress reduction (Goodarzi et al. 2015). Simula-

tion results have also shown a stabilizing situation when

injecting cold CO2 through a vertical well because the

thermal stress reduction that occurs in the vertical stress

within the reservoir causes stress redistribution to satisfy

stress equilibrium and displacement compatibility. This

stress redistribution results in an increase of the horizontal

total stresses in the lower portion of the caprock (Vilarrasa

et al. 2013) that tightens the caprock in normal faulting

stress regimes, that is stress regimes where the maximum

principal stress is in the vertical direction, due to the

resulting lower deviatoric stress that decreases the likeli-

hood of shear failure.

On the other hand, simulation results of cold CO2 injec-

tion in strike slip stress regimes, that is when the vertical

stress is the intermediate principal stress, show a decrease

in caprock stability induced by cooling (Preisig & Pr�evost

2011; Vilarrasa et al. 2015). Although all the studies that

consider a strike slip stress regime agree that shear failure is

likely to occur in the cooled region of the caprock, at least
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Figure 2.7 – Possible causes of induced seismicity related to CO2 geological storage. [66]

2.8 CO2 leakage mechanisms

In general, CO2 leakage potential is linked to the total fraction of mobile CO2 in the aquifer.
[35] There are several ways through which storage integrity may be compromised (fig. 2.8),
among which:

— diffusive loss through the caprock;

— leakage through pores after the capillary entry pressure is overcome (breaching);

— leakage through pre-existing but initially closed faults and fractures;

— caprock fracturing due to tensile cracks formation;

— leakage through degraded or inappropriately abandoned wells. [11], [21], [59]
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35 Technical Summary

Techniques to remove CO2 from soils and groundwater are 
also available, but they are likely to be costly. Experience 
will be needed to demonstrate the effectiveness, and ascertain 
the costs, of these techniques for use in CO2 storage. 

Monitoring and verification

Monitoring is a very important part of the overall risk 
management strategy for geological storage projects. Standard 
procedures or protocols have not been developed yet but they 
are expected to evolve as technology improves, depending on 
local risks and regulations. However, it is expected that some 
parameters such as injection rate and injection well pressure 
will be measured routinely. Repeated seismic surveys have 
been shown to be useful for tracking the underground 
migration of CO2. Newer techniques such as gravity and 
electrical measurements may also be useful. The sampling 
of groundwater and the soil between the surface and water 
table may be useful for directly detecting CO2 leakage. CO2 
sensors with alarms can be located at the injection wells for 
ensuring worker safety and to detect leakage. Surface-based 
techniques may also be used for detecting and quantifying 
surface releases. High-quality baseline data improve the 

reliability and resolution of all measurements and will be 
essential for detecting small rates of leakage.
 Since all of these monitoring techniques have been 
adapted from other applications, they need to be tested and 
assessed with regard to reliability, resolution and sensitivity 
in the context of geological storage. All of the existing 
industrial-scale projects and pilot projects have programmes 
to develop and test these and other monitoring techniques. 
Methods also may be necessary or desirable to monitor the 
amount of CO2 stored underground in the context of emission 
reporting and monitoring requirements in the UNFCCC (see 
Section 9). Given the long-term nature of CO2 storage, site 
monitoring may be required for very long periods.

Legal issues 

At present, few countries have specifically developed 
legal and regulatory frameworks for onshore CO2 storage. 
Relevant legislation include petroleum-related legislation, 
drinking-water legislation and mining regulations. In 
many cases, there are laws applying to some, if not most, 
of the issues related to CO2 storage. Specifically, long-term 
liability issues, such as global issues associated with the 

Figure TS.8. Potential leakage routes and remediation techniques for CO2 injected into saline formations. The remediation technique would 
depend on the potential leakage routes identified in a reservoir (Courtesy CO2CRC).

Figure 2.8 – Possible CO2 leakage mechanisms and remedial measures. [8]

2.8.1 Caprock breaching

Originally, the caprock is able to sustain a certain pressure discontinuity at the CO2-brine
interface. Once buoyancy pressure overcomes the capillary entry pressure, CO2 invades the
caprock (fig. 2.9). If there are conductive paths through the caprock, CO2 will leak into the
upper aquifers; otherwise, a pressure gradient is maintained across the seal. [21]
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Energies 2022, 15, 4351 5 of 22

Table 3. Porosity and permeability characteristics classification of gas storage caprock of depleted oil
and gas reservoir.

Classification Crack Development Porosity/% Permeability/(10−3 mD)

I Crack not developed <2.5 <1

II Small amount of crack developed 2.5~5 1~10

III Certain degree of developed crack,
and no thorough crack is formed 5~8 10~100

IV Crack developed with
penetrating cracks >8 >100

2.4. Displacement Pressure
2.4.1. Direct Displacement Method

Displacement pressure is the most intuitive parameter to determine the sealing ca-
pacity of the caprock. It refers to the minimum pressure at which the wetting phase in
the caprock is displaced by the non-wetting phase, and essentially refers to the capillary
pressure of the largest communicating channel of the rock. Previously, adsorption and
mercury intrusion methods are usually adopted in the laboratory to indirectly measure
the displacement pressure of the rock (Figure 1). At present, the direct method is mainly
adopted to test the displacement pressure of caprock. Experimental procedure is as follows:
(a) Saturate the caprock with formation water or insensitive fluid, (b) calibrate the circum-
ferential pressure according to the depth of the well, (c) displace the wetting phase with
non-wetting, and regularly pressurize until the non-wetting breakthrough (Figure 2), and
the pressure increments and time settings follow standard SY/T 5748-1995. Pc means the
capillary pressure, the Pc-entry is the pressure that the non-wetting phase enters the pores
of the rock, Pc-threshold is the minimum differential pressure between the nonwetting
phase and the wetting phase at which the gas starts to move continuously through the rock,
and Pc-breakthrough is the “second threshold pressure” at which non-wetting phase flow
at the downstream side increases sharply [20]. The breakthrough pressure measured by
the direct displacement method is slightly higher than the actual displacement pressure,
but when the long-term experiment is carried out, the breakthrough pressure of the rock is
basically close to the displacement pressure [19].
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Figure 1. Mechanism of gas breaking through caprock [20]. Figure 1. Mechanism of gas breaking through caprock [20].Figure 2.9 – Mechanism of gas breakthrough across the caprock. [73]

2.8.2 Caprock fracturing

Fault opening and reactivation is one of the greatest risks posed to storage integrity. [13], [59]
Fractures can open due to tensional forces if the fluid pressure exceeds the fracture pressure,
creating pathways that allow free-phase CO2 to flow through the caprock, driven by buoyancy.
[21], [37], [56], [59] Alternatively, if the applied shear stress overcomes the resistant force of the
fracture asperities, shear opening of fractures can occur. [7]

To avoid fracturing of the caprock, the pore pressure gradient should never be allowed to
exceed the caprock fracture gradient, which may be evaluated from leak-off tests performed
above the intended injection point. [21] There are several possible scenarios which may induce
a fracture (fig. 2.10):

— in case (a), a crack is formed when the tensile stress exceeds the tensile strength of the
material;

— in case (b), the fracture occurs due to a compressional load and is parallel to the loading
direction;

— in case (c), the crack initiates at the top of the block (which is under tensional load) and
propagates to the bottom (which is under compressional load);

— case (d) represents a general scenario, where the block is subject to loads from all sides
and fails mainly due to shear. [35]
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Fig. 2. A general flow diagram for iterative coupling [11] 

In Fig. 2, the criterion of pressure (ep), porosity (eΦ) or 
mean total stress (eσ) is used for coupling iteration, which 

would yield a solution similar to the fully coupled 

method. For many problems, use of coupling loop 

iterations is not necessary to obtain satisfactory results 
[11,16]. 

4. COUPLING VARIABLES 

As illustrated in Fig. 2, the two main coupling variables 
that affect the reservoir flow are porosity and fracture 

permeability. Their updated values are used in the fluid 

flow equations to calculate new pressure and temperature 
as well as other variables for the next time step. 

4.1. Porosity 
The iterative approach has been proved to be a successful 
coupling method [12,13,14]. Solutions of this approach 

compare well to those obtained by the fully coupled [15] 

and analytical solutions [16]. In this work, the porosity 
formula developed by Tran et al. [17] is adopted. The 

coefficients of the porosity function computed by the 

geomechanics module are used for matrix porosity but not 
for the fracture porosity. To compute the fracture porosity, 

a linear relationship with respect of pressure and 

temperature is considered adequate since the fracture 

porosity change does not play a large role compared to 
that of the matrix porosity. 

4.2. Fracture Permeability 
The fracture permeability which is defined as the 

permeability caused by fracture due to cracks is used for 

modeling fluid flow. When the strength of the material 

fails to withhold its particle bonding, a crack gets initiated 
that propagates in the direction perpendicular to the 

minimum principal effective stress. When a crack occurs, 

the fracture permeability becomes non-zero and the CO2 

gas can move out of the storage aquifer. In addition, gas 

mobility being very large, even a small increase in 
fracture permeability, can lead to significant amount of 

gas flow from a high to a low pressure region. 
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Fig. 3. Onset of crack in a block subject to loads 

Fig. 3 (a,b,c,d) shows fracturing mechanism in a block 

subject to loads. In case (a) the fracture occurs in the 
direction perpendicular to the loads when the loads are 

pulled away on both sides of the block to cause a tensile 

stress. A crack occurs when the tensile stress goes below 

its material tensile strength. In case (b) the crack occurs 
when the loads compress from both sides of a block. The 

crack direction in this case is parallel to the direction of 

loads. Normally, the compressive loads required to crack 
the block are much higher than the tensile loads in case 

(a). The crack may also occur in the case of bending of a 

block as in case (c). In this case, the stress on the top side 

of the block is tensile whereas the stress on the bottom 
side of the block is compressive. If the tensile stress 

becomes lower than the tensile strength, the crack initiates 

from the top of the block and propagates down to its 
bottom. A general scenario can be seen in case (d) where 

the block is subject to loads from all sides. The effective 

stress which is normal to the fracture is called fracture 
normal effective stress (σ

/
fn) and the stress that is parallel 

to the fracture is called fracture shear stress (τ). In this 

case, the rock fails mainly due to shear. Shear stress (τ) 
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Figure 2.10 – Possible mechanisms of crack onset in a block subjected to loads. [35]

Note that when investigating caprock failure, horizontal fractures are hardly relevant as they
do not affect vertical transmissibility; the critical fractures are those that are vertical (subject
to tensile opening) or subvertical (subject to shear opening). [35]

2.8.3 Leakage through wells

Due to the corrosive properties of CO2 on cement and the intended life of injection wells, the
materials used to line wells must have extremely strict specifications in order to avoid leakage
because of cement degradation. [21] The expansion of the reservoir against the overburden
may also induce shear stresses in the wellbore, potentially triggering casing failure. [13]

2.9 Tensile opening of fractures

The stress acting on a volume of rock due to the weight of the overburden is partially sustained
by the fluid present inside its pores. For materials with incompressible grains, i.e. soils, this
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relationship can be described using Terzaghi’s law:

σij = σ′
ij + pδij , (2.13)

where σij is the total stress or overburden stress tensor, σ′
ij is the effective stress tensor, i.e.

the stress sustained by the rock grains acting on each other, p is the pore pressure, i.e. the
pressure exerted by the fluid on the rock grains, and δij is the Kronecker delta or identity
matrix I. [58], [70], [74], [75]

Furthermore, a generalization of Terzaghi’s law applicable to rocks can be written as

σij = σ′
ij + αpδij , (2.14)

where α is the Biot-Willis coefficient, which is a dimensionless scaling factor representing the
interaction between pore pressure and effective stress. Real rocks may have a Biot coefficient
ranging between 0.7 and 1.0, with lower values at higher depths. [74], [76], [77] Biot’s coefficient
is defined as

α = 1− K ′

Ks
, (2.15)

where K ′ is the drained bulk modulus of the rock skeleton, and Ks the bulk modulus of the
solid grains.

Tensile failure (or hydraulic fracturing) is assumed to occur when the pore pressure exceeds the
least principal effective stress by an amount larger than the tensile strength of the rock, or

p ≥ σ′
3 + T0 , (2.16)

where σ′
3 is the least principal effective stress, and T0 is the tensile strength. The tensile

strength of sedimentary rocks is of a few MPa at most, and is often assumed to be zero. [58],
[74]

Once the failure criterion is reached, tensile failure occurs and the fracture propagates perpen-
dicularly to the direction of the least principal effective stress σ′

3. [58] If the pore pressure is
reduced such that the tensile failure criterion is no longer satisfied, the fracture will begin to
close but may remain partially open if the fracture walls have experienced shear displacement
and are no longer interlocking. [78]

2.10 Monitoring of geomechanical effects

A number of methods are available to quantify the geomechanical changes resulting from CO2
injection (fig. 2.11). Compaction or expansion of the reservoir and overburden can be correlated
from seismic data through travel time shifts. Changes in seismic anisotropy (indicated by shear
wave splitting) can also indicate rotation of the stress tensors during deformation. Alternatively,
subsidence or heave can be measured at the surface using satellite imaging techniques such as
InSAR (interferometric synthetic aperture radar) or GPS surveying. For subsea storage sites,
where satellite imaging is not possible, tiltmeters can be placed either in the borehole or at the
surface to measure the change in inclination resulting from uplift. [13], [61], [79], [80]
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2 CO2 injection in deep saline aquifers

geomechanical deformation experienced at these large “mega-
tonne” storage sites, as these will inform us of the potential geo-
mechanical issues that will be experienced as commercial-scale,
megatonne injection sites are developed in the coming decades.

Geomechanical Response to CO2 Injection
The effective stress, σ′ij, acting on porous rocks is defined by
Terzaghi (13) as follows:

σ′ij ¼ σij − βW δijP; [1]

where σij is the stress applied by regional tectonic stresses and
the overburden weight, βW is the Biot–Willis coefficient, δij is the
Kroenecker δ, and P is the pore pressure. Therefore, any in-
crease in pore pressure induced by injection will reduce the ef-
fective stress, which will in turn lead to inflation of the reservoir.
The magnitude of this inflation will be controlled by the magni-
tude of the pore pressure increase, and the geometry and mate-
rial properties of the reservoir (14).
As well as directly changing the effective stress acting on

reservoir rocks via Eq. 1, inflation of the reservoir will lead to
changes in the applied stress both in and around the reservoir.
Small amounts of deformation are common in many settings, and
will not pose a risk to storage security. However, if deformation
becomes more substantial, it can affect storage operations in
a number of ways, illustrated schematically in Fig. 1. The prin-
cipal risks posed by geomechanical deformation to secure storage
are summarized below.

Reservoir Inflation and Alteration of Flow Properties. Pore pressure
increase and inflation can influence the flow properties of
a storage reservoir. Laboratory experiments show that perme-
ability is sensitive to pressure (15). Furthermore, pore pressure
increases may open existing fracture networks in the reservoir, or
create new ones, along which CO2 can flow more rapidly. Per-
meability increases within the reservoir will not pose a direct
leakage risk. Nevertheless, if permeability is increased during
injection, this will reduce the accuracy of fluid flow simulations
used to predict the resulting CO2 distribution. The result may be
that CO2 reaches spill-points or breaks through at other wells
faster than anticipated, reducing the amount of CO2 that can be
stored. For example, Bissell et al. (16) have shown that injectivity
at In Salah is pressure dependent, implying that CO2 flow is
controlled at least in part by the opening and closing of fractures
in the reservoir.

Fracturing of Sealing Caprocks. Deformation in a reservoir is
generally transferred into the surrounding rocks. This can lead
to the creation or reactivation of fracture networks around and
above a reservoir. Fractures running through an otherwise
impermeable caprock could compromise the storage integrity,
providing permeable pathways for CO2 to escape from the
reservoir. This is probably the greatest risk to storage security
posed by geomechanical deformation. Leakage of gas through
fractured caprock has been observed above hydrocarbon res-
ervoirs (17, 18) and at natural gas storage sites (19).

Triggering of Seismicity. Beginning with the earthquakes triggered
by waste fluid injection at the Rocky Mountain Arsenal (20), it
has been recognized that subsurface fluid injection is capable of
triggering felt (of sufficient magnitude to be felt by nearby
populations, so typically ML > 2) seismic events on preexisting
tectonic faults (21). Recently, examples of tectonic activity trig-
gered by disposal of waste water from hydraulic fracturing have
been noted. Of course, it should be kept in mind that, of thou-
sands of fluid injection wells, only a handful have experienced
such seismic events (22). Even if felt seismicity is induced during
CO2 injection, it is unlikely that events would be of sufficient

magnitude to damage property or endanger life. Nevertheless,
regular triggering of felt seismic events would represent a sig-
nificant “own-goal” from a public relations and political per-
spective, and local opposition has already proved to be a significant
obstacle to planned CCS projects (23). More significantly,
triggering of larger seismic events will indicate that the failure
condition on small faults has been met due to anthropogenic
pressure changes, with implications for caprock integrity issues as
discussed above.

Wellbore Failure and Casing Damage. Geomechanical deformation
in producing reservoirs has been observed to cause failure of
wellbore casing (24). It is conceivable that either bedding-parallel
slip in layers above the reservoir, or expansion of the reservoir
against the overburden, could cause shearing of the wellbore. As
well as the associated costs, damaged well casing in the over-
burden presents a significant leakage risk. Although the authors
are not presently aware of any incidence of geomechanically in-
duced wellbore failure during CO2 injection, the risk to storage
integrity posed by mechanical effects in the wellbore is an issue
that must be considered at future storage sites.

Monitoring Geomechanical Deformation
Fig. 1 also illustrates the variety of methods that can be used to
monitor geomechanical deformation in the field. Although the
importance of geomechanical deformation in oil production is
becoming increasingly appreciated, monitoring it in the field
remains something of a niche activity. Nevertheless, a number of
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Fig. 1. Schematic illustration showing how geomechanical deformation can
influence CO2 storage sites (red text), and potential monitoring options
(blue text). Adapted from Herwanger and Horne (34).
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Figure 2.11 – Possible monitoring techniques for CO2 geological storage. [13]

Additionally, when hydrogen-deficient CO2 displaces hydrogen-rich water or hydrocarbons, the
change in saturation can be observed in neutron-porosity logs as an increase in hydrogen index.
[81]

Finally, if significant overpressures are expected, i.e. for small reservoirs with low permeability,
induced microseismicity may be recorded using geophones placed either in monitoring wells or
at the surface. [13], [61]

2.11 Geomechanical characterization of potential storage sites

In order to properly assess the geomechanical behavior of a particular storage formation, a
wide range of data must be collected, namely:

— in-situ stresses;

— rock strength (compressive shear strength and tensile strength);
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2 CO2 injection in deep saline aquifers

— rock deformation properties (elastic constants);

— rock thermal properties (thermal expansion coefficient);

— presence, location, extent, orientation and strength of discontinuities;

— initial pore pressure and temperature distributions;

— expected pore pressure and temperature changes during operation. [27]

In tectonically-stable depositional environments, and where strata can be considered as mostly
flat (“layer-cake” stratigraphy), the overburden stress can reasonably be assumed to be a
principal stress. Consequently, the in-situ state of stress can be fully characterized by knowing
σv, σH, σh and the azimuth of either one of the horizontal stresses, being the two horizontal
stresses orthogonal. Knowing the in-situ state of stress and elastic properties of the storage
formation is necessary to estimate the reservoir fracture pressure, and thus the maximum
allowable injection pressure. [20], [27]

Regarding seal integrity evaluation, additional data is needed from the caprock, typically
obtained from core samples:

— permeability and capillary entry pressure;

— mineralogical composition, to assess the potential for geochemical reactions with CO2;

— pore water analyses, to determine the origin of the pore fluid;

— reactivity of the caprock to CO2 and brine;

— presence of faults and facies changes within and above the caprock, determined from
seismic sections;

— properties of discontinuities within and above the caprock, to evaluate tightness and
leakage potential. [20]
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3 Barton-Bandis model of fracture closure

3.1 Generalities

Joints that have not been healed and mineralized are particularly affected by changes in the
state of stress as they have lower stiffness and shear strength than the rock matrix. Additionally,
unfilled joints have very low or null tensile strength and cohesion. As a result, most of the
elastic deformation in a rock is the result of joint slippage and closure, in particular that of
pre-existing fractures since their mechanical properties are lower than those of the intact rock.
[65], [82]–[85]

Several empirical models are available to model changes in matrix and fracture permeability
due to geomechanical effects. The Barton-Bandis hyperbolic fracture closure model is one of
the most widely used models to represent tensile and shear failure of fractures, for example
in hydraulic fracturing. [68], [86] This empirical model is based on extensive loading and
unloading tests of fractures from many different outcropping rock lithologies (64 joint samples
of 5 different rock types, i.e. slate, dolerite, limestone, siltstone and sandstone). [78], [84],
[87]–[90]

According to the Barton-Bandis model, the parameters needed to fully characterize joint
behavior both in shear and in compression are as follows:

(1) JRC, joint roughness coefficient (dimensionless);

(2) JCS, joint compressive strength (kPa);

(3) σc, unconfined compression strength of the rock adjacent to the joint wall (kPa);

(4) φr, residual friction angle (deg);

(5) E, mechanical fracture aperture (m);

(6) e, conducting or hydraulic fracture aperture (m). [90]

3.2 Normal fracture closure behavior

The Barton-Bandis model considers that fracture walls are irregular with a given roughness.
Fractures are naturally present in rock due to tensional, shear or mixed brittle failure. When
an open fracture is subjected to a normal stress that causes it to close, and if the fracture
was subjected to a shear stress that resulted in shear displacement during its past history, a
residual aperture can be observed due to the fact that the fracture irregularities no longer
interlock, and full joint closure can no longer be reached. Bandis et al. (1983) proposed a

28



3 Barton-Bandis model of fracture closure

hyperbolic function to model fracture closure using a few simple measurements from index
tests. [78], [82], [83], [87], [91], [92]

Closure of a fracture due to normal stress causes the asperities on the fracture walls to come
into contact. The contact area increases as the fracture closes and asperities deform, which
leads to an increased normal stiffness and a decreased permeability. [87], [93] As σn increases,
joint closure becomes almost exclusively dependent on the deformability of the asperities. [82]
This behavior is independent of the rock and joint type. Bandis et al. (1983) found that the
relationship between normal stress and fracture closure is strongly non-linear, and they fitted
their empirical findings with

σ′
n = kni · Vj

1− Vj/Vm
or Vj =

σ′
n

kni + σ′
n/Vm

, (3.1)

where σ′
n is the effective normal stress (positive in compression), kni is the initial normal fracture

stiffness, i.e. the rate of change of the normal stress with respect to the normal displacement,
Vj is the joint normal closure at a given state of normal stress (positive in closure), and Vm
is the maximum normal closure, i.e. the difference between the maximum opening and the
smallest aperture. [82], [87]–[89]

The normal, stress-dependent mechanical fracture aperture is related to fracture closure
according to

En = E0 − Vj , (3.2)
where E0 is the initial mechanical joint aperture, or

E0 =
JRC
5

(
0.2 σc

JCS − 0.1
)
, (3.3)

with the relative alteration σc/JCS being a dimensionless number. [82], [85], [89]–[92], [94]
Mechanical aperture usually varies from 0.05 to 1mm. [95]

For unaltered or unweathered joint surfaces, the JCS is equal to σc and the mechanical aperture
becomes a function of surface roughness only, or

E0 =
JRC
50 . [85], [90]–[92] (3.4)

Maximum fracture closure Vm and initial normal fracture stiffness kni are a function of initial
aperture E0, joint compressive strength JCS and joint roughness coefficient JRC, which are
experimental parameters proposed by Barton and Choubey (1977) to characterize joint walls.
Vm and kni can be estimated from laboratory experiments as

Vm = −Av −Bv · JRC− Cv

(
JCS
E0

)−Dv

, (3.5)

kni = −Ak −Bk · JRC− Ck

(
JCS
E0

)
, (3.6)

where A ∼ D are empirical constants obtained from regression on laboratory experiments.

The factors influencing the behavior of joint normal stiffness with fracture closure are the
initial contact area, joint wall roughness, strength and deformability of the asperities, and
properties of the infilling material if present. [82]
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3 Barton-Bandis model of fracture closure

3.3 Joint roughness coefficient

3.3.1 Generalities

The JRC is a measure of the slip angle of a jointed rock sample, and is defined for unweathered
joints as

JRC = tan−1 (τ/σn)− φb

log (σc/σn)
, (3.7)

where τ is the peak shear strength under a normal stress σn, and φb is the basic friction angle
of the slip surface. [91], [96]

For weathered joints, σc is replaced by the JCS such that

JRC = tan−1 (τ/σn)− φb

log (JCS/σn)
. (3.8)

Most commonly, the JRC is either estimated from profile matching or measured with the
amplitude-over-length (a/L) method. [91] It typically takes values between 0 and 20, with 0
being a smooth and planar surface and 20 a very rough and undulating surface. [7], [94], [95],
[97]

3.3.2 JRC determination

Profile matching

Profile matching was proposed by Barton and Choubey (1977) and is the simplest empirical
method of evaluating the JRC. [94] The considered joint is physically compared with a set of
ten roughness profiles, each corresponding to a certain range of JRC values (fig. 3.1).
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3 Barton-Bandis model of fracture closure

Figure 3.1 – Typical joint roughness profiles with corresponding JRC ranges. [98]

Amplitude-over-length methods

The original empirical correlation for scale-corrected JRC is given as

JRC =


400a/L , L = 0.1m;
450a/L , L = 1m;
500a/L , L = 10m;

(3.9)

where a is the maximum joint roughness amplitude measured over a sample of length L.
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3 Barton-Bandis model of fracture closure

An abacus can also be used to obtain the corresponding JRC value from the amplitude
measurement (fig. 3.2).

JRCz

8<
:

400a=L ðfor L ¼ 0:1mÞ
450a=L ðfor L ¼ 1mÞ
500a=L ðfor L ¼ 10mÞ

(16)

where a is the maximum amplitude measured over a joint sample,
and L is the sample length.

Based on the relationships presented in Eq. (16), Barton (1981)
developed a simple straight-edge method, as shown in Fig. 10.
Through the straight edge method, values of the maximum
amplitude (a) measured over a sample length (L) of 0.1 m or up to
1 m and occasionally up to several meters can be used to obtain a
rough estimate of the JRC at the appropriate scale. Note that in
practice, when laying a straight edge along a joint plane, there may
be intermediate contact points for the straight edge and corre-
spondingly smaller amplitudes. These should all be recorded,
making a ‘cloud’ of results (representing roughness variation at
different scales). The diagram is then used to extrapolate the
approximate JRC value for the desired block size. Block size is given
by the mean spacing of joints crossing the joint in question.

Du (1993) examined the straight edge method using the sta-
tistical data of the JRC measured from rock joints in Xiaolangdi,
China. These researchers pointed out that the measurement accu-
racy of the straight edge method is sufficient to meet the re-
quirements of JRC estimates for the surface morphology of rock
joints with undulations on the order of millimeters. In addition, the

straight edge method has the advantages of being simple and fast.
These co-workers also found that the JRC in engineering practice
can sometimes be greater than 20. This was also found in mea-
surements of a rough bedding plane in limestone at the Karun IV
arch dam in Iran. Maximum smaller-scale values of JRC of up to 30
were suggested, but when extrapolated to 2 m block sizes, JRC was
11. Because of the sometimes larger JRC values, Du et al. (1996)
proposed a modified straight-edge method (Eq. (17)):

JRC ¼ 49e29L0=450L arctanð8a = LÞ (17)

where L0 is the sample length of a joint at the laboratory scale
(100 mm).

Considering the small angle approximation tan(i) ¼ i (herein,
the angle i equals 8a/L), Eq. (17) implies that JRC is equal to 400e
500 times the overall angle of inclination associated with the
highest amplitude (i.e. ‘first order’) asperity of the joint. Thus, in a
logical conclusion, Eq. (17) implies that JRC might be directly pro-
portional to the first-order asperity angle. It should be noted that
JRC is a mechanical parameter that describes the contribution of
surface roughness and undulation to the shear strength of joints. It
is a very important parameter in the BB criterion. In this criterion,
JRC is not equal to the dilation angle or friction angle, but its effect
on shear strength is related to JCS and sn. Additionally, the first-
order roughness (waviness) and the second-order roughness (un-
evenness) mutually govern the joint mechanical behavior. The
estimation of JRC values by ‘a/L’ approach is a simplified strategy
based on the assumption that the shear strength of rock joints can
be estimated approximately from the first-order roughness.
Although the shear strength is mainly governed by the first-order
roughness, different-order asperities are involved in the shear
process. We have to admit that previous studies have commonly
emphasized the relationship between the rock joint shear strength
and the overall roughness. In the future, more attention should be
paid to the accurate prediction of joint shear properties based on
the quantitative evaluation of independent contributions of wavi-
ness and unevenness.

To estimate the JRC values of joints with laboratory scales, Du
et al. (2009) proposed a basal roughness ruler. As shown in Fig. 11,
the effective length and width of the ruler are 10 cm and 1.5 cm,
respectively. This ruler is manufactured from 3 mm thick biological
glass. On the left side of the ruler is noted the amplitude of a joint
profile Ry0. The appropriate JRC value of a joint with laboratory
scale (JRC0) is shown on the right side of the ruler.

4.4. Summary

Until now, the visual comparison, experimental (particularly the
tilt test), and amplitude/length (a/L) methods are themost practical
and readily available methods for estimating the JRC. Among them,
tilt testing and a/L methods are recommended in engineering
practice because the visual comparison method is inevitably sub-
jective (Barton and Bandis, 2017). Additionally, the statistical and
fractal theories have been introduced to JRC estimations (e.g. Tse
and Cruden, 1979; Yu and Vayssade, 1991; Kulatilake et al., 2006;
Tatone and Grasselli, 2010; and many others). The statistical and
fractal methods rely on establishing relationships between the JRC
and statistical parameters or fractal dimensions. For example, there
is a strong correlation between the JRC and the standard deviation
of the inclination angle, SDi (Yu and Vayssade, 1991). Pre-JRC
development, the importance of SDi and its close resemblance to
peak dilation angles when shearing rough tension fractures were
demonstrated in Barton (1971) (see also Seidel and Haberfield,
1995). Both the self-similar and self-affine fractals have been sug-
gested for quantifying rock joint roughness. However, rock joint

Fig. 10. Joint roughness amplitude/length on various measurement lengths provides
estimates of JRC when extrapolated to the desired mean block length (from the mean
spacing of cross-joints). This may be of a larger dimension than the available straight-
edge lengths (after Barton, 1981).
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Figure 3.2 – Amplitude-over-length method abacus for JRC correlation. [99]

An alternative a/L method has also been proposed to address the problem of excessive JRC
values when using small-scale samples:

JRC = 49 exp(29L0/450L) arctan
(8a
L

)
, (3.10)

where L0 is the sample length of the joint at laboratory scale (100mm). [99]
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Tilt tests

Performing tilt tests on jointed cores (fig. 3.3) is a more reliable method of indirectly obtaining
the JRC, which is calculated according to

JRC = α− φr

log (JCS/σ′
n0)

, (3.11)

where α is the tilt angle at which sliding occurs, σ′
n0 is the effective normal stress acting across

the joint when sliding occurs (i.e. the weight of the upper portion of the sample, corrected for
the sliding angle, divided by the joint area), and φr is the residual friction angle. [85], [90],
[98], [100] It should be noted that for residual non-dilatant joint surfaces, where the JRC is
equal to zero, α is equal to φr. [90]

Figure 3.3 – Representation of a tilt test on faulted core. [98]
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Being the residual friction angle φr very difficult to determine experimentally, an empirical
approach has been proposed, in which

φr = (φb − 20) + 20 r
R

, (3.12)

where φb is the minimum friction angle of flat, unweathered rock surfaces (such as those
resulting from a saw cut) obtained from tilt tests, r is the mean Schmidt rebound number on
saturated and weathered joint surfaces, and R is the mean Schmidt rebound number on dry,
unweathered rock surfaces. [90], [98]

Usual values for φr are 20 to 35° (respectively strongly weathered and unweathered), while the
basic angle of internal friction φb typically ranges between 25 and 35°. [95], [96], [98]

3.4 Joint compressive strength

The most widely used technique to estimate the JCS is by employing the Schmidt hammer,
with

log JCS = 0.0008 · γ ·R + 1.01 , (3.13)

where γ is the mean unit weight of joint wall material, and R is the mean rebound number
from the L-type Schmidt hammer on dry joint surfaces. [82], [85]

Other methods have been proposed by Barton (1978). [101]

3.5 Scale-dependence

Both the JRC and the JCS are scale-dependent. Consequently, measurements obtained from
small-scale laboratory samples must be extrapolated to in-situ block sizes. This is done using
two empirical correlations proposed by Barton (1982):

JRCn = JRC0

(
Ln

L0

)−0.02JRC0

, (3.14)

JCSn = JCS0

(
Ln

L0

)−0.03JRC0

, (3.15)

where the n subscript refers to in-situ block sizes, and the 0 subscript refers to 100mm core
samples. [85], [98], [102]

3.6 Hydraulic fracture aperture

When computing fracture permeability, the relevant section is that which is open to flow, i.e.
the hydraulic or conducting fracture aperture e. It is defined as the aperture of a smooth
conduit with the same permeability as the real fracture. [93] The hydraulic aperture is smaller
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3 Barton-Bandis model of fracture closure

than the mechanical aperture E because the asperities of the joint walls can block or impede
fluid motion. [85], [88]

Note that the larger the fracture opening, the closer is e to E. The exact ratio between e and E
depends on the amount of shear displacement experienced by the joint (shear-induced dilation).
[78], [92] In some cases, shear-induced dilation or tensile opening can open the fracture enough
that both values become equal. [102] Usual values for e are 0.005 to 1mm. [95]

Hydraulic aperture is defined through an empirical relation, and depends on whether the
fracture is critically stressed:

e =


E2

n
JRC2.5 , us/upeak ≤ 0.75 (i.e. normal closure);

E0.5
n JRCmob , us/upeak ≥ 1 (i.e. shear closure);

(3.16)

where JRCmob is the mobilized JRC (dimensionless), upeak is the peak shear displacement and
us the actual shear displacement, with the ratio us/upeak being dimensionless. In the case where
0.75 ≤ us/upeak ≤ 1, e is interpolated linearly, and the first case is only valid for E/e ≥ 1. [85],
[92], [94], [97], [98], [102]

Note that the findings of Lavrov (2016) and Chen et al. (2000) are inconsistent with Barton’s
formulas for hydraulic aperture. [93], [103]

The term us/upeak is a measure of the shear displacement experienced by the joint and indicates
whether the fracture is critically stressed. Critically stressed fractures are defined as fractures
where the actual shear displacement is larger than peak shear displacement, i.e. us/upeak ≥ 1.
This ratio depends mainly on the block size, where fractures with a larger block size are more
likely to be critically stressed. [91], [92], [104]

Generally, the hydraulic aperture e is roughly equal to to the mechanical aperture E for
critically stressed fractures, and close to zero for non critically stressed fractures. In this second
case, the slight mismatch between the asperities of the fracture walls may result in a small
contribution to flow, i.e. a low value of e. [91]

Actual shear displacement us is obtained from numerical modelling, while peak shear displace-
ment upeak can be estimated as

upeak =
Bn

500

(
JRCn

Bn

)0.33

, (3.17)

where Bn is the block size (i.e. the spacing of the fracture set that intersects the fracture of
interest), and JRCn is the JRC corresponding to block size Bn. [91]

3.7 Mobilization of roughness during shear

The JRC values considered previously have been peak values. The mobilized JRC (JRCmob) is
a measure of the roughness which is actually mobilized during shear displacement (pre-peak),
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or the roughness which is destroyed post-peak. [90], [100], [102] The ratio JRCmob/JRCpeak
can be calculated from the following empirical relationship:

JRCmob

JRCpeak
= −φr

i
, and i = JRCpeak · log

JCS
σ′
n

, (3.18)

where φr is the residual friction angle, σ′
n is the normal stress acting across the joint, and the

ratio JCS/σ′
n is dimensionless. [90], [98]

3.8 Fracture permeability

The fracture permeability of each segment is computed as

kf =
e2

12 . [65], [105] (3.19)

Fracture permeability usually presents hysteresis in loading-unloading cycles, in which kf after
unloading is higher than it was at the same stress level during loading. [93] The contribution
of fracture flow to total flow depends on the ratio between fracture and matrix permeability,
where a higher matrix permeability equals a lower contribution of fracture flow. [91]

Equation (3.19) can be used to directly measure hydraulic fracture aperture e from borehole
pumping tests. Packers are set to isolate individual joints, and the pumping test is interpreted
as

e =
√
12kf . [90] (3.20)

3.9 Model range of validity

The Barton-Bandis model is a proven method of characterizing rock joint behavior, and has
been extensively used in the field. The necessary parameters can be estimated from several
possible methods involving simple index tests, and have an actual physical meaning. [84] The
model is able to describe the behavior both of stiff fractures (where stiffness is initially high and
slowly increases with normal stress) and of compliant fractures (which are highly compressible
at low values of stress, and become very stiff as closure approaches Vm). [87]

In theory, the Barton-Bandis model is not applicable to cases where fractures of different
dimensions are present, due to the scale-dependence of parameters such as the JRC and JCS.
Even in this case, it often provides a better empirical fit compared to other models. [88]
However, the model is only valid for positive values of effective normal stress, and is not
applicable at high values of normal stress, where negative apertures might be predicted. Since
the Barton-Bandis model does not consider the impact of diagenesis, it is theoretically not
applicable to carbonates and other chemically reactive rocks, as chemical reactions may modify
fracture aperture and roughness. [83], [92] In addition, the original model is based on fracture
apertures ranging between 0.1 and 0.6mm, while some studies have found rocks with fracture
apertures as low as 0.002mm. [83]
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3 Barton-Bandis model of fracture closure

Finally, note that when a field is first developed, information regarding joint roughness and
aperture is rarely available, as acoustic or electric logs do not possess the necessary resolution
to provide reliable data. As a result, this data is often gathered from outcrop samples, which
may not represent properties at depth. [93]
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4.1 Generalities

CMG GEM is a compositional reservoir simulator based on the finite volume method (FVM)
and equipped with a geomechanical solver. It uses either the Peng-Robinson (PR) or the
Soave-Redlich-Kwong (SRK) cubic equations of state to model fluid properties (component
composition, fugacity in the gas phase, gas density and compressibility of each phase). Material
balance equations are solved at each block face using the finite difference method (FDM). [4],
[12], [37], [60], [79], [85], [106]–[109]

Fugacities of the components in the gas phase are calculated from the EoS, and fugacities in
the water phase are modelled with Henry’s law. Harvey’s correlations are used to calculate
Henry’s constants when temperature and salinity vary throughout the aquifer. [37], [60], [65],
[79], [108]

Gas viscosity is determined from the component viscosities using mixing rules, while aque-
ous phase viscosity is calculated from the Kestin et al. (1981) correlation. For gas viscosity
predictions, the Pedersen correlation can be used if experimental data is available, or, alterna-
tively, the HZYT or Jossi, Stiel and Thodos (JST) models can be applied. Note that at high
pressures, the Pedersen correlation shows better results than the JST model. Finally, GEM
uses Péneloux’s volume shift to improve molar volume predictions of both PR and SRK EoS.
Aqueous phase density is calculated from the Rowe and Chou (1970) correlation. [37], [60],
[79]

Purely hydraulic simulators assume non-deformable reservoirs, where the pore volume is
variable but the bulk volume is constant, i.e. the gridblocks maintain a constant shape. These
simulators usually incorporate correlations based on rock compressibility in order to replicate
some geomechanical effects. True geomechanical modelling supposes that the reservoir is
deformable, and both bulk volume and pore volume are variable. [70] This is necessary for
investigating effects such as wellbore stability, sand production and hydraulic fractures at the
well scale, and fault activation, seal integrity, flow effects, subsidence and heave at the field
scale.

4.2 Constitutive models for rock behavior

GEM’s geomechanics module provides a number of constitutive models, which can be classified
into (1) non-linear elastic models, (2) elastoplastic models, (3) elasto-viscoplastic models, and
(4) strain hardening and softening models.
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For materials that exhibit non-linear elasticity, the rock can obey either a hypoelastic or
hyperelastic constitutive model. In the hypoelastic model, the bulk modulus K and the shear
modulus G vary with mean effective stress, while Poisson’s ratio remains constant. This
model distinguishes between loading, neutral loading and unloading cases, which happen when
the amount of work done dW is respectively positive, equal to zero, and negative. In the
hyperelastic model, both Young’s modulus and Poisson’s ratio vary with minimum principal
stresses. The loading cases are separated depending on the value of shear stress: if current
shear stress is higher than the reference shear stress, loading occurs and vice versa.

For elastoplastic materials, the possible yield criteria are (1) Mohr-Coulomb, (2) Drucker-Prager,
(3) Von Mises, and (4) Tresca. The Mohr-Coulomb and Drucker-Prager criteria are the most
widely used for frictional porous materials, i.e. soils and rocks, while the Von Mises and Tresca
criteria are mainly used for metal plasticity. [37], [108] The Mohr-Coulomb criterion has a
larger elastic region than the Drucker-Prager criterion due to the larger friction angle value.
When plotted in effective stress space (σ′

1, σ′
2 and σ′

3), the Mohr-Coulomb criterion has the
shape of an hexagon while the Drucker-Prager model takes the shape of a circle, making the
latter computationally faster. [37]

Elasto-viscoplastic models are used for materials which exhibit creep behavior. There are two
possible creep models, one of which is based on the Drucker-Prager yield surface and the other
on the Von Mises surface. Finally, the modified Cam-clay model can be used to model strain
hardening or softening.

4.3 Basic equations

4.3.1 Fluid-flow

The basic equations defining reservoir flow in homogeneous and isotropic porous media are the
mass and energy conservation equations, Darcy’s fluid-flow law, and cubic equations of state
for fluid properties. These equations are developed for a single-phase, single-component flow
system and following a continuum approach at the macroscopic scale, where average porosity
is constant. The analysis is done on a representative element volume (REV, fig. 4.1). [18], [19],
[77], [110], [111]
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cp x  1.0* E-03 =  Pa.s 
ft x  3.048* E-01 =  m 
gal/min x  6.309 020 E-05 =  m3/s 
lbm/ft3 x  1.601 846 E+01 =  kg/m3

psi x  6.894 757 E+00 =  kPa 
*Conversion factors are exact. 
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Figure 4.1 – Representative element volume. [111]
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4 CMG GEM reservoir simulator

In conventional fluid-flow simulators, the bulk volume of reservoir blocks is assumed constant
and, as a result, ϵv = 0. When using a coupled geomechanical simulator, the pore volume
calculated by the geomechanical solver is used by the flow simulator to model flow properties;
however, this pore volume is not constant in time. In order to account for the change in pore
volume in the fluid-flow simulator, true porosity is replaced by a new variable called reservoir
porosity φ∗, to be used in flow modelling:

φ∗ = Vp

V 0
b
, (4.1)

with Vp the current pore volume and V 0
b the initial bulk volume.

The value of porosity calculated by the geomechanical solver (true porosity) is

φ = Vp

Vb
, (4.2)

where Vb is the current bulk volume.

From eqs. (4.1) and (4.2), we obtain

φ∗ = (1− ϵv)φ , (4.3)

where ϵv is the volumetric strain, defined positive in compression. Note that φ∗ is a function
of volumetric strain, which is itself a function of total mean stress, pressure and temperature
through the constitutive law for the porous medium. As a result, φ∗ = f(p,T ,σm).

Then, the mass conservation equation is defined as

∂

∂t
[φρf (1− ϵv)] = −∇ · (ρfv) +Qf , (4.4)

where ρf is the fluid density, Qf is the mass flow rate of fluid per unit volume, v is the fluid
velocity tensor, and φ is the true porosity.

Equation (4.3) can now be substituted into (4.4) to obtain the mass conservation equation,

∂

∂t
(φ∗ρf) = −∇ · (ρfv) +Qf . (4.5)

The flow velocity tensor v is defined by Darcy’s law as

v = −k

µ
(∇p− ρfg) , (4.6)

where k is the absolute permeability tensor, g is the gravitational acceleration, µ is the fluid
viscosity, and p is the fluid pressure.

Substituting eq. (4.6) into (4.5), we can write the mass flow equation in porous media:

∂

∂t
(φ∗ρf)−∇ ·

[
ρf
k

µ
(∇p− ρfg)

]
= Qf . (4.7)
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4 CMG GEM reservoir simulator

This equation is now in a form such that it can be used by a conventional flow simulator, with
geomechanical effects being included through the reservoir porosity variable.

Finally, note that if the reservoir temperature varies with time, the energy conservation equation
is used instead of the mass flow equation:

∂

∂t
[φ∗ρfUf + (1− φ∗) ρrUr] +∇ ·

[
−ρf

k

µ
(∇p− ρfg)Hf

]
−∇ · (κ∇T ) = Qh , (4.8)

where U is the internal energy, H is enthalpy, κ is the bulk thermal conductivity, and T is
temperature.

4.3.2 Deformable porous medium

The fundamental set of equations for solid deformation is based on Terzaghi’s effective stress
theory and Biot’s 3D theory of consolidation. The equations considered in the model are valid
in the small strain field, and the material for the geomechanics blocks is considered isotropic
and homogeneous. Stresses and strains are defined positive in compression. [19], [111], [112]

As the stressed body is at rest, the sum of forces acting on it must be zero. This is represented
by the force equilibrium equation,

∇ · σ − ρrB = 0 , (4.9)

where σ is the total stress tensor, ρr is the solid grain density, and B is the tensor of body
forces acting through a unit volume. [28], [56], [70], [74], [77]

If u is the displacement vector that defines the displacement experienced by a particle between
the original and deformed configuration, the gradient of the displacement vector is defined as

∇u = 1
2
[
∇u+ (∇u)T

]
+ 1

2
[
∇u− (∇u)T

]
, (4.10)

where the superscript T refers to the matrix transpose. [19]

The first term on the right-hand side of the equation is equal to the strain tensor ϵ, such that

ϵ = 1
2
[
∇u+ (∇u)T

]
. (4.11)

Next, we consider Terzaghi’s law of effective stress with Biot’s coefficient,

σ = σ′ + αpI , (4.12)

where σ′ is the effective stress tensor, and I is the unit tensor or identity matrix.

For a single dimension, the constitutive law between effective stress, strain and temperature,
can be defined as

σ′ = E (ϵ− βr∆T ) , (4.13)
where E is Young’s modulus, βr is the linear thermal expansion coefficient of the solid rock,
and ∆T is the variation of temperature.
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For multiple dimensions, the general constitutive law becomes

σ′ = C : ϵ− η∆TI , (4.14)

where C is the tangential stiffness tensor, which in 1D is equivalent to Young’s modulus, and
η is the thermo-elastic constant, defined as

η =


Eβr

(1− 2ν) , for 3D and plane strain;

Eβr

(1− ν) , for plane stress.
(4.15)

One way to define the stiffness tensor C is through the elastic constants E and ν:

C = E(1− ν)
(1 + ν)(1− 2ν)



1 ν
1−ν

ν
1−ν

0 0 0
ν

1−ν
1 ν

1−ν
0 0 0

ν
1−ν

ν
1−ν

1 0 0 0
0 0 0 1−2ν

2(1−ν) 0 0
0 0 0 0 1−2ν

2(1−ν) 0
0 0 0 0 0 1−2ν

2(1−ν)


. (4.16)

The stress-strain relationship is computed by putting together Terzaghi’s law with the rock
constitutive law, giving

σ = C : ϵ+ (αp− η∆T )I . (4.17)

Upon substitution of eqs. (4.11) and (4.17) into (4.9), the displacement equation in isothermal
conditions is obtained:

∇ ·
[
C : 12

(
∇u+ (∇u)T

)]
= −∇ · [(αp− η∆T )I] + ρrB . (4.18)

Equations (4.7) and (4.18) are solved for the three primary variables {u, p,T}. φ∗ and k are
intermediate unknowns. In a fully-coupled process, all three variables are solved simultaneously.
In an iterative process, the procedure is as follows:

(1) the geomechanical solver obtains the values of pressure and temperature from the reservoir
simulator;

(2) then, the displacement equation (4.18) is solved and displacements are obtained;

(3) strains are computed through the strain-displacement relation (4.11);

(4) the effective stress tensor is calculated through the stress-strain relation (4.17);

(5) the reservoir simulator computes new values of pressure based the geomechanics data,
and then displacements are recomputed;

(6) the process is repeated until convergence is achieved.
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4.3.3 Phase equilibrium

The solubility of CO2 in brine is calculated by considering that the fugacities of CO2 in the
gas and aqueous phase are equal, or

fCO2 (g) = fCO2 (aq) , (4.19)

where the gas fugacity fCO2 (g) is obtained from a cubic EoS, and fCO2 (aq) is calculated from
Henry’s law as follows:

fCO2 (aq) = HCO2 (aq) · yCO2 (aq) , (4.20)
with HCO2 (aq) the Henry constant for CO2 solubility, and yCO2 (aq) the mole fraction of CO2 in
the brine. [16], [113]

4.3.4 Injector well model

Injectors can be governed by either bottomhole pressure or injection rate. We first define the
well injectivity index WI as

WI = 2πkh
ln (re/rw) + S

· wfrac · ff , (4.21)

where k is the effective permeability in the plane normal to the well axis, h is the gridblock
thickness along the well axis, re is the effective radius and rw the wellbore radius, S is the
dimensionless skin factor, wfrac is the well fraction, and ff is the fraction of completion of the
well in the gridblock. [108], [114], [115]

Well fraction takes into account the position of the well with respect to the gridblock and is
measured as a fraction of a circle; it is defined as

wfrac =


1 , if the well is located in the center of a gridblock;
0.5 , if the well is located along a gridblock edge;
0.25 , if the well is located at a gridblock corner.

(4.22)

The effective radius re is written

re = CC
√

Ai

wfrac , (4.23)

where CC is a geometric factor and Ai is the area of gridblock i, measured perpendicularly to
the well axis.

For a gridblock i containing a well perforation at layer m, the reservoir flow rate of phase α
(gas or water) can be expressed as the sum of the contributions of each perforated layer, or

Qα =
∑
m

WIm,α (pbh − pi)
(
kr
µ

)
m,α

, (4.24)

where pbh is the bottomhole pressure, pi is the pressure of gridblock i, kr is the relative
permeability, and µ is the viscosity. Qα is the source term for the well.
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In the case of multilayer completions, the gridblock pressure pi is calculated from

pi = pbh −
∫ zbh

z
ρ̃gdh , (4.25)

where z is the depth, defined positive downwards, and ρ̃ is the average density of the wellbore
fluid within the considered interval.

4.3.5 Time coupling

Generalities

Numerical simulators use two sets of equations: one for fluid-flow in porous media, and one for
stresses and strains. Fluid-flow equations, such as the law of conservation of mass and energy,
provide solutions for pressure, temperature and saturation. In order to compute stresses and
strains, the geomechanical module uses the values of pressure, temperature and saturation
computed by the fluid-flow model. [65], [70], [77] The stresses and strains computed by the
geomechanical simulator affect the values of porosity and permeability, which are in turn needed
by the flow simulator. Coupling refers to the transfer of data between the two modules of the
numerical simulator (fluid-flow and geomechanics). The frequency at which the geomechanical
data is updated based on the fluid-flow solution is called implicitness. [111]

There are four possible types of coupling: (1) one-way or explicit coupling, (2) full or implicit
coupling, (3) iterative coupling, and (4) pseudo-coupling. [111], [116]

One-way coupling

In one-way coupling schemes, pressure and temperature data are sent from the reservoir
simulator to the geomechanical module, but no information is fed back to the flow simulator.
The changes in stresses and strains do not impact the values of fluid pressure calculated by the
reservoir simulator, since the two sets of equations are solved separately for each time period.
One-way coupling functions in the same way as geomechanical post-processing, and can be
used to assess the general effects and magnitude of stresses. However, this method of coupling
is poorly accurate. [18], [37], [65], [70], [111], [116]

In order to understand the effect of deformation on petrophysical properties of the porous
medium, a two-way coupling approach is required.

Full coupling

In fully coupled approaches, both the flow and stress equations are solved simultaneously in a
large Jacobian matrix using the Newton-Raphson method. Full coupling is a robust approach
that provides an accurate solution at the expense of high computation times. Furthermore, a
common grid can be used for both flow and geomechanical modelling since the whole system is
solved simultaneously. [7], [65], [69], [70], [76], [89], [116]
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Iterative coupling

Iterative coupling strategies involve solving the two sets of equations separately and sequentially,
and data is then exchanged between the flow simulator and geomechanical model through
coupling variables.

First, the flow equations are solved and sent to the geomechanical simulator to compute
stresses, strains and displacements. This solution is then sent back to the flow simulator
through coupling variables. The two variables which must be fed back to the flow simulator
are porosity and permeability. As the mass conservation equation is mostly affected by pore
volume and less by permeability, reservoir porosity φ∗ is considered the primary coupling
variable, while k is the secondary coupling variable. After the geomechanical solver feeds
updated values of porosity and permeability to the flow simulator, a new pressure distribution
can be computed, which is then fed to the geomechanical module for the next Newton iteration.
The Newton iteration process is continued until reaching convergence, after which the next
time step is taken (fig. 4.2). [7], [28], [37], [59], [70], [77], [89], [108], [111], [116]
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The coupling iteration loop provides enough feedback to obtain the 
same pressure solution as the fully coupled method. However, for 
drained problems in which stress is driven by pressure, the porosity 
computed by a reservoir simulator can be calibrated to match with 
the porosity computed by geomechanics. In this case, the loop of 
coupling iterations is not necessary as shown in the examples in 
this paper. In Fig. 6, CI stands for coupling iteration. The condition 
is checked whether the loop of coupling iteration is used.

Applications
Example 1. This test case is based on the data of Problem 3 in 
Dean et al. (2006). Here, the overall fi eld is modeled by a reservoir 
grid and a geomechanics grid consisting of 11×11×5 reservoir 
gridblocks of dimensions of 2,000 ft in the I direction, 1,000 ft in 
the J direction, and 50 ft in the K direction (Fig. 7). The reservoir 
grid is evenly embedded in the geomechanics grid at the depth of 
10,000 ft measured from the top of the geomechanics grid (depth = 
0.0 ft) to the top of the reservoir. In order to examine the reduction 

in run time, the geological fi eld is simulated with two different sets 
of geomechanics gridblocks as follows:

Case 1 (Fig. 8). Grid resolution is 21×21×12 [the same as in 
Dean et al. (2006)]; gridblock dimensions are shown in Table 1.

Case 2 (Fig. 9). Grid resolution is 17×17×12; cell dimensions 
are shown in Table 2.

Note that, in this case, the sizes of geomechanics gridblocks 
that contain the reservoir field are the same as those in Case 1. 
Only gridblocks outside the reservoir field in the I and J direc-
tions are resized; the number of geological field’s gridblocks is 
less than Case 1.

The reservoir field has properties as follows: initial porosity = 
0.25; horizontal permeability = 100 md; vertical permeability = 10 
md; fluid density = 64.2 lbm/ft3; and fluid viscosity = 1 cp.

A vertical well is perforated at the center of the reservoir in 
its Layers 1 to 5 and is open for production at a rate of 50,000 
STB/D for 4,000 days.

The geological field has the following properties:

YES

YES 

NO 

Compute u, σ, ε 
 on GG 

* Mapping u, σ, ε from geomechanics 
grids (GG) to reservoir grids (RG) 
* Compute σm, εv as well as other 
geomechanics variables on RG  
* Output variables and grid deformation 
on RG and GG 

Compute coefficients for 
porosity formula on RG 
Compute permeability on RG 

Reservoir grid 
(RG) 

Geomechanics 
grid (GG) 

n = n + 1 
(timesteps) 

Establish geometrical 
relationships between reservoir 
grids and geomechanics grids 

ng = ng + 1 
(coupling iterations) 

Criterion OK?

ng = 0 

Compute P, T , φ on RG 
Mapping P and T from RG to GG 

CI 

NO

Fig. 6—Flow chart of dual-grid-system approach.
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Figure 4.2 – Flow chart for dual-grid iterative coupling in GEM. [117]

Note that in GEM, a single Newton iteration is often sufficient to attain convergence within
usual tolerance limits (user-specified). Only some specific behaviors such as stress arching or
Mandel’s effects (increase in fluid pressure at early times of compaction) may require more
than one Newton cycle per timestep. [108]

In the particular case of caprock failure modelling, fracture permeability must also be considered
as an additional coupling variable. Fracture permeability is calculated from the fracture aperture
given by the geomechanical solver, before iterating. [59], [89]

If the solution is iterated to full convergence, iterative coupling methods yield comparable
accuracy to fully-coupled methods while reducing computation time. Additionally, this method
offers increased flexibility as the coupling frequency (i.e. at which time intervals coupling is
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performed) can be selected based on the rate of change of stresses and strains. Geomechanical
properties can often be computed with sufficient accuracy using timesteps in the order of
months, while fluid-flow calculations should be more frequent, on the order of days. Iterative
coupling also allows the use of different grids for the geomechanical solver and the flow simulator.
For example, if subsidence is to be evaluated, the flow simulation can be run on the reservoir
grid, while geomechanical calculations would be performed on a larger grid which includes
the overburden, allowing for reduced computational load. As a result, iterative coupling is
the most commonly used method in numerical simulators. Nonetheless, it should be noted
that for complex problems, the higher number of iterations needed to attain convergence
compared to fully-coupled methods may offset the advantage of lighter computational workload.
Furthermore, iterative coupling approaches require laboratory experiments to determine the
porosity and permeability coupling laws which accurately represent the system under study.
[7], [37], [59], [65], [69], [76], [89], [118]

Pseudo-coupling

In pseudo-coupled methods, the fluid-flow solver uses empirical relations to link porosity with
displacements and stresses. This allows the estimation of certain geomechanical effects without
the use of a dedicated geomechanical solver. Porosity and absolute permeability are treated as
a function of pressure, and are computed based on multiplier tables entered into the solver.
[18], [111]

4.3.6 Coupling functions

Porosity coupling

Recalling section 4.3.1, reservoir porosity is a function of pressure, temperature and mean total
stress through the rock constitutive law: φ∗ = f(p,T ,σm).

In a one-way coupling system, σm is assumed constant and, as such, φ∗ becomes a function of
pressure and temperature only. In two-way coupling schemes, porosity is also a function of
deformation. Several porosity functions have been developed for iterative coupling methods
and must be chosen based on laboratory experiments. In GEM, the choice of the porosity
function is defined by the GCOUPLING command. [18]

Note that the porosity function is only used to compute the matrix porosity. Since the fracture
porosity is usually much lower, it is approximated from a linear relationship with respect to
pressure and temperature. [35]

GCOUPLING 0 This corresponds to one-way coupling. The pressures and temperatures
computed by the reservoir simulator are used by the geomechanical solver to compute formation
stresses and strains, but the information is not fed back and, as such, fluid-flow properties do
not depend on deformation. The recommended approach is to run one-way coupling first as it
is computationally faster, and run two-way coupling if the geomechanical effects are significant.
[70], [108], [110]
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Here, while Young’s modulus increases with effective stress, updated values of σ′ are not
available to the flow simulator. [108], [118], [119] Consequently, E is approximated from rock
compressibility:

E = (1− 2ν)(1 + ν)
φ0cr(1− ν) , (4.26)

where ν is Poisson’s ratio, φ0 is the initial porosity, and cr is the compressibility of the rock.

GCOUPLING 1 This is a two-way iterative method, where the reservoir porosity is defined as
a function of pressure, temperature and volumetric strain:

φ∗
n+1 = φ∗

0

[
V n−1
p

V 0
p

+
(V n

p − V n−1
p )

V 0
p (pn − pn−1)(p− pn)

]
− βr(T − T0) , (4.27)

where φ∗
n+1 is the reservoir porosity at timestep tn+1, Vp is the pore volume, p is the pressure,

βr is the volumetric thermal expansion coefficient of the formation, and T is the temperature.

GCOUPLING 2 Here, the coupling mode is again iterative, but the porosity is dependent on
pressure, temperature and total mean stress:

φ∗
n+1 = φ∗

n + (c0 + c2a1)(p− pn) + (c1 + c2a2)(T − T n) , (4.28)

where

c0 =
1
V 0
b

(
dVp

dp
+ Vbαcb

dσm

dp
− Vpβr

dT

dp

)
,

c1 =
Vp

V 0
b
βr ,

c2 = − Vb

V 0
b
αcb ,

a1 = Γ
{
2
9

E

(1− ν) (cb − cr)
}

,

a2 = Γ
{
2
9

E

(1− ν)βr

}
,

and Vb is the bulk volume, α is Biot’s coefficient, cb is the bulk compressibility, σm is the
mean total stress, ν is Poisson’s ratio, and Γ is a factor that takes into account the boundary
conditions:

Γ =


1 , if the reservoir is constrained laterally and unconstrained vertically;
3
2

( 1− ν

1− 2ν

)
, if the reservoir is totally constrained in 3 directions;

0 , if the reservoir is not constrained in any directions.
(4.29)

This is a constant slope solution, with a linear relationship between φ∗ and pressure. Note that
in the case of long time intervals or substantial pressure changes, the linear approximation
may not be sufficiently accurate. [119]
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GCOUPLING 3 The porosity function is analogous to the previous one, and φ∗ is again a
function of pressure, temperature and total mean stress:

φ∗
n+1 = φ∗

n + c0(p− pn) + c1(T − T n) + c2(σm − σn
m) , (4.30)

where c0, c1 and c2 are the same as for the previous case.

Finally, note that higher order (non-linear) solutions have also been proposed, for example by
Tran et al. (2005), but they have not been implemented in GEM. [119]

Matrix absolute permeability coupling

For reservoirs with simple geometries, a good estimation of compaction may be obtained
without modelling the opening of fractures, and so without making use of a geomechanical
solver (i.e. uncoupled system). The permeability increase resulting from the opening of fractures
is modelled as an increase of matrix permeability. The use of an uncoupled model may decrease
the computation time by as much as an order of magnitude. [112] There are three possible
methods:

(1) look-up tables;

(2) compaction-dilation curves;

(3) Li and Chalaturnyk’s (2005) empirical equation.

In the case of look-up tables, the matrix permeability tensor k may be expressed either as
a function of reservoir porosity, volumetric strain, mean total stress or mean effective stress.
Once the representative permeability function is identified from lab tests, it is entered into
GEM in the form of permeability tables. [19], [108], [111] An example of a formula that relates
permeability to reservoir porosity is

k = k0 · exp
[
kmul

(
φ∗ − φ0

1− φ0

)]
, (4.31)

where kmul is a permeability multiplier, and φ0 is the initial porosity.

For compaction-dilation curves, a table of porosity and permeability multipliers is entered as a
function of pressure (fig. 4.3). This method is similar to the modified Barton-Bandis model,
except that permeability is calculated from pressure (where an increase in pore pressure leads
to an increase in permeability), whereas the Barton-Bandis model relates fracture permeability
to effective stress. [75], [85], [108] Formation response to the increased pressure is represented
by branched paths with different curves for loading and unloading (hysteresis effects). [108]
Compaction-dilation curves do not model the creation of planar fractures, but simulate the
creation of a stimulated reservoir volume (SRV). [75]
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Fig.9: Example 2 − Average Porosity and Mean Effective Stress 
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Figure 4.3 – Example of compaction-dilation curves. [111]

Alternatively, an empirical equation such as that proposed by Li and Chalaturnyk (2005)
may be used. [120] This model is based on the work of Touhidi-Baghini (1998) and has been
developed for oil sands. It relates the matrix permeability to the volumetric strain, and has been
principally used to model steam-assisted gravity drainage (SAGD) processes. The application
of this model requires laboratory experiments. [19], [70], [108], [120], [121] A multiplier is
applied to the permeability of matrix blocks in all three directions:

ln
(
k

k0

)
= Cn1 · ϵv , (4.32)

where k and k0 are the current and initial permeabilities respectively, Cn1 is an experimental
parameter for the block’s rock type, and ϵv is the volumetric strain of the considered block.
[108]

The empirical equation is less flexible than using tables, as the permeability multipliers cannot
be set independently for each direction.

Fracture absolute permeability coupling

If a more accurate representation of permeability changes due to the opening of fractures is
needed, a dual-permeability (2K) or dual-porosity (2ϕ) model is used and fracture permeability
kf must be computed. A modified version of the Barton-Bandis fracture permeability model
is used to compute kf , and no matrix permeability multiplier is used. Before fracture failure,
the value of km is used for modelling fluid-flow behavior. Once the stress acting on the
fracture exceeds the material’s strength, kf is assigned to the gridblock and used in fluid-flow
calculations. In 2K models, flow is permitted from fracture to fracture, matrix to matrix and
matrix to fracture. [35], [70], [108], [122]
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4.3.7 Spatial coupling

Both the geomechanical and fluid-flow models are discretized into grids, which may be colocated
or not. As a consequence, some sort of coupling is required between the two grids. [111]

Because of the different requirements of the geomechanical and fluid-flow solvers, the grids
may have different resolutions. Additionally, the overburden, sideburden and underburden
are usually included solely into the geomechanical grid, as these formations do not require
fluid-flow modelling. The grid coupling may be either a single-grid or a dual-grid system.

In a single-grid system, the fluid-flow and geomechanical grids are colocated at the start of
the simulation. As the simulation progresses, the geomechanical grid is allowed to deform
while the fluid-flow blocks maintain constant volume; however, a one-to-one correspondence
between both grids is maintained at all times. Note that the fluid-flow solver uses a finite
difference (FD) grid and the geomechanical solver a finite element (FE) grid. In the FD grid,
flow parameters are computed at the center of the grid while in the FE grid, displacements are
computed at each block corner and for each direction (24 calculations for each block). In a
single-grid system, the number of geomechanics blocks is usually higher than it needs to be,
drastically affecting computation time because of the large number of computations per block.
[37], [70], [108], [111], [117]

In dual-grid models, the two grids are not colocated and may have different resolutions, the
geomechanics grid usually being coarser. A complex mapping algorithm is required between
the grids, and some sort of relation must exist between the two grids in order to set up this
algorithm; this means that either grid must be a subset of the other. This system is used for
mapping fractures, where the geomechanical calculations are only coupled to the matrix blocks,
but the fracture behavior (linked to the secondary grid) is dependent upon the geomechanical
effects calculated for the matrix blocks. [86], [111], [117] When using a dual-grid system with
matrix and natural fractures, pressures are calculated for both grids. In order to compute
stresses and strains, a single value of pressure must be used; the pressure considered for
geomechanics calculations (geo-corrected pressure) is derived as

pgeo =
(

φm

φm + φf

)
pm +

(
1− φm

φm + φf

)
pf , (4.33)

where the m and f subscripts correspond to matrix and fracture properties respectively. [108]

The possible grid types, both for the geomechanics grid or the reservoir grid, are (1) cartesian,
(2) corner point, and (3) radial. When using cartesian or radial grids, pressure and temperature
must be interpolated from each block center to the corresponding nodes of the geomechanical
finite element. This can be done using one of four methods:

(1) arithmetic average;

(2) inverse distance weighted interpolation;

(3) pore volume weighted interpolation;

(4) bulk volume weighted interpolation. [70], [108]
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4.4 Modified Barton-Bandis stress-permeability model

4.4.1 Generalities

The most widely used model to represent tensile opening of fractures in GEM is a modified
version of the Barton-Bandis joint constitutive model. A dual-permeability or dual-porosity
system with a dual-grid must be used, where stresses and strains are only coupled to the porous
rock matrix blocks. The second grid consists of the fracture blocks, and can be colinear to the
matrix grid or not. The opening and closing of the fractures is dependent upon the stresses
computed in the matrix blocks. [22], [37], [108], [123], [124]

Such a configuration is used to represent a naturally fractured caprock, with fractures being
initially closed due to the normal stress acting on them. A very low initial fracture permeability
is assigned, so as to make the caprock essentially a no-flow boundary. [37], [70], [75] Stresses
within the matrix are calculated to determine possible tensile failure of the fractures, which
leads to a change in fracture permeability. Permeability changes happen only in the damaged
zone as the Barton-Bandis model is applied only to failed fractures. Matrix permeability is not
affected. [59], [65], [75]

4.4.2 Initial state of fractures

The fractures within the rock are initially dormant (point A in fig. 4.4). As CO2 is injected,
pore pressure p increases in the matrix grid (cf. section 2.7.1) while the overburden or total
stress σ remains constant (path AB). As a result, according to Terzaghi’s law, the effective
stress σ′ decreases:

σ′
ij = σij − αpδij . (4.34)

A

B

frs

C
D
khf

E

Fkccf

G
krcf

B-B model is applied
when σ′

n > 0

σ′
n

kf

Figure 4.4 – Relationship between effective normal stress and fracture permeability in the modified
Barton-Bandis stress-permeability model. [108]

Along path AB, fracture permeability retains its very low value, making the caprock effectively
a no-flow boundary, and behavior is reversible. As effective stress keeps decreasing due to
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injection, it eventually reaches a point called critical fluid pressure or fracture opening stress
(pfc or frs, point B). The fracture opening stress is equal to the yield limit of the material, and
higher values lead to shorter time until fracture reactivation. [22], [37], [58], [59], [65], [70],
[74], [86], [124]

4.4.3 Tensile opening of fractures

Once the Biot effective stress decreases such that it reaches the critical fluid pressure, and if
the rock is sufficiently brittle, tensile failure occurs and the fracture instantaneously becomes
transmissible to flow, corresponding to maximum fracture permeability khf (point C). [22],
[37], [58], [59], [65], [70], [75] In the particular case of propped hydraulic fracturing, hydraulic
fracture permeability khf is equal to the permeability of the proppant pack. [77]

When the fracture opens, the gridblock permeability switches to a fractured gridblock perme-
ability. Fracture propagation length can be estimated by counting the number of activated
blocks. Note that GEM’s geomechanical simulator uses the Biot effective stress, which delays
the fracture activation compared to using the Terzaghi effective stress, as the Biot coefficient α
is less than 1. [67]

4.4.4 Fracture closure

When unloading (i.e. stopping injection or reducing rate), fractures remain fully open as long as
effective normal stress is negative, i.e. the fracture is sollicited in tension (path CE). When σ′

n
becomes positive, fracture permeability decreases from khf to fracture closure permeability kccf
(path EF). Fracture closure permeability represents the fracture permeability at zero effective
stress, i.e. at the onset of fracture closure [37], [67], [124]

When σ′
n increases beyond zero, the Barton-Bandis equations are used to model fracture closure

(path FG). Because of plastic deformation of the asperities which leads to increasing normal
stiffness, the fracture cannot close completely even if the effective normal stress returns to
initial (hysteresis effect, i.e. fracture permeability depends on the loading history). Fracture
permeability reaches an asymptotic value called fracture closure permeability, krcf . Path GFED,
like path AB, is fully reversible. [37], [65], [70], [77], [108], [123], [124]

4.4.5 Basic equations for fracture closure

As mentioned before, only fracture closure, and not aperture, is modelled using the Barton-
Bandis equations. The inputs needed by the model are:

— initial fracture aperture, E0;

— initial normal fracture stiffness, kni;

— fracture opening stress, frs;

— hydraulic fracture permeability, khf ;
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— fracture closure permeability, kccf ;

— residual fracture permeability, krcf . [37], [75], [108]

Current fracture permeability is computed as a function of aperture, or

kf = kccf

(
En

E0

)4
≥ krcf , (4.35)

which is the equation used to model fracture closure, i.e. path FG.

The current, stress-dependent fracture aperture En is calculated as

En = E0 − Vj , (4.36)

where Vj is the joint closure under a normal effective stress σ′
n (equal to the least principal

effective stress), defined as
Vj =

σ′
n

kni + σ′
n/Vm

, (4.37)

as per the Barton-Bandis theory.

The maximum closure Vm, corresponding to closure permeability, is

Vm = E0

1− (
krcf
kccf

) 1
4
 . (4.38)

Maximum closure Vm is also equal to the difference between the maximum opening and the
smallest aperture. [91]

4.5 Shear failure of fractures

4.5.1 Generalities

Another possible mode of fracture failure is shear fracturing. As effective stress decreases due
to the increase in pore pressure, the Mohr circle moves to the left, approaching the failure
envelope (fig. 4.5). During shear fracturing, the joint walls slide against each other, creating a
mismatch (loss of interlocking) that may allow some fluid to flow. Fracture permeability from
shear failure is much smaller than fracture permeability from tensile failure. [65], [75], [108]
When both shear failure and tensile failure happen, the fracture permeability considered by
GEM is the maximum value between the two failure modes, which is almost always the one
from tensile failure. Nevertheless, modelling shear behavior may be important, as shear failure
will weaken the rock and allow for easier tensile opening of the fractures. [75], [108] Fault
orientation, the in-situ stress tensor, pore pressure and the ratio between principal stresses
determine in which order tensile and shear failure happen. [65]
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failure (Hillis, 2001). Hence, Pp/shmin coupling
is a key input and control on the formation of faults
and tensile fracture in the subsurface and should al-
ways be incorporated in models of brittle failure in
sedimentary basins.

PRESENT-DAY MAXIMUM HORIZONTAL
STRESS MAGNITUDE

The sHmax magnitude is the final component of the
stress tensor and reveals the present-day state of
stress in the Baram Delta province. However, the
sHmaxmagnitude is also themost difficult and least

accurate component of the stress tensor to deter-
mine primarily because no petroleum industry tech-
niques are available for directly and reliably esti-
mating the sHmaxmagnitude (Bell, 1996b). Instead,
three techniques have been used herein to place
constraints on the sHmax magnitude in Brunei,
namely,

� frictional limits to stress (Zoback and Healy,
1984; Moos and Zoback, 1990)

� breakout occurrence in deviated boreholes (Mas-
tin, 1988; Peska and Zoback, 1995)

� leak-off pressure variation in deviated boreholes
(Aadnoy, 1990)

Figure 10. Schematic evolution of Mohr circles with increasing pore pressure (P p) in a normal-faulting stress regime (sv >
sHmax > shmin) (modified from Hillis, 2001). (a) Conventional model where stresses are independent of pore pressure and brittle
failure mode (shear versus tensile) is only controlled by the initial differential stress. (b) Model incorporating pore pressure-stress
coupling. The minimum horizontal (shmin) stress increases with increasing pore pressure, whereas the vertical stress (sv) magnitude
remains approximately constant. Hence, effective minimum horizontal stress decreases at a slower rate than effective vertical stress and
Mohr circles decrease in diameter as pore pressure increases. Failure mode in the coupled model is a function of both the initial stress
state and the pore pressure-stress coupling ratio.

88 Present-Day Stress in Brunei

Figure 4.5 – Evolution of Mohr circles with increasing pore pressure in a normal-faulting stress regime,
and effect of coupling model. [125]

Note that changing rate during production will impact the minimum and maximum effective
stresses and, as a consequence, the radius and the position of the Mohr circle will be modified.
If the new Mohr circle touches the defined shear failure envelope, shear failure of the fractures
will occur. [75] Shear fracturing occurs when the radius of the Mohr circle is greater than the
shear failure criterion, or [

σ′
1 − σ′

3
2

]
> criterion, (4.39)

where σ′
1 and σ′

3 are respectively the maximum and minimum principal effective stresses. [108]
If shear fracturing occurs, fracture permeability is computed as

kf = kf0 · exp(−γ ·∆σ′
m) , (4.40)

where kf0 is the initial fracture permeability, γ is the permeability modulus, and ∆σ′
m is the

mean effective stress difference. [108]
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5.1 Base model

The base model is built based on Tran et al. (2010), and consists of a cartesian grid comprising
101 blocks along I, 1 block along J and 33 blocks along K (vertically). The vertical extent
of the model is 318m, and the horizontal extent along I is 12,100m. Blocks are 100× 100m
along the 2 horizontal directions, except towards the reservoir boundary where they increase
to 500m width in increments of 100m. The model includes a storage formation overlain by a
caprock and the corresponding overburden. The reservoir rock consists of 20 layers of thickness
7.6m; the caprock, 3 layers of thickness 4.5m; and the overburden, 10 layers of thickness
15.25m. The overburden top is defined at 2263m. The model is dual-permeability, where
dual-permeability is only active in the caprock. The storage formation is penetrated by a
vertical well perforated along the 4 bottommost layers, corresponding to a total perforated
length of 22.8m. The analysis is done in plane strain conditions (ϵz = γxz = γyz = 0).

Pressure is initialized from a reference pore pressure of 25,888 kPa at a depth of 2429m (reservoir
top). Horizontal displacement along J is not permitted. Along I, horizontal displacement is
allowed except at model boundaries. Vertical displacement is permitted everywhere except
at the bottom of the reservoir. Additionally, the reservoir is modelled as a closed aquifer,
with no flow through boundaries. The fractures assigned to the caprock (layers 11 to 13) are
orthogonal with a 10m spacing along all directions, while the rest of the model is unfractured.
The caprock and storage formation have the same rock properties except for compressibility,
and they are modelled with the Mohr-Coulomb criterion, while the overburden obeys the
Drucker-Prager criterion. The rock properties are defined by the Young modulus, Poisson
ratio, cohesion and internal friction angle (table 5.1). The Barton-Bandis permeability model
is applied to the caprock, and no matrix permeability multiplier is defined. The porosity
function used is GCOUPLING 2 (cf. section 4.3.6). The reference effective stresses assigned to
the geomechanics finite elements (table 5.2) are referred to gridblock {1, 1, 1} (top left block,
K is positive downwards), and the actual initial effective stress distribution is calculated by
summing the reference stress and the stress gradient for the considered block. A scheme of the
model is shown in fig. 5.1.
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Table 5.1 – Rock properties.

Property Overburden Caprock Storage formation Unit

Rock constitutive law D-P M-C M-C –
Young’s modulus, E 861,845 5 × 106 5 × 106 kPa
Poisson’s ratio, ν 0.3 0.25 0.25 –
Rock compressibility, cr 1.28 × 10−6 1.28 × 10−5 1.28 × 10−6 kPa−1

Cohesion, c′ 689,476 689,476 689,476 kPa
Friction angle, φ′ 30 30 30 deg
Biot coefficient, α 1 1 1 –

Table 5.2 – Reference effective stresses.

Property Direction Value Unit

Effective stress I – J 3447.4 kPaK 6894.8

Effective stress gradient I – J −10.5 kPa/mK −20.9
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Figure 5.1 – Model scheme.

The caprock is defined as a brittle material (Young’s modulus is high), so that cracks propagate
quickly across it once the failure criterion is reached. Shear failure is not considered in the
model and all the formations are assumed to be purely elastic (no plasticity). The initial
fracture permeability is assumed very small (table 5.3) so that the transmissibility across the
caprock is essentially null prior to fracture failure. Note that the permeability and porosity
given in table 5.3 refer to zero stress values.

Table 5.3 – Hydraulic parameters.

Property Overburden Caprock Storage formation Unit

Matrix horizontal permeability, khm 20 10−7 15 mD
Matrix porosity, φm 0.13 0.13 0.13 –
Matrix anisotropy ratio, kvm/khm 0.25 0.25 0.25 –
Fracture horizontal permeability, khf – 10−7 – mD
Fracture porosity, φf – 0.13 – –
Fracture anisotropy ratio, kvf/khf – 0.25 – –

The reservoir temperature is constant at 149 °C, and the PR EoS is used to model PVT
properties of the fluids. The volume shift is set to zero, and CO2 viscosity is calculated from
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the HZYT mixing rule. The aqueous viscosity is assumed constant, while the aqueous density
is a linear function of pressure. Water compressibility is 4.35× 10−7 kPa−1. As the simulation
timescale is in the order of decades, chemical reactions are not considered, and water salinity
is not included (0 ppm). The injection rate is constant and set to 200,000m3

sc/d, starting from
01-01-2030. The well is shut in after 5 years, and output values are generated every month.
The injected fluid is 99.9% CO2, the remaining 0.1% being CH4 added to facilitate the work
of the numerical solver. CO2 component properties are given in table 5.4.

Table 5.4 – CO2 component properties.

Property Value Unit

Critical pressure, pc 72.8 atm
Critical temperature, Tc 304.2 K
Molecular weight, Mw 44.01 g/mol
Henry’s constant, H 690,636 kPa

The Barton-Bandis parameters are shown in table 5.5, and the relative permeability curves are
shown in fig. 5.2. The relative permeability curves are assumed the same in all formations.
Capillary pressure is not considered in the model, irreducible water saturation Swi is set to
16%, and critical gas saturation Sgc is 0.5%. All three formations (storage formation, caprock,
overburden) are initially fully saturated with water, with formation water density set to
1000.8 kg/m3 at atmospheric pressure and reservoir temperature (149 °C). A section of the
model is shown in fig. 5.3. Finally, note that this model was set up with the aim to investigate
caprock failure, and not to represent a real or potential reservoir-caprock system. As such,
values have been chosen arbitrarily, and may not be compared to real-world situations.

Table 5.5 – Barton-Bandis parameters.

Property Value Unit

Initial fracture aperture, E0 2 × 10−5 m
Initial normal fracture stiffness, kni 6.8 × 107 kPa/m
Fracture opening stress, frs 2000 kPa
Hydraulic fracture permeability, khf 233 mD
Fracture closure permeability, kccf 233 mD
Residual fracture permeability, krcf 233 mD
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Figure 5.2 – Relative permeability curves.
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Figure 5.3 – IK section of the model showing grid thickness.
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5.2 Base case results

As outlined previously, fracture failure in the model happens when fracture effective normal
stress falls below the opening stress threshold frs, set to 2000 kPa. This behavior is apparent
in fig. 5.4, where vertical fracture permeability in the caprock jumps from its initial value of
2.5 × 10−8mD to 233mD as fracture effective normal stress reaches the threshold. Failure
happens first on the underside of the caprock, and the crack extends both horizontally and
vertically until the caprock is broken through. In the base case, first crack happens at 181 d
(6 months) and the caprock is fully breached after 273 d (9 months). Note that the fractures
remain open even as normal fracture effective stress increases back beyond the threshold frs,
as residual (closed) fracture permeability krcf is set to the same value as hydraulic (fully open)
fracture permeability khf (233mD).

After injection is stopped in 2035 (1826 d), normal effective stress increases as the overpressure
inside the storage formation slowly drains away. It keeps increasing until a new static equilibrium
is reached. The gas saturation at the end of the injection period is shown in fig. 5.5.

0

20
0

40
0

60
0

80
0

10
00

12
00

14
00

16
00

18
00

20
00

22
00

24
00

26
00

28
00

30
00

0

1000

2000

3000

4000

5000

0

50

100

150

200

250

Time (d)

N
or

m
al

fra
ct

ur
e

eff
ec

tiv
e

st
re

ss
(k

Pa
)

Ve
rti

ca
lf

ra
ct

ur
e

pe
rm

ea
bi

lit
y

(m
D

)
Normal fracture effective stress
Vertical fracture permeability

Figure 5.4 – Fracture effective normal stress and fracture vertical permeability at the bottom center of
the caprock.
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Figure 5.5 – Gas saturation at the end of the injection period.

Figure 5.6 shows two successive fracture failures in adjacent blocks. Firstly, small drops
are observed in the BHP curve as fractures open in the caprock, but before the caprock is
fully breached (A). Once the fracture has propagated through the caprock and established
communication with the layer above, well BHP drops sharply (B, 273 d). The caprock is
breached first through the block situated vertically above the perforations ({51,1,11}). A
second drop in BHP is observed at 1096 d (C), which corresponds to the fracture propagating
horizontally and failure of the adjacent block ({52,1,11}). The final drop in BHP is due to
shutting-in the well after 5 years of continued injection (D). Note that BHP increases at a
slower pace once the caprock has been fractured, as the pressure increase is partly absorbed by
the overburden.
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Figure 5.6 – Well BHP and fracture vertical permeability at two adjacent blocks at the top of the caprock.

Figure 5.7 shows the average pressure in the aquifer, which increases at a slower pace after
the caprock fractures and communication with the upper layer is established. At failure,
the relative pressure increase is around 1.8MPa. Post-injection, the pressure finds a new
equilibrium for the two combined layers. The vertical displacement at the center of the caprock
drops sharply after failure (A), as pressure is released. At 1096 d, the second caprock failure
happens in the adjacent blocks and a much smaller drop can be observed (B). Post-injection,
heave decreases with pressure. Note that the vertical displacement is negative, as K is defined
positive downwards.
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Figure 5.7 – Average pressure inside the aquifer and vertical displacement at the center top of the
caprock.

As shown in fig. 5.8, the increase in pore pressure within the aquifer leads to expansion of
the reservoir and reduction of the horizontal effective stress compared to the pre-injection
trend. Since the reservoir is laterally constrained, expansion along I is not permitted and
the total horizontal stresses increase. In order for the system to remain consistent with the
far-field stresses, an increase of σh in the aquifer must be counteracted by a decrease of σh in
the caprock through a stress transfer process. [63]
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Figure 5.8 – Horizontal stresses along the wellbore after 4 months of injection (pre-failure).

Figure 5.9 shows how effective horizontal stress increases radially around the well, following the
pressure trend (fig. 5.10). The magnitude of effective stress unloading is lower in the caprock
compared to the reservoir, meaning that hydraulic fracturing is likely to happen before caprock
fracturing.
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Figure 5.9 – Relative effective horizontal stress decrease after 9 months of injection (pre-breakthrough).
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Figure 5.10 – Relative pressure increase after 9 months of injection.

As expected, the local increase in pore pressure at the perforations leads to arching of the
caprock (fig. 5.11). Peak displacement is higher at the top of the caprock compared to the
overburden top; part of the displacement is absorbed by the overburden rock, which compacts
due to its low stiffness (low E). The arching of the caprock also causes a decrease in effective
stress above the caprock, where the state of stress moves towards a tensional regime (fig. 5.12).
However, the magnitude of the effective stress decrease is not nearly enough to cause tensile
failure by itself, in which case a fracture would open first at the top of the caprock.
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Figure 5.11 – Vertical displacement profile along the overburden top and caprock top after 4 months of
injection (pre-failure).
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Figure 5.12 – Effective horizontal normal stress above the caprock ({51,1,10}).
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A sensitivity analysis is performed to evaluate the impact of different parameters on the
simulation results. The base case is as described above, and the investigated parameters are
given in table 6.1. In each simulation, only one parameter is varied in order to isolate its effect.
The range of values of each parameters has been chosen with the aim to cause caprock failure
within a reasonable simulation timeframe, and should not be taken as representative of a real
situation.

Table 6.1 – Parameters and values considered in the sensitivity analysis.

Parameter Lower value Upper value Unit

Reservoir properties
Matrix permeability 15 30 mD
Matrix permeability anisotropy 0.25 1 –
Porosity 0.13 0.41 –
Young modulus 5 30 GPa
Poisson ratio 0.2 0.35 –
Dip angle 0 20 deg
Salinity 0 200,000 ppm
Reference pore pressure 23,888 27,888 kPa

Caprock properties
Matrix permeability 10−7 10−2 mD
Fracture permeability 10−7 10−2 mD
Young modulus 2.5 7.5 GPa
Poisson ratio 0.2 0.35 –
Thickness 6 21 m
Fracture spacing 0.01 100 m
Fracture opening stress 1600 2600 kPa
Residual fracture permeability 167 233 mD

Simulation options
Porosity coupling function 0 3 –
Shear failure No Yes –
Equation of state PR SRK –

Injection parameters
Injection rate 180,000 220,000 m3

sc/d
Number of wells 1 3 –
Well profile Vertical Long horizontal –
Perforated interval 30 to 33 20 to 23 –
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6.1 Reservoir properties

6.1.1 Matrix permeability

Matrix permeability is increased from the original 15mD to 22.5mD and 30mD. The per-
meability anisotropy ratio is kept at 0.25, meaning that vertical permeability is respectively
3.75mD, 5.625mD and 7.5mD.

Figure 6.1 shows that for an increase in matrix permeability, there is a corresponding decrease
in well BHP (before gas breakthrough). As the required BHP is lower, a higher permeability
means a higher injectivity. In the 15mD run, we can see a first crack appearing on the bottom
of the caprock at 181 d (A, corresponding to the increase in fracture permeability), and a
sudden drop in BHP at 282 d corresponding to the propagation of the crack through the
caprock and release of built-up pressure (B). Finally, the smaller drop at 1108 d (C) is due
to cracking of the adjacent blocks along the top of the caprock, and enlargement of the CO2
escape path.

In the 22.5mD scenario, the first crack occurs at 1155 d (D) in the gridblock situated directly
above the well. Contrary to the previous case, the fracture does not propagate vertically
and communication to the upper layers is never established. However, multiple small drops
can be observed in the BHP curve (between 1212–1810 d). These correspond to the gradual
horizontal propagation of the fracture. At the end of injection, the fractured zone extends
some 2100m along the underside of the caprock. In the 30mD run, the horizontal propagation
of the fracture is only 900m on the same date.
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Figure 6.1 – Well BHP (solid) and fracture vertical permeability (dashed) at the bottom of the caprock
with time.
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Increasing the matrix permeability initially increases both the vertical and horizontal flow
components (fig. 6.2). Indeed, a higher permeability means a higher mobility, and hence less
resistance to flow both horizontally and vertically. To compound this effect, the lower injection
pressure resulting from higher permeability also reduces the supercritical CO2 density, which
implies greater buoyant forces and hence greater vertical flow (fig. 6.3). [51], [126] This could
explain the greater magnitude of the increase in vertical flow component compared to the
horizontal component, despite the fact that kh is increased more than kv (by a factor of 4).
Note that free-phase CO2 is considered as a gaseous component in GEM, even though it is in
supercritical state.
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Figure 6.2 – Gas flux along the wellbore after 3 months of injection.
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Figure 6.3 – Gas mass density (solid) and well BHP (dashed) at the uppermost perforation.

Figure 6.4 shows a much flatter displacement profile for the higher permeability cases, corre-
sponding to a greater horizontal dispersion of the plume. The porosity profile follows that of
the vertical displacement (fig. 6.5). In the 15mD run, the magnitude of the maximum porosity
increase after 8 months is 1.15% with respect to the original porosity of 0.13. Note that the
higher the permeability, the larger is the area affected by porosity changes.
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Figure 6.4 – Vertical displacement profile along the caprock bottom after 8 months of injection (pre-
breakthrough).
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Figure 6.5 – Current porosity profile along the caprock bottom after 8 months of injection (pre-
breakthrough).

6.1.2 Matrix permeability anisotropy

The vertical-to-horizontal matrix permeability ratio is set to 0.25, 0.5, 0.75 and 1 respectively;
horizontal matrix permeability remains unchanged at 15mD.

The gravity number Ng is proportional to kv, which increases with the anisotropy ratio.
Consequently, at higher anisotropy ratios, the flow of the plume is dominated by gravity forces
and the vertical flux component increases (fig. 6.6). Nevertheless, the increased buoyant force
does not result in an earlier cracking of the underside of the caprock, as the first crack appears
after 181 d in all four cases. In fact, it is apparent from fig. 6.7 that all runs share the same
pre-breakthough displacement curve. After the caprock has been breached however, a higher
kv/kh results in a lower vertical displacement.
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Figure 6.6 – Gas flux along the wellbore after 3 months of injection.
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Figure 6.7 – Peak vertical displacement at the bottom center of the caprock over time.

6.1.3 Porosity

In this run, the aquifer porosity is increased from 0.13 to 0.27 and 0.41 respectively.

Because the reservoir can accommodate more fluid at higher porosities, the required injection
pressure is lower, hence the slope of the BHP curve pre-failure is less steep (fig. 6.8). This
corresponds to the prediction from the analytical solution, where the flowing bottomhole
pressure for an injector in transient flow can be written as

pwf = pi +
qµ

2πkh ln
(
2.25 kt

µctφr2w
+ 2S

)
, (6.1)

where it is apparent that an increase in φ leads to a decrease in pwf . Note that because of the
logarithm, the influence of porosity variations on the BHP is greater when φ is low than when
it is high.

While the initial static pressure is the same in all runs (initialization values are unchanged),
the new static pressure after the end of injection is lower in the high porosity case, as the
injected fluid is contained inside a larger pore volume. The initial (lower) value of reservoir
pore volume is roughly 5× 107m3 with φ = 0.13, 7.6× 107m3 with φ = 0.21, and 108m3 with
φ = 0.41. Pore volume increases slightly with time, as porosity increases with stress.
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Figure 6.8 – Well BHP with time.

Plume velocity is negatively affected by the higher porosity, both horizontally and vertically
(fig. 6.9); because the pore volume is higher, more free-phase CO2 can be stored in each block,
and the injected volume is concentrated into a smaller plume (fig. 6.10).
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Figure 6.9 – Gas flux along the wellbore after 3 months of injection.

Injector Injector Injector

G
as

sa
tu

ra
tio

n
(–

)

50
00

60
00

70
00

0

100

200

300

50
00

60
00

70
00

50
00

60
00

70
00

0
0.

2
0.

4
0.

6
0.

8

Figure 6.10 – Gas saturation after one year of injection: from left to right, ϕ = 0.13, ϕ = 0.27, and ϕ =
0.41.

Because the interstitial velocity (in particular vertical) of the plume decreases, the buoyant
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force becomes weaker and the opening of fractures in the caprock is delayed (fig. 6.11). By
increasing φ from 0.13 to 0.41, fracture opening is delayed by 4 months.
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Figure 6.11 – Vertical fracture permeability at the bottom center of the caprock.

6.1.4 Young modulus

The Young modulus of the reservoir rock is increased from 5 to 30GPa in increments of
5GPa.

Rocks which have a high Young modulus are stiff and do not deform easily, as shown by
the vertical displacement profile in fig. 6.12. In consequence, the reservoir cannot readily
react to the pressure increase caused by injection, and the slope of the BHP curve is steeper
(fig. 6.13).

However, despite the lower amount of deformation (both horizontal and vertical), total hori-
zontal stress in the reservoir is increased at higher values of E (fig. 6.14) because of the higher
pore pressure (cf. Terzaghi’s law). On the other hand, the higher effective horizontal stresses
in the caprock cause a delay in fracture opening as compared to the more ductile rock, as it
takes a higher amount of unloading for fractures to open. Note that horizontal effective stress
is the value that governs fracture opening, since the fractures relevant to caprock failure are
vertical.
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Figure 6.12 – Vertical displacement profile along the bottom of the caprock after 6 months of injection
(pre-failure).
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Figure 6.13 – Well BHP with time.

78



6 Sensitivity analysis

3 3.5

0

50

100

150

200

250

0 2000 4000·104

Total normal stress (kPa)

Ve
rti

ca
ll

en
gt

h
(m

)

Effective normal stress (kPa)
E = 5 GPa E = 20 GPa
E = 10 GPa E = 25 GPa
E = 15 GPa E = 30 GPa

Figure 6.14 – Horizontal stresses along the wellbore after 4 months of injection (pre-failure).

Finally, note the effect of the Young modulus on the cumulative injected mass at the onset of
failure (fig. 6.15). Increasing the Young modulus initially has a markedly positive effect on the
injected mass at failure, but the effect starts becoming slightly negative beyond 15GPa. At
35GPa and above, the reservoir rock becomes so stiff that vertical displacement is very low,
and fractures in the caprock can only open slightly (not shown). In this last case, vertical
fracture permeability remains in the nanodarcy range after failure.
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Figure 6.15 – Cumulative injected mass at first crack as a function of Young modulus.

6.1.5 Poisson ratio

The Poisson ratio for the storage formation is changed from the original 0.25 to 0.2, 0.3 and
0.35.

By increasing the Poisson ratio, both effective and total horizontal normal stress are lower in
the aquifer and higher in the caprock (fig. 6.16). As the reservoir has a greater propensity
to deform laterally, there is a stronger process of unloading and the effective stress is lower.
In order to compensate for the lower effective stress in the aquifer, σ′

h in the caprock must
increase by a corresponding amount.
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Figure 6.16 – Horizontal stresses along the wellbore after 4 months of injection (pre-failure).

The higher is ν, the more the reservoir will preferentially deform laterally, thus decreasing the
slope of the peak vertical displacement curve (fig. 6.17). Furthermore, with higher effective
horizontal stresses in the caprock (higher ν), vertical and subvertical fractures can sustain a
higher degree of unloading before tensile opening (fig. 6.18). In fact, in the ν = 0.35 scenario,
a fracture opens on the underside of the caprock but never propagates through the caprock;
consequently, the built-up pressure is not released and vertical displacement does not show
a sharp drop. Finally, note that in the ν = 0.3 run, the fracture permeability increase in
gridblock {51,1,11} (center block) does not correspond to the drop in vertical displacement
(A), as the caprock is first breached in the two adjacent blocks {50,1,11} and {52,1,11}.
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Figure 6.17 – Peak vertical displacement (solid) and fracture permeability (dashed) over time at the top
center of the caprock.
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Figure 6.18 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
bottom center of the caprock.
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6.1.6 Dip angle

In this section, the whole model is inclined by 10 and 20°. The original overburden top of
2263m is kept the same directly above the well ({51,1,1}), so as to maintain the same CO2
density at the perforations.

Higher dip angles promote updip lateral movement of the plume (fig. 6.19). As a consequence,
the time to reach top seal also increases with the dip angle (fig. 6.20), due to the larger vertical
distance between the perforation and the point of contact of the plume below the caprock. The
time to top seal is 334 d for no dip, 365 d at 10° and 455 d at 20°. Furthermore, the time to
failure is also increased due to the larger horizontal dispersion of the plume (fig. 6.21), while
the vertical displacement is decreased (fig. 6.22).
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Figure 6.20 – Gas saturation with time in below the caprock.
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Figure 6.21 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
top center of the caprock.
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Figure 6.22 – Vertical displacement profile along the caprock bottom after 8 months of injection (pre-
breakthrough).

6.1.7 Salinity

The base case (0 ppm) is compared against two different brines of salinity 100,000 and
200,000 ppm. To isolate the effect of salinity, brine viscosity, compressibility and density
are left unchanged.

Increasing salinity slightly increases horizontal plume mobility and has the opposite effect on
vertical mobility (fig. 6.23). Between the base case and the 200,000 ppm run, the change in gas
flux on 01-04-2030 is −16.1m3

rc/d vertically (−4.9%) and +0.7m3
rc/d horizontally (+3.7%).

The time for the plume to reach the underside of the caprock decreases with increasing salinity,
in accordance with the greater vertical mobility.

85



6 Sensitivity analysis

0 5 10 15 20

220

230

240

250

260

270

280

290
−300−200−1000

Horizontal gas flux (m3
rc/d)

Ve
rti

ca
ll

en
gt

h
(m

)

Vertical gas flux (m3
rc/d)

S = 0 ppm
S = 100,000 ppm
S = 200,000 ppm

Figure 6.23 – Gas flux along the wellbore after 3 months of injection.

The increased buoyancy force causes an amplification of caprock arching (fig. 6.24), as well as
an earlier fracturing of the underside of the caprock (fig. 6.25); in the 200,000 ppm run, the
first fracture appears 4 months earlier than in the base model.
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Figure 6.24 – Vertical displacement profile along the caprock bottom after 3 months of injection (pre-
breakthrough).
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Figure 6.25 – Vertical fracture permeability at the bottom center of the caprock with time.
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6.1.8 Reference pore pressure

In the base case, the initial pore pressure distribution is calculated based on a reference pressure
of 25,888 kPa at 2429m. The reference pressure is respectively increased and decreased by
2000 kPa to study the effect of initial pore pressure distribution on reservoir behavior. Note
that changing the reference pressure has no effect on the initial effective stress distribution,
which is initialized according to table 5.2 and independently from the pore pressure.

The variation of pore pressure corresponds to an equivalent variation of well BHP; at lower
bottomhole pressures, the density of the injected fluid is also lower (fig. 6.26). The lower density
of CO2 translates as a stronger buoyant force (higher gravity number Ng), and hence a larger
vertical gas flux since the density difference between the formation fluid and the injected fluid
is greater (fig. 6.27). Because of the higher magnitude of the buoyant force, the displacement
curve pre-failure is slightly steeper (fig. 6.28).
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Figure 6.26 – Gas mass density (solid) and well BHP (dashed) at the uppermost perforation.
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Figure 6.27 – Gas flux along the wellbore after 8 months of injection.
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Figure 6.28 – Peak vertical displacement at the bottom center of the caprock over time.
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The increased pore pressure translates as higher total and effective normal stresses, both in the
reservoir and the caprock (fig. 6.29). Consequently, the state of stress in the caprock is brought
further from failure conditions, delaying fracture onset by up to 2 months (fig. 6.30).
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Figure 6.29 – Horizontal stresses along the wellbore after 5 months of injection (pre-failure).
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Figure 6.30 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
bottom center of the caprock.

6.2 Caprock properties

6.2.1 Matrix permeability

Caprock horizontal matrix permeability values ranging from 10−7 to 10−2mD are tested, while
the anisotropy ratio is kept the same (0.25). Horizontal fracture permeability is left unchanged
at 10−7mD.

At the overpressure values encountered in the simulation, the caprock starts becoming permeable
to water above 10−4mD. As shown in fig. 6.31, the pressure curve starts to deviate from the
original case (10−7mD) as the caprock becomes permeable; this is because some of the built-up
pressure is partially relieved by formation fluid seeping out of the reservoir and into the upper
aquifer. Immediately prior to gas breakthough, the total water flux along the layer overlaying
the caprock is around 0.7 l/d at 10−4mD, while it is 436 l/d at 10−3mD.
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Figure 6.31 – Well BHP with time.

Because of the higher pressure, the peak vertical displacement is highest in the caprock with
lowest permeability. Nevertheless, fracture opening and propagation happens earlier in the
more permeable caprock, as shown in fig. 6.32. Indeed, σ′

h in the caprock increases with
decreasing matrix permeability, pushing the stress state away from failure conditions.

Finally, note that the lower pressure at increased permeabilities also translates as a lower
density of the injected fluid. Consequently, buoyancy effects are enhanced and the plume
reaches the underside of the caprock faster.
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Figure 6.32 – Cumulative injected mass at first crack (solid) and gas breakthrough (dashed) as a function
of caprock matrix permeability.
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6.2.2 Fracture permeability

The investigated values range from 10−7 to 10−2mD. Caprock horizontal matrix permeability
is 10−7mD for all runs, and the vertical-to-horizontal anisotropy ratio is 0.25 as in the original
case.

As for the case of caprock matrix permeability, the caprock becomes permeable to water for
values of khf above 10−4mD, which shows as a decreased slope of the BHP curve (fig. 6.33)
compared to the original case (10−7mD).
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Figure 6.33 – Well BHP with time.

Because of the lower pressure in the reservoir at khf > 10−4mD, the peak vertical displacement
starts decreasing accordingly (fig. 6.34). For values lower than 10−4mD (tighter rocks), the
displacement behavior becomes essentially the same across all runs.
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Figure 6.34 – Vertical displacement profile along the caprock top after 4 months of injection (pre-failure).

The effect of fracture permeability on the injected mass at failure shows a similar trend as
that of matrix permeability (fig. 6.35, shown in light color), but the time for the fracture to
propagate through the caprock remains consistently higher.
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Figure 6.35 – Cumulative injected mass at first crack (solid) and gas breakthrough (dashed) as a function
of caprock fracture and matrix permeability.
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6.2.3 Young modulus

The Young modulus of the caprock is changed from the original 5GPa to 2.5 and 7.5GPa
respectively.

Figure 6.36 shows how all runs share the same displacement curve pre-failure. However, the
rock with a lower Young modulus (ductile) can sustain a much higher peak displacement before
failure. Furthermore, the crack propagates slower in the more ductile caprock. In fact, in the
2.5GPa scenario, the fracture that opens at the bottom of the caprock does not propagate
across it, and no gas leaks to the upper aquifer. This is a result of the higher effective normal
stresses in the caprock at lower values of E (fig. 6.37), thanks to which the caprock can sustain
a higher amount of unloading before cracking.
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Figure 6.36 – Peak vertical displacement (solid) and fracture permeability (dashed) over time at the top
center of the caprock.
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Figure 6.37 – Horizontal stresses along the wellbore after 2 months of injection (pre-failure).

The higher the Young modulus, the lower the mass that can be injected before a crack opens
(fig. 6.38). Notice how the crack opens immediately at the start of injection and instantly
propagates across the caprock when E ≥ 12.5GPa. This shows the importance of caprock
ductility for geological sequestration.
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Figure 6.38 – Cumulative injected mass at first crack (solid) and gas breakthrough (dashed) as a function
of caprock Young modulus.
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6.2.4 Poisson ratio

Different values of Poisson ratio in the caprock are compared: 0.2, 0.25, 0.3 and 0.35.

The Poisson ratio of the caprock has a negative correlation with time to failure, where an
increase in ν leads to an earlier failure (fig. 6.39). This is caused by a decrease of effective
normal stress in the caprock, which brings the state of stress closer to the failure threshold.
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Figure 6.39 – Time to first crack (solid) and gas breakthrough (dashed) as a function of caprock Poisson
ratio.

6.2.5 Thickness

The original caprock thickness of 13.5m (divided in three layers of equal thickness) is compared
to a 6m and a 21m thick caprock. The grid top is modified so as to always keep the underside
of the caprock at the same depth (2429m), and hence the same density of the injected fluid.

The increase in thickness translates the normal fracture effective stress curve to the right
without affecting its shape, thereby delaying the opening of fractures (fig. 6.40). Between
the 6m run and the 21m run, first crack opening is separated by five months. Indeed, the
thicker caprock can sustain a higher pressure increase before rupture, and consequently a
higher peak vertical displacement (fig. 6.41). Note that the slope of the vertical displacement
curve pre-failure is identical in all cases; consequently, the pre-failure displacement profile is
the same for all runs.
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Figure 6.40 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
bottom center of the caprock.
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Figure 6.41 – Peak vertical displacement at the top center of the caprock over time.
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6.2.6 Fracture spacing

Different values of fracture spacing are investigated, and the spacing value is kept the same in
all directions (I – J – K).

Changing the fracture spacing has no effect on the time for the first fracture to open, nor on
the system behavior prior to first crack. However, with a denser fracture network, fracture
propagation across the caprock is faster. Note that the injected mass at gas breakthrough,
and hence the velocity of propagation of the fracture through the caprock, saturates beyond a
certain value, as evidenced by fig. 6.42. Values of spacing below 10 cm and above 2m have no
further effect on fracture propagation.
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Figure 6.42 – Cumulative injected mass at first crack (solid) and gas breakthrough (dashed) as a function
of fracture spacing.

6.2.7 Fracture opening stress

The behavior of the caprock is evaluated for different values of fracture opening stress (1600–
2600 kPa in increments of 200 kPa).

Decreasing frs delays the opening of fractures, and the well BHP curve is allowed to rise
higher without a change in its slope (fig. 6.43). As seen when investigating reservoir matrix
permeability, the BHP curve for the 1600 kPa run has a sawtooth profile, where each tooth
corresponds to a new block cracking (horizontal propagation of the fracture). From the pressure
profiles, it is apparent that the relationship between fracture opening stress and time to gas
breakthrough is non-linear (logarithmic). The same logarithmic behavior can be observed
when investigating the opening of cracks on the underside of the caprock with respect to time.
Consequently, when plotting frs against the time to first crack (fig. 6.44) or the total injected
mass at first crack (fig. 6.45) on a semi-logarithmic plot, the trend can be fitted by a straight
line. Note that the scatter on both plots is the same; this scatter is attributable to the interval
at which the solver produces output values, set to one month.
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Figure 6.43 – Well BHP with time.
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Figure 6.44 – Time to first crack appearance as a function of fracture opening stress.
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Figure 6.45 – Cumulative injected mass at first crack appearance as a function of fracture opening stress.

6.2.8 Residual fracture permeability

Residual fracture permeability krcf only has an effect on fracture closure, thus post-failure
behavior. As seen in fig. 6.46, the fractures on the bottom of the caprock close soon after
the CO2 plume has broken through the caprock and the stress build-up has been released.
Because of the continued injection, pore pressure keeps building up (albeit at a slower pace)
and fractures fully reopen again, before closing at the end of the injection period.
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Figure 6.46 – Fracture permeability (solid) and fracture normal effective stress (green, common for all
runs) over time at the bottom center of the caprock.

101



6 Sensitivity analysis

6.3 Simulation options

6.3.1 Porosity coupling function

The porosity coupling options GCOUPLING 0, 2 and 3 are compared.

In one-way coupling mode (GCOUPLING 0), reservoir porosity is not a function of deformation,
since stresses and strains are not fed back to the fluid-flow simulator. As a result, porosity
is purely a function of pressure and temperature. Given that temperature in our model is
constant, the porosity curve is perfectly parallel to the pressure curve (fig. 6.47). Note that
the porosity increase here is due purely to geomechanical effects and not geochemical effects,
which are not considered.

Using GCOUPLING 2 (two-way coupling), porosity is a function of ∆p, ∆T and dσm/dp
according to eq. (4.28) in section 4.3.6. The last term in the equation is null due to reservoir
temperature being constant, and since dσm/dp is multiplied by bulk compressibility, the
influence of mean total stress on the shape of the porosity curve is very small. As a result, the
relationship between current porosity and pressure is also linear (fig. 6.48), and the porosity
curve in a given block follows that of the pressure.

Finally, with GCOUPLING 3, φ∗ is a function of ∆p, ∆T and ∆σm. Here, the influence of
total mean stress is larger, and the porosity curve closely follows that of pressure, but not
exactly.
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Figure 6.47 – Evolution of porosity (solid) and pressure (dashed) in the gridblock containing the upper-
most perforation.
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Figure 6.48 – Current porosity as a function of pressure in the gridblock containing the bottommost
perforation.

The choice of the porosity function has a strong influence on the post-peak vertical displacement
trend (fig. 6.49), with the non-coupled model exhibiting completely different behavior. While the
slope of the displacement curve pre-failure is mostly identical in all cases, the peak displacement
that the caprock can sustain before failure is significantly greater for the GCOUPLING 3 run.
Note that the fracture permeability curves for the GCOUPLING 0 and 2 cases are the same,
as failure occurs at the same timestep.
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Figure 6.49 – Fracture permeability (dashed) and peak vertical displacement (solid) over time at the top
center of the caprock.
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6.3.2 Shear failure

In the original scheme, only tensile fracture failure is considered. Here, we specify a threshold
value of 500 kPa for shear failure to occur. Once the radius of the Mohr circle exceeds the
threshold, fractures in the caprock open due to shear, and fracture permeability changes from
the initial fracture permeability to a value computed by

kf = kf0 · exp(−γ ·∆σ′
m) , (6.2)

where kf0 is the initial fracture permeability (2.5× 10−8mD), γ is the permeability modulus
(10−3 kPa−1), and ∆σ′

m is the difference in mean effective stress (kPa).

With the specified threshold, shear failure occurs immediately at the start of the simulation.
Results show that the fracture permeability does not change appreciably due to shear failure,
increasing from the initial 2.5× 10−8mD to a constant value of 1.4× 10−7mD over one month.
While the caprock remains essentially impermeable, fig. 6.50 shows that the tensile failure
threshold of 2000 kPa is reached one month earlier when considering shear failure.
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Figure 6.50 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
bottom center of the caprock.

The displacement profile is slightly altered, with a maximum vertical displacement of 14.1 cm
for the base case and 13.7 cm for the scenario with shear failure (fig. 6.51).
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Figure 6.51 – Vertical displacement profile along the caprock bottom after 5 months of injection (pre-
failure).

6.3.3 Equation of state

The results of two runs using the Peng-Robinson (base case) and Soave-Redlich-Kwong EoS
are compared.

Using the SRK EoS, plume velocity is diminished both horizontally and vertically (fig. 6.52),
which results in a thinner and longer plume. Because both sets of EoS calculate different
amounts of dissolved CO2, the reservoir pressure is slightly different, and that impacts the
effective stress both in the reservoir and the caprock (fig. 6.53). Note that the total stress
profile is not significantly impacted.
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Figure 6.52 – Gas flux along the wellbore after 3 months of injection.
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Figure 6.53 – Horizontal stresses along the wellbore after 4 months of injection (pre-failure).

With regard to the SRK run, the higher effective stress delays both the appearance of first
crack and gas breakthrough across the caprock, while the lower pressure slightly decreases the
slope of the peak displacement curve (fig. 6.54).
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Figure 6.54 – Peak vertical displacement (solid) and fracture permeability (dashed) over time at the top
center of the caprock.

It should be noted that, in general, cubic EoS are not able to accurately model compositional
properties of CO2-water systems. [127] In particular, vapor-liquid equilibria predictions of SRK
EoS are poor. The SPUNG EoS have shown better results than the SRK EoS for modelling
CO2-water systems, but they still show as much as 20% discrepancy to experimental data
when predicting vapor-liquid equilibria. [128]

Multiple authors have attempted to solve this problem, and good results for phase composition
and aqueous phase densities of CO2-water systems have been obtained by using either:

— the PR EoS with Twu’s α function and Huron-Vidal mixing rules; [129]

— the PR EoS with Huron-Vidal mixing rules and Péneloux volume shift; [130]

— the EoS-CG model. [131]

At pipeline and reservoir pressure-temperature conditions, pure CO2 densities can be well
approximated using:

— the PR EoS with the Mathias et al. (1989) volume shift; [12]

— the PR EoS with the second Stryjek-Vera modification; [41]

— the Sterner-Pitzer EoS. [12]

There have also been improvements in methods that permit the calculation of mutual dissolution
of CO2 and water using empirical models. [127], [130] Finally, note that the properties of
brine differ largely from those of water due to the salt content. In particular, CO2 solubility is
strongly dependent on salinity. EoS do not treat salt as an additional component, but as a
variable. [133]
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6.4 Injection parameters

6.4.1 Injection rate

Here, three values of injection rate are considered: 180,000, 200,000 and 220,000m3
sc/d.

Injection rate is one of the few parameters that can be controlled during geological storage. It
must be carefully balanced between economical considerations (injecting as quickly as possible)
and geomechanical considerations (avoiding reservoir and caprock fracturing).

In order to increase the rate, higher injection pressures are required. Therefore, it is expected
that the higher the rate, the higher is the slope of the BHP curve (fig. 6.55). Additionally, the
scenario with lower injection rate can sustain a much higher BHP before the caprock fails,
with the BHP at failure going from 36,800 kPa in the high rate scenario to 43,400 kPa in the
low rate scenario. Due to the higher pressures, the horizontal stress in the caprock decreases
(fig. 6.56), and the time to failure decreases as the rate increases; however, the relationship
between time to failure and cumulative injected volume is not linear (fig. 6.57). In fact, as
suggested by González Martínez de Miguel (2014), injection rate and cumulative injected CO2
can be fitted to an exponential function (fig. 6.58). The same is true for maximum vertical
displacement or time (figs. 6.59 and 6.60). In effect, by slightly lowering the injection rate, the
final storage capacity can be increased significantly. However, there is evidently a cost factor
that must be taken into account; injecting CO2 at too low a rate may prove uneconomical.
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Figure 6.55 – Well BHP with time.
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Figure 6.58 – Cumulative injected volume at CO2 breakthrough as a function of injection rate.
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Figure 6.59 – Time to CO2 breakthrough across the caprock as a function of injection rate.
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Figure 6.60 – Vertical displacement (absolute values) in gridblock {51,1,11} at CO2 breakthrough as a
function of injection rate.

Finally, note that in the 180,000m3
sc scenario, the fracture normal effective stress keeps

decreasing after the first layer of the caprock has fractured, even briefly dipping below zero and
becoming tensile (fig. 6.61). In this run, there is a long delay between the first crack appearing
in the bottommost layer and propagation of the fracture through the caprock (breakthrough).
In the high rate scenario, the time between first crack and breakthrough is 61 d; with the
intermediate rate, 92 d, and with the low rate, 701 d. During this period, the fracture keeps
propagating horizontally, but CO2 does not migrate to the upper layers and the pressure
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build-up is not released. The horizontal propagation of the fracture is evidenced by the multiple
small drops on the BHP curve.
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Figure 6.61 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
bottom center of the caprock.

6.4.2 Number of wells

In this run, the original flow rate of 200,000m3
sc/d is distributed over two off-centered wells

injecting 100,000m3
sc/d each, and then over three wells injecting 66,667m3

sc/d each. The total
rate at the perforations always remains the same.

Figure 6.62 shows the evolution of the normal fracture effective stress with time. The curves
refer to gridblock {51,1,13} (above the central injector) for the single and three wells run,
and gridblock {31,1,13} for the two wells run (above the first injector). The normal fracture
effective stress remains well above the threshold of 2000 kPa in both multiple wells cases. As
a result, only the base case sees the caprock fail. In the two wells scenario, normal effective
stress never goes below 4000 kPa, or twice the threshold value. Injection rate for both wells
could be safely increased without risking tensile failure in the caprock.
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Figure 6.62 – Normal fracture effective stress with time at the bottom of the caprock.

Arching of the caprock is itself a consequence of the pressure build-up above the injection point.
By distributing the rate, this build-up is greatly reduced and the pressure profile below the
caprock is much flatter (fig. 6.63). Accordingly, the peak vertical displacement is lowest for
the two wells case (fig. 6.64). In the original scenario, the maximum vertical displacement is
measured at 17 cm; with 3 wells, it is only 12.1 cm, and a further reduction is achieved with 2
wells to 11.6 cm.
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Figure 6.63 – Pressure profile along the bottom of the caprock after 8 months of injection (pre-
breakthrough).
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Figure 6.64 – Vertical displacement profile along the bottom of the caprock after 8 months of injection
(pre-breakthrough).
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6.4.3 Well profile

In this section, two different horizontal wells are compared with the original vertical profile.
The short well is perforated along 5 gridblocks (400m), and the long well along 11 gridblocks
(1000m). The perforations are centered in the reservoir (with respect to I), and the well is
drilled along layer 30, corresponding to the uppermost perforation in the vertical well case.

Figure 6.65 shows that the time to gas breakthrough is higher for the two horizontal wells; this
is due to the larger horizontal extent of the CO2 plume (fig. 6.66), which causes the pressure
build-up to be distributed over a larger area. With a more homogeneous pressure increase, the
amount of horizontal stress unloading is lower, and tensile failure happens later. In particular,
the long horizontal well can sustain 1492 d of injection more than the vertical well before the
caprock is fully breached.

While the pressure build-up is distributed over a larger area, the size of the fractured zone at
failure is also linked to the horizontal extent of the CO2 plume. At failure, the underside of
the caprock is fractured along 500m for the vertical well, 700m for the short horizontal well
and 2700m for the long horizontal well.
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Figure 6.65 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
top center of the caprock.
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Furthermore, the diminished stress concentration at the center of the caprock translates
into a more homogeneous lifting of the caprock, and hence lower peak vertical displacement
(fig. 6.67).
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Figure 6.67 – Vertical displacement profile along the caprock bottom after 8 months of injection (pre-
breakthrough).

Note that for the long horizontal well run, the first and last perforations visibly inject a higher
quantity of fluid compared to the central perforations. Because the perforations in the center
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of the interval have to compete with each other, the pressure increase is higher at that location
(fig. 6.68). Consequently, the pressure differential between the wellbore and the reservoir is
maximal at the end of the perforated interval; since the resistance to flow is lower, these
perforations will inject more fluid.
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Figure 6.68 – Pressure profile along the perforated wellbore length after 12 months of injection (long
horizontal well).

6.4.4 Perforated interval

The well is perforated from layers 20 to 23, 10 layers above the base case.

Because of the shallower injection point, the required injection pressure is lower, which also
lowers the supercritical CO2 density (fig. 6.69). As the density difference between the resident
brine and the injected fluid is increased, buoyant forces will be stronger. However, the actual
vertical plume velocity is lower than in the deep interval case, as part of the injection energy
is directed downwards, which shows as a positive flux near the bottommost perforation in
fig. 6.70 (K is defined positive downwards).
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Figure 6.69 – Gas mass density (solid) and well BHP (dashed) at the uppermost perforation.
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Figure 6.70 – Gas flux along the wellbore after 3 months of injection.

Despite the lower vertical plume velocity, the time taken by the plume to reach the caprock is
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shorter in the shallow perforations run, thanks to the much shorter path from the injection
point to the caprock. Due to the larger magnitude of the buoyant force, initial crack occurrence
is anticipated by 30 days (fig. 6.71).
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Figure 6.71 – Fracture normal effective stress (solid) and fracture permeability (dashed) over time at the
bottom center of the caprock.

6.5 Summary and discussion

Figure 6.72 summarizes the impact of each investigated parameter on the cumulative injected
fluid mass at the onset of fracture failure (in gridblock {51,1,13}), relative to the base case
(zero line). Some scenarios have been extended in order to provide a representative range of
values.

In regard to reservoir properties, matrix permeability is by far the most impactful parameter;
by doubling khm from the original 15mD to 30mD, an additional 592 kt of supercritical CO2
can be injected before the first crack appears. For reference, only 68 kt of CO2 can be injected
before fracturing the caprock in the base case. Note that 30mD is a very low permeability for
an aquifer; in real cases, only aquifers with horizontal permeabilities upwards of 500mD are
typically considered for geological sequestration.

The Poisson ratio also has a strong impact on the allowable CO2 mass to inject, where higher
values are better. The anisotropy ratio is the only parameter which has no influence, neither
positive nor negative, on crack opening.

The Poisson ratio and Young modulus of the caprock have opposite effect to those of the
storage formation, as lower values are better. In particular, E has a strong influence on the
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allowable injected mass. Note that the fracture spacing and residual fracture permeability
(krcf) have no effect on first crack opening.

In short, brittle reservoirs are ideal, given that they deform less, while ductile caprocks are
ideal, as they don’t fracture as easily.

Simulation options have a small but non-negligible influence on failure behavior, wherein the
porosity coupling function is the most important parameter.

Of all the controllable parameters, the number of wells is by far the one that has the greatest
influence on the total CO2 injected mass at failure. The two off-centered wells scenario fails
at 751 kt in excess of the base case, while the three wells scenario fails at 671 kt in excess of
the base case. Finally, note that the injection rate, which is the only parameter that can be
designed, also has a very strong impact; decreasing the rate by 50,000m3

sc/d relative to the
base case increases the total storable mass by 223 kt.

Note that of all of the Barton-Bandis model parameters, only fracture opening stress frs has
an impact on the time to failure. The other parameters (E0, kni, krcf and kccf) solely determine
fracture closure behavior.

The numbers provided in fig. 6.72 are obviously case-dependent, so different storages would
show different results. However, the impact of each investigated parameter on the cumulative
injected fluid mass at the onset of fracture failure is of general validity.
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Figure 6.72 – Effect of investigated parameters on the injected CO2 mass at the time of first fracture (on
the underside of the caprock), relative to base case.
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7 Conclusions

In this work, tensile failure of the caprock as caused by CO2 injection has been investigated
using CMG GEM. The mechanism of caprock failure according to the model can be summarized
as follows.

1. As injection progresses, pore pressure within the aquifer increases; inside the caprock, p
remains the same as no fluid is allowed to enter.

2. Volumetric expansion of the aquifer occurs because of the increase in pore pressure; in
turn, because the reservoir is laterally constrained, this causes σh to rise.

3. In order for the system to remain in equilibrium with the far-field stresses, σh in the
caprock decreases by a corresponding amount.

4. Following Terzaghi’s law, σ′
h within the caprock decreases, despite no change in pressure,

due to the decrease in total stress.

5. Once σ′
h in the caprock has dropped below the rock’s tensile strength, fractures starts

opening.

6. In time, fractures propagate across the caprock and lead to containment failure.

Injection also causes arching of the caprock over the injection point, which leads to a decrease in
horizontal effective stresses at the top of the caprock. However, with the model here considered,
this decrease was never sufficient to cause failure by itself. Indeed, the caprock was found to
always open first along its bottommost layer, with the fracture then propagating upwards.

Later, a total of 23 parameters have been individually varied in order to study their impact
on the behavior of the reservoir-caprock system. The investigated parameters have then been
classified based on their measured impact on the cumulative CO2 mass that can be injected
before causing caprock tensile failure.

Findings from the sensitivity analysis have been summarized in a tornado plot, from which it
is apparent that ideal reservoirs have a high Young modulus and Poisson ratio, while ideal
caprocks have a low Young modulus and Poisson ratio.

In order to avoid caprock tensile failure, the number of wells has been found to be the single
most important design parameter; a two-well design drastically increases the injectable CO2
volume compared to a single-well design. Reservoir matrix permeability is also a crucial
parameter, as higher permeabilities allow for easier fluid movement and greatly decrease the
pressure build-up at the injector.

In closing, note that this study focused exclusively on tensile failure. However, containment may
be breached in many more ways such as fault reactivation, none of which have been investigated
here. Furthermore, geochemical interactions have not been considered; a possible axis of further
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7 Conclusions

research is then to investigate coupled geochemical and geomechanical interactions. Indeed,
geochemical reactions have the potential to weaken the rock, which no doubt will influence
failure behavior.
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