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Abstract 

The master thesis project was focused on a Python implementation of an indirect sensing adaptive optics 
algorithm to correct optical aberrations from vortex and top-hat beams, which are beam shapes of interest 
in the Maximally Informative Luminescence Excitation MINFLUX superresolution microscopy technique for 
imaging and tracking at the subnanometric scale.  

The indirect sensing approach involved segmenting the objective lens’ entrance into 51 smaller sections using 
binary masks using a liquid crystal spatial light modulator LC-SLM, with each segment having an electric field 
associated with it. When scanning fluorescent beads, by sequentially intersecting at the focal plane the 
central electric field of the objective lens with the remaining electric fields from the segments deliberately 
introducing four phase differences using the LC-SLM, four interference patterns were recorded for each 
combination of central-segment pairs. 

The recorded data was processed in a series of steps, including phase unwrapping, polynomial fitting, 
interpolation, and extrapolation, generating phase maps that would be uploaded into the LC-SLM to correct 
for optical aberrations. Lastly, deliberately inducing controlled aberrations onto the corrected beam profiles 
with the LC-SLM was done to observe astigmatism and trefoil’s effect on the beam profiles, individually. 

Keywords:  Adaptive optics, MINFLUX microscopy, spatial light modulator, optical aberrations 
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Resumen 

El proyecto de tesis de maestría se centró en la implementación en Python de un algoritmo de óptica 
adaptativa de detección indirecta para corregir aberraciones ópticas de haces de vórtice y de forma de 
sombrero de copa. Estos haces son de interés en la técnica de microscopía de superresolución de Excitación 
de Luminescencia Máximamente Informativa MINFLUX (por sus siglas en inglés) para la obtención de 
imágenes y seguimiento a una escala subnanométrica. 

El enfoque de detección indirecta implicó segmentar la entrada de la lente del objetivo en 51 secciones más 
pequeñas utilizando máscaras binarias mediante un modulador espacial de luz de cristal líquido LC-SLM (por 
sus siglas en inglés), con cada segmento con un campo eléctrico asociado. Al escanear cuentas fluorescentes 
e intersecar secuencialmente en el plano focal el campo eléctrico central de la lente del objetivo con los 
campos eléctricos restantes de los segmentos, introduciendo deliberadamente cuatro diferencias de fase 
mediante el LC-SLM, se registraron cuatro patrones de interferencia para cada combinación de pares central-
segmento. 

Los datos registrados fueron procesados en una serie de pasos, que incluyeron desenrollado de fase, ajuste 
de polinomios, interpolación y extrapolación, generando mapas de fases que se cargarían en el LC-SLM para 
corregir las aberraciones ópticas. Por último, se indujeron deliberadamente aberraciones controladas en los 
perfiles de haz corregidos con el LC-SLM para observar el efecto de astigmatismo y trefoil en los perfiles de 
haz, de manera individual. 

Palabras clave: Óptica adaptativa, microscopía MINFLUX, modulador de luz espacial, aberraciones ópticas 
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Résumé 

Le projet de thèse de maîtrise était axé sur une implémentation en Python d'un algorithme d'optique 
adaptative à détection indirecte pour corriger les aberrations optiques des faisceaux en forme de vortex et 
de chapeau, qui sont des formes de faisceaux d'intérêt dans la technique de microscopie de super-résolution 
de Excitation de Luminescence Maximale Informative MINFLUX (par son acronyme en anglaise) pour 
l'imagerie et le suivi à l'échelle subnanométrique. 

L'approche de détection indirecte impliquait de segmenter l'entrée de l'objectif en 51 sections plus petites à 
l'aide de masques binaires à l'aide d'un modulateur de lumière spatiale à cristaux liquides LC-SLM (par son 
acronyme en anglaise), chaque segment ayant un champ électrique qui lui est associé. Lors de la 
numérisation de perles fluorescentes, en intersectant séquentiellement au niveau du plan focal le champ 
électrique central de l'objectif avec les champs électriques restants provenant des segments, en introduisant 
délibérément quatre différences de phase à l'aide du LC-SLM, quatre motifs d'interférence ont été 
enregistrés pour chaque combinaison de paires central-segment. 

Les données enregistrées ont été traitées en plusieurs étapes, comprenant le dépliage de phase, l'ajustement 
de polynômes, l'interpolation et l'extrapolation, générant une carte de phase qui serait téléchargée dans le 
LC-SLM pour corriger les aberrations optiques. Enfin, des aberrations contrôlées délibérément induites sur 
les profils de faisceau corrigés à l'aide du LC-SLM ont été réalisées pour observer l'effet de l'astigmatisme et 
du trèfle sur les profils de faisceau, individuellement. 

Mots-clés: Optique adaptative, microscopie MINFLUX, modulateur spatial de lumière, aberrations optiques. 
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I. Introduction 

Recent developments in optical microscopy have greatly improved imaging and tracking at the nanoscale 
with the goal of further understanding complex biological systems [1] [2]. However, the limitations imposed 
by optical aberrations and light diffraction still impose a challenge for achieving higher resolution. This has 
led to the development of adaptive optics AO and superresolution microscopy SRM techniques that aim to 
mitigate the effects of aberrations and push the boundaries of resolution beyond the diffraction limit, 
respectively. 

Optical systems can be affected by optical aberrations due to factors like alignment, manufacturing defects, 
and environmental conditions. These aberrations distort wavefront shapes and have a direct impact on the 
quality of images produced. Mathematical descriptions of these aberrations are provided by Zernike 
polynomials [3] [4] and AO uses techniques such as indirect wavefront sensing via pupil segmentation to 
calculate and correct them using AO elements like liquid crystal spatial light modulators LC-SLMs [5] [6] [7]. 

On the other hand, SRM techniques involves generating distinguishable molecular states within neighboring 
molecules or target features, typically termed as on and off states. While these techniques share the concept 
of on/off states, their difference is rooted in how the transition between these states occurs and ascertain 
the spatial coordinates of a fluorescent emitter or feature [8]. Notably, the innovative Maximally Informative 
Luminescence Excitation MINFLUX. 

MINFLUX technique achieves super-resolution through structured excitation patterns instead of relying 
solely on emitted fluorescence photons. By analyzing the fluorescence from a single emitter under various 
designed patterns, MINFLUX determines the emitter's position based on relative photon counts. This 
enhances sensitivity, probing near the emitter using patterns with local minima, thus improving photon 
efficiency [1] [2]. 

Optical aberrations such as astigmatism, coma, and trefoil, can compromise the quality of data acquisition 
and overall localization process of the SRM MINFLUX technique. The extent of these aberrations can result 
in variations in the properties of the excitation patterns, potentially causing a decrease in both signal-to-
noise ratio and spatial resolution. 

Therefore, this master thesis project was focused on implementing a Python routine based on pupil 
segmentation for optical aberration corrections in a MINFLUX system. The method determined phase 
inconsistencies across the wavefront segments of interest and corrected the aberrated wavefront, improving 
the quality of the excitation patterns in the system. Additionally, the LC-SLM was used to deliberately induce 
different magnitudes of astigmatism and trefoil onto the corrected beam profiles to observe how the beam 
shapes of interest were affected. 

This thesis begins by defining optical aberrations (II.1), closely tied to limitations in traditional microscopy. It 
then delves into adaptive optics using LC-SLM (II.2), pivotal for compensating for these aberrations. The 
concept of diffraction-limited resolution is explained (II.3), crucial for pushing imaging boundaries. 
Subsequent sections introduce SRM (II.4) and the innovative MINFLUX technique (II.5) with its potential for 
nanometric resolution. MINFLUX's facets, such as 1D localization and beam shapes (II.5.1 and II.5.2), are 
detailed, followed by a study of optical aberrations within MINFLUX beam shapes of interest (II.6). This sets 
the groundwork for detailed explanations of specific methods (III), results (IV), and results’ discussion (V). 
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II. Background 

II.1. Optical aberrations 

Optical imaging systems have many applications in fields such as surveillance, astronomy, medicine, industry, 
and research and development. At first glance, optical systems appear to produce near-perfect images. 
However, due to the inherent characteristics of the systems, which include the way optical elements are 
manufactured and assembled, as well as external factors such as environment and refractive index mismatch, 
the formed images are not flawless, as they are affected by optical aberrations [3].  

Aberrations are commonly described as alterations in the phase of the optical field. These alterations result 
in deviations from the ideal wavefront shape, such as planar shape for a collimated beam or a spherical shape 
for a focused beam. Different forms of aberrations emerge due to the interaction of light with a range of 
internal and external factors [3], including: 

• Astigmatism arises when an optical system has different focal lengths along two perpendicular axes. 
This results in a focus appearing as a line along one axis at a certain distance, while at another 
distance, another focus appears as a line along the other axis. 
 

• Coma manifests when the magnification of an optical system varies within the pupil, leading to a 
distorted focus resembling the shape of a comet's tail. 

 

• Defocus occurs when there is a distortion in the focus due to a shifted image plane. 
 

• Spherical aberration is characterized by a varying focal length depending on the position within the 
optical system's pupil. 

 

• Tilt refers to the tilting of the overall wavefront along a specific axis. 
 

• Trefoil emerges when an optical system introduces irregularities in the wavefront that lead to 
threefold symmetrical deviations, leading to the characteristic trefoil-shaped pattern. 

Each type of optical aberration introduces specific distortions to the captured images, affecting aspects like 
resolution and contrast. Therefore, understanding how to calculate, compensate, and correct aberrations 
provides valuable insight into how an optical system operates [3]. 

The effect of aberrations can be quantified by Zernike polynomials, which represent the complex field in both 
the exit pupil and the focal plane. Zernike polynomials describe the properties of an aberrated wavefront, 
regardless of the system's symmetry. These polynomial expressions have many benefits, such as facilitating 
easy mathematical operations on wavefronts like addition, subtraction, among others. These polynomials 
form a comprehensive set that permits separation into radial and angular components, and they maintain 
orthogonality on the unit circle. [4].  

Mathematically, Zernike polynomials are expressed as follows [3]: 

 
𝑊(𝜌, 𝜙) = ∑ ∑ 𝑎𝑛

𝑚𝑍𝑛
𝑚(𝜌, 𝜙)

𝑛

𝑚=−𝑛

  

∞

𝑛=0

     
(II.1) 
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where W represents the wavefront aberrated function, ρ represents the normalized pupil radius, 𝜙 
represents for the angle around the optical axis, and 𝑎𝑛

𝑚  stands for the magnitude of the Zernike polynomial 
𝑍𝑛
𝑚(𝜌,𝜙) with radial order n and azimuthal frequency m. The values of the aberration terms and their 

classical names, as well as the visual representation of non-normalized Zernike circle polynomials up to the 
fourth degree, can be seen in Table II.1 and Figure II.1, respectively. 

Each Zernike polynomial  𝑍𝑛
𝑚(𝜌,𝜙) describes a particular aberration mode with a unique combination of 

radial and angular dependence. By adjusting the coefficients 𝑎𝑛
𝑚  with adaptive optics methods it is possible 

to simulate and correct for various types and degrees of aberrations in an optical system, thereby improving 
image quality and overall performance [4]. 

Table II.1:  Zernike polynomials representing the magnitude of optical aberrations, modified from [3] and [4]. 

# 
Order  

(n) 
Frequency  

(m) 
Aberration term  Classical name 

1 0 0 1  Piston  

2 1 -1   2𝜌 sin 𝜙 Tilt (vertical tilt) 

3 1 1   2𝜌 cos 𝜙  Tilt (horizontal tilt) 

4 2 -2    √6𝜌2 sin 2𝜙 Oblique astigmatism 

5 2 0     √3(2𝜌2 − 1) Defocus (longitudinal position) 

6 2 2     √6𝜌2 cos 2𝜙 Vertical astigmatism 

7 3 -3     √8𝜌3 sin 3𝜙 Vertical trefoil 

8 3 -1  √8(3𝜌3−2ρ)sin𝜙 Vertical coma 

9 3 1 √8(3𝜌3−2ρ)cos𝜙  Horizontal coma 

10 3 3 √8𝜌3 cos 3𝜙  Oblique trefoil 

11 4 -4  √10𝜌4 sin 4𝜙 Oblique quadrafoil 

12 4 -2  √10(4𝜌4−3𝜌2)sin2𝜙 Oblique secondary astigmatism 

13 4 0  √5(6𝜌4 − 6𝜌2 + 1) Primary spherical 

14 4 2  √10(4𝜌4−3𝜌2)cos2𝜙 Vertical secondary astigmatism 

15 4 4 √10𝜌4 cos 4𝜙  Vertical quadrafoil 

…................ 

 

 

Figure II.1: Non-normalized Zernike circle polynomials up to the fourth degree, modified from [4]. 
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II.2. Adaptive Optics-Liquid Crystal Spatial Light Modulator 

Adaptive optics AO comprises a set of electro-optical and computational methods designed to alleviate and 
rectify optical aberrations. By locally modifying the optical field, AO aims to reinstate the optimal functioning 
of an optical system. This approach works to counter the impact of aberrations by introducing a customized 
wavefront with a phase that offsets the aberrations. Accomplishing this entails the precise evaluation or 
detection of aberrations to accurately determine the required phase adjustment [5]. 

Aberration measurement in AO systems can be done through direct wavefront sensing or indirect 
(sensorless) methods. Direct sensing is mainly associated with the Shack-Hartmann sensor, which consists of 
an array of lenslets and a camera that detects shifts in spot positions to determine local wavefront tilt and 
aberrations. On the other hand, sensorless AO intentionally uses aberrated images to infer the necessary 
corrections, reducing the need for extensive hardware modifications [6]. 

Sensing and correction of aberrations can be accomplished using various AO elements, including deformable 
mirrors and spatial light modulators SLM. An SLM is a two-dimensional dynamically reconfigurable device 
that enables the modulation of the optical field, intensity, phase, or polarization of an incident beam. A widely 
employed category of SLMs are Liquid crystal spatial light modulators LC-SLMs, which take advantage of the 
electro-optical asymmetry found in liquid crystals. [7]. 

 Liquid crystals LC are organic substances possessing distinctive physico-chemical attributes that lie between 
those of solids and liquids. These substances consist of elongated molecules that display structural and 
directional properties, resulting in anisotropic attributes in terms of optics, dielectrics, and elasticity. 
Compared to regular crystals, LCs have higher optical anisotropy, typically with an optical birefringence 
ranging from 0.1 to 0.2. These materials maintain a liquid-like order, allowing fluidity in various LC 
mesophases and providing adjustable properties [7]. 

 

Figure II.2: Liquid crystal spatial light modulator’s phase modulation [7]. 

 

Applying an electric field 𝓔 causes elastic forces to reorient the molecules, minimizing strain energy by 
aligning them in the direction of the electric field. In liquid crystals exhibiting positive dielectric anisotropy, 
the state of lowest energy occurs when the molecules align themselves with the electric field. By adjusting 
the intensity of the electric field, the typical molecular alignment can be changed, resulting in the ability to 
electronically influence the medium's optical refractive index, denoted as n. As a result, alterations occur in 
the phase φ of light propagating through the medium at a given wavelength λ [7]. 
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By controlling the spatial arrangement of the electric field applied, either in one or two dimensions, it 
becomes possible to alter the phase of an incoming optical wave in specific locations. This incident light is 
termed the "readout beam," with the information intended to be encoded onto its phase carried by the 
recording signal. To ensure effective manipulation by the LC component, the readout beam's polarization is 
crucial, as it can govern the parameter that the LC modulates, be it phase, amplitude, or polarization [7]. 

When linearly polarized light is projected at a 45° angle relative to the extraordinary axis of the LC, it leads to 
a disparity in phase between the two mutually perpendicular polarized components. This dynamic phase 
discrepancy facilitates the adjustment of light amplitude when the LC element is positioned between a 
polarizer and an analyzer. This arrangement also permits the transformation of linear polarization into an 
elliptical one. As a result, a LC-SLM has the capability to accomplish modulation solely in phase, amplitude, 
polarization, or a combination of phase and amplitude. This versatility enables novel methodologies in 
microscopy that go beyond the limitations imposed by diffraction, leading to enhanced resolution [7]. 

II.3. Diffraction-limited resolution 

In the realm of light microscopy, light from an infinitesimally small source can be captured and focused by a 
lens, which directs light toward the corresponding point on the image plane. However, light cannot be 
focused onto a single point due to diffraction when light passes through a circular aperture; even with a lens 
acting as one. Consequently, light waves converge and interfere with a three-dimensional diffraction pattern 
known as the point spread function PSF. The PSF is an intensity distribution with a primary maximum at the 
focal point and progressively weaker maxima distributed symmetrically throughout the three-dimensional 
volume [8]. 

The distribution’s pattern is known as ‘Airy Disk’, whose size is inversely proportional to the aperture size and 
determines the minimal spot size to which a beam can be focused. The quality of the imaging system is 
characterized by the transmittance of spatial frequencies, therefore, reducing the size of the aperture results 
in higher frequencies getting excluded from the image formation, which leads to a loss of information and a 
more spatially extended image [8]. 

If two point-like sources are focused by a lens with a circular aperture, two Airy disk patterns might be 
observed on the image plane depending on the distance d between them. When the two main maxima points 
of each pattern can be distinguishably observed, the diffraction pattern is considered resolved. On the other 
hand, the diffraction pattern is considered unresolved if the individual patterns merge with each other [8], 
as seen in Figure II.3. 

  

Figure II.3: Resolved and unresolved Airy disk patterns, modified from [9]. 
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In 1883, Ernst Karl Abbe stated that the limit of resolution, i.e. The minimal distance d required for two 
objects to be resolved, was influenced by the numerical aperture NA of the optical component and the 
wavelength of light λ being used [8]. 

 
𝜎 =

𝜆

2𝑁𝐴
         

(II.2) 

In the following years, there were continued efforts to improve the precise characterization of resolution 
limits. For instance, the Rayleigh criterion established that two distinct points could be considered resolved 
if the peak of the PSF coincided with the first trough of the adjacent PSF. The distance d to this initial intensity 
minimum is influenced by both the wavelength λ and the NA of the optical system. The NA can be expressed 
in relation to the lens's focal length f and the aperture D located in front of it (NA≈D/2f) [8]. 

 
𝜎𝑅𝑎𝑦𝑙𝑒𝑖𝑔ℎ = 0,61

𝜆

𝑁𝐴
 

(II.3) 

 

Figure II.4: Two PSF separated by the Rayleigh limit, modified from [9]. 

The Airy disk can be estimated using a Gaussian function, where the system's resolution is determined by its 
Full Width at Half Maximum FWHM. Consequently, two distinct points are considered resolved if their 
separation exceeds the FWHM value. This condition ensures that the trough between the two Airy disks 
reaches at least 50% of the peak value [8]. 

 
𝜎𝐹𝑊𝐻𝑀 = 𝐹𝑊𝐻𝑀 = 1,028𝑓

𝜆

𝐷
 

(II.4) 

In terms of NA,  

 
𝜎𝐹𝑊𝐻𝑀 = 0,514

𝜆

𝑁𝐴
 

(II.5) 

The measurement of the PSF with the Airy disk accounts for 86% of the total intensity. As a result, only a 
small proportion of the total intensity, which is present in the side lobes, is excluded from this definition of 
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resolution. Despite this omission, the Airy disk is widely utilized in light microscopy as it is readily available 
[8]. 

II.4. Superresolution Microscopy 

Any optical microscopy method employed to visualize structures smaller than the diffraction-limited 
resolution of traditional light microscopy (~250nm) is known as a super-resolution microscopy SRM 
technique [10]. The main principle of the SRM technique consists of inducing distinct distinguishable 
molecular states in molecular neighbors or features from the target, often referred to as on and off states. 
Although these techniques share the common principle of on/off states, they vary in terms of how they 
achieve the transition between these states and how they determine the spatial position of a fluorescent 
emitter or feature. Based on the localization process, the SRM techniques are divided into coordinate-
targeted and coordinate-stochastic super-resolution techniques [11]. 

The most prominent coordinate-targeted super-resolution techniques are Stimulated Emission Depletion 
microscopy STED [12] and Reversible Saturable Optical Fluorescence Transitions RESOLFT [13]. These 
techniques determine the position of a feature by illuminating it with a specially designed off-switching or 
on-switching beam. This beam is structured to have at least one local intensity minimum, ideally reaching 
zero intensity in the focal plane. The precise location of this intensity minimum in the excitation light 
determines where the molecules are capable of emitting fluorescence [11]. 

As the position of the intensity minimum is consistently determined using a beam-positioning device, every 
identified fluorescence photon can be directly attributed to this known and targeted spatial position. 
Consequently, the source of each detected photon is precisely known, with the level of precision determined 
by the effective width of the emitter distribution in the on state after switching off. In a basic model, the 
resulting resolution can be expressed as follows [11]: 

 𝜎 ≈
𝜎𝑃𝑆𝐹

√1 + 𝐼 𝐼𝑠
⁄

 (II.6) 

Where σPSF corresponds to the diffraction-limited spot width, I the intensity of the off-switching beam, and 
Is the intensity level at which the probability for off-switching is 0.5. 

On the other hand, coordinate-stochastic super-resolution techniques such as Photoactivated Localization 
Microscopy PALM [14], Stochastic Optical Reconstruction Microscopy STORM [15], and DNA Point 
Accumulation for Imaging in Nanoscale Topography DNA-PAINT [16], involve randomly and stochastically 
switching individual molecules from an off state to an on state within a given space. By carefully selecting 
experimental parameters like the illumination scheme and chemical environment, the density of active 
emitters can be adjusted to achieve an average separation larger than the diffraction limit [11]. 

Subsequently, the exact position of each molecule in the activated state needs to be ascertained by analyzing 
the diffused diffraction pattern of fluorescence light, which is recorded by a camera. In the absence of extra 
sources of interference or pixelation in the detector, the precision of localization is roughly proportional to 
the count of photons detected, denoted as "N" [11]. 

 𝜎 ≈
𝜎𝑃𝑆𝐹

√𝑁
 (II.7) 
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In other words, determining the spatial location of each fluorescent molecule requires starting from the 
diffraction-limited spot, which requires many fluorescence photons for achieving high localization precision. 
Unfortunately, the number of fluorescence photons emitted by fluorescent proteins or organic fluorophores 
is limited due to transitions to long-lived dark states or irreversible photo-bleaching [11]. 

Several strategies have been attempted to increase molecular emissions. These include the development and 
utilization of specialized fluorophores, anti-bleaching agents, cryogenic temperatures, fluorophore-metal 
interactions, or the transient binding of fluorogenic labels. These approaches have gradually improved 
localization precision over time. Nevertheless, these approaches still need to improve the accuracy of 
localization while operating within a predetermined limit of fluorescence photons [11]. 

Some strategies have emerged to improve photon efficiency, such as SIMFLUX [17], Repetitive Optical 
Selective Exposure ROSE [18], Structured Illumination Microscopy based Point Localization Estimator SIMPLE 
[19], Modulated Localization Microscopy ModLoc [20] and Maximally Informative Luminescence Excitation 
MINFLUX [1]. 

The MINFLUX method [1] introduces an effective strategy for precisely locating individual emitters with a 
reduced photon count. This method leverages the low intensity point of the excitation light to probe the 
emitter's position, resulting in a significant decrease in the necessary emitted photons while still attaining 
the desired level of localization accuracy. MINFLUX surpasses camera centroid-based localization methods 
by enabling the capture of super-resolution images with superior localization precision and spatial resolution. 
It also allows for enhanced spatiotemporal resolution when tracking individual fluorescent molecules [1]. 

II.5. MINFLUX 

The MINFLUX localization technique employs a spatial encoding of the incoming fluorescence excitation light 
rather than the emitted fluorescence photons. The concept behind MINFLUX is to investigate the 
fluorescence emitted by a single emitter using a series of structured excitation light patterns (referred to as 
exposures) with varying spatial characteristics. The molecule's position is then determined based on the 
relative counts of fluorescence photons collected from each exposure [1].  

By probing the molecule's position using customized excitation light distributions that feature local minima 
(ideally zero) at different positions near the emitter, there can be a substantial difference in the emitted 
fluorescence photons across the various exposures. Consequently, this approach enhances the sensitivity to 
accurately locate a fluorescent emitter in proximity to the intensity minima. Consequently, one can anticipate 
enhanced photon efficiency, which translates to the need for fewer fluorescence photons to attain a 
particular level of localization precision [1]. 

An approach to create this set of exposures involves utilizing an excitation beam with a localized area of low 
intensity, such as a doughnut-shaped focal beam known as vortex beam. This beam is then shifted laterally 
from one exposure to another using a rapid beam scanner. The reason behind selecting this experimental 
setup is its versatility in generating various excitation beam patterns EBP and the potential to be 
implemented as a scanning microscope with confocal detection to minimize background interference [1].  
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Figure II.5: MINFLUX method: a vortex beam is used to interrogate the emission of an emitter positioned at four 
different fixed locations. The ratio of photon numbers detected at each position is used to estimate the emitter's 
localization [1]. 

The fundamental concept of MINFLUX is illustrated using a one-dimensional scenario in the following section. 
This example highlights the significance of an adjustable geometric parameter that grants complete control 
over the photon efficiency of the method. Furthermore, it demonstrates that the localization precision 
achievable with MINFLUX can be independent of the wavelength employed in the experiment [1]. 

II.5.1. MINFLUX 1D localization with two exposures 

A fluorescent emitter (represented by a star in Figure II.6) position at xm along the x-axis can be determined 
by sequentially analyzing the emitted fluorescence with two excitation light intensity distributions, namely 
I0(x) and I1(x). These distributions exhibit identical spatial characteristics, denoted by I(x), except for a lateral 
displacement of ± L/2 [21]. 

 I0(x) = I(x −
L
2⁄ ) 

(II.8) 

   
   
 I1(x) = I(x +

L
2⁄ ) 

(II.9) 

 

Figure II.6: MINFLUX in 1D: a fluorescent emitter located at xm probed by two intensity profiles I0(x) and I1(x), obtaining 
two Poisson distributed fluorescence photon count number n0 and n1, respectively [1]. 
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The intensity distribution I(x) may exhibit a minimum intensity at x = 0, and it is assumed that the molecule 
is located between the two probing positions where the excitation light intensity is at its minimum, 
specifically within the range of −L/2 < xm < L/2. By neglecting background, dark counts, and saturation effects, 
when probing the molecule using two exposures I0(x) and I1(x), it results in two sets of fluorescence photon 
counts, namely n0 and n1. These counts follow Poisson distributions, with mean values (λ0 and λ1) directly 
proportional to the excitation light intensities at the position of the molecule [21]. 

 λ0(xm) = αI0(xm) (II.10) 
   
   
 λ1(xm) = αI1(xm) (II.11) 

where α = ceqeσa, with ce as the photon detection efficiency, qe as the quantum yield of emitter fluorescence, 
and σa as the absorption cross-section of the emitter for the wavelength of the excitation light. 

In the scenario of precisely N = n0 + n1 detected photon counts without any loss of generality, the statistical 
behavior of n0 and n1, given the total number of N photons, follows the binomial distribution. 

n0~Poisson(λ0), n1~Poisson(λ1) ⇒ P(n0|N)~Binomial(n0, p) (II.12) 

Where the success probability p is given by 

𝑝(xm) =
λ0(xm)

λ0(xm) + λ1(xm)
=

I0(x)

I0(x) + I1(x)
=: 𝑝0(xm) 

(II.13) 

Within the range - L/2<xm<L/2, the condition 0 < p(xm) < 1 holds true. As a result, the ratio p(xm)/1−p(xm) is 
clearly defined as 

𝑝(xm)

1 − 𝑝(xm)
=
λ0(xm)

λ1(xm)
=
I0(xm)

I1(xm)
=
𝑝0(xm)

𝑝1(xm)
 

(II.14) 

with p0(xm) defined from equation II.13 

𝑝1(xm):= 1 − 𝑝0(xm) =
λ1(xm)

λ0(xm) + λ1(xm)
=

I1(x)

I0(x) + I1(x)
 

(II.15) 

The function I(x) is chosen in such a way that it can be approximated quadratically within the region - L<x<L, 
such that 

𝐼(𝑥) ≈ 𝐼𝑞𝑢𝑎𝑑(x) =
𝐶𝑥2

2
  𝑤𝑖𝑡ℎ 𝑐𝑜𝑛𝑐𝑎𝑣𝑖𝑡𝑦 𝐶 =

𝑑2

𝑑𝑥2
𝐼(𝑥 = 0) 

(II.16) 

considering equations II.8, II.9, II.14 and II.16 

 
p0
p1
= (

xm −
𝐿
2⁄

xm +
𝐿
2⁄
)

2

 

(II.17) 
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⇔ ±√

p0
p1
= 1 −

𝐿

xm +
𝐿
2⁄

 
(II.18) 

 

 

⟺ xm = 𝐿

(

 
1

1 ∓ √
p0
p1

−
1

2

)

  

(II.19) 

 

with equation II.19 being restricted by the condition - L/2<xm<L/2 

 

⟺ xm = 𝐿

(

 
1

1 + √
p0

1 − p0

−
1

2

)

  

(II.20) 

In an experimental setup, when a fluorescent emitter is subjected to the two exposures I0(x) and I1(x), and a 
total of N photons are collected, the resulting fluorescent photon counts, n0 and n1, follow a binomial 
distribution [21]. By analyzing the two photon counts, the success probability p of the binomial distribution 
can be estimated 

 𝑝̂ = 𝑝̂0 =
𝑛0

𝑛0 + 𝑛1
=
𝑛0
𝑁

 (II.21) 

Equation II.21 represents the maximum likelihood estimator MLE for the probability p. Using the functional 
invariance of the MLE along with equations II.20 and II.21, an expression for the molecule location’s MLE is 
derived 

𝑥𝑚 = 𝐿

(

 
1

1 + √
𝑝̂0

1 − p0

−
1

2

)

 = 𝐿

(

 
1

1 + √
𝑛0
𝑛1

−
1

2

)

  

(II.22) 
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Figure II.7: Probability function for three beam separations L: The binomial distribution behavior of the photon 
collection probability (equation II.13) is plotted to the right vertical axis as a function of normalized counts for each L. 
As the value of L is reduced, the width of the distribution decreases as well [1]. 

The expression in equation II.22 is unaffected by the concavity C of the excitation intensity minimum and 
exhibits a linear relationship with the beam separation L. Moreover, when the emitter is positioned at the 
center of the two probing minima (xm = 0), the success probability p = p0 = p1 = 0.5 remains unaffected by 
both the beam separation L and the concavity C. Consequently, the distribution of n0 and n1 is also 
independent of L and C. Furthermore, the localization precision σ of xm̂  at xm = 0 scales linearly with L and is 
not influenced by C [21]. 

 𝜎𝑥̂𝑚(𝑥𝑚 = 0) ∝ 𝐿 (II.23) 

Thus, the accuracy remains unaffected by variations in the wavelengths of excitation and fluorescence light, 
being solely controllable by modifying the beam separation L. This is unlike camera-based localization 
techniques, where accuracy usually shows a roughly linear correlation with the wavelength of the 
fluorescence light (Equation II.7). 

Although certain factors, such as a finite background and imperfections in the beam shape were not 
considered in this example, the feasibility of achieving adjustable photon efficiency through the 
implementation of the MINFLUX localization method was illustrated. A complete definition that considers 
different varying dimensions and numbers of exposures can be found in Appendix A. 

II.5.2. Beam shapes of interest in MINFLUX microscopy 

As discussed in the previous section, MINFLUX microscopy relies on a specialized excitation light distribution 
with specific characteristics, such as localized minima (preferably zero), positioned near the emitter. Two 
frequently employed excitation patterns in MINFLUX are the vortex beam, which is used for 2D localization, 
and the top-hat beam, employed for 3D localization. 
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The vortex beam is characterized by an isochronous surface with helical angular momentum. As it 
propagates, the beam's center becomes singular due to phase uncertainty or abrupt changes. At this singular 
point, the intensity is zero, resulting in no heating or diffraction effects. To create the vortex beam, a 
collimated laser beam can be transformed by applying a spiral phase template onto a grating mounted on an 
SLM [22]. 

                                                                                        

Figure II.8: Vortex beam intensity and phase profiles, respectively [22] 

By introducing a different phase mask on the LC-SLM, it is possible to generate a top-hat beam profile. The 
phase alteration in the mask modifies half of the beam's intensity, resulting in destructive interference at the 
focal point. As a result, two noticeable axial side lobes become apparent both above and below the focal 
plane when the beam undergoes focusing [23]. 

 

 

Figure II.9: Top-hat beam intensity in XZ/YZ and phase profiles, respectively [24] 

II.6. Optical aberrations in MINFLUX ‘s beam shapes of interest 

The presence of different optical aberrations such as astigmatism, coma, and trefoil can significantly affect 
characteristics of the beam shapes of interest in MINFLUX microscopy, such as the shape itself, the peak 
intensity, the zero intensity, and the full width at half maximum FWHM. These effects compromise the quality 
of data acquisition and overall localization process during the reconstruction of the final image since the PSF 
is distorted and the fluorescence intensity is diminished, leading to a reduction in both the signal-to-noise 
ratio, and spatial resolution [25]. 
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Oblique astigmatism introduces a loss of symmetry, resulting in a notable distortion of the pattern structure. 
This distortion caused the vortex beam to split into two parts, and the central hollow became tilted and 
stretched. Vertical coma introduces a small displacement in the pattern along the y-direction, resulting in a 
notable non-uniformity in the intensity. Lastly, the trefoil effect contributes to the formation of a complex, 
distorted pattern, characterized by a distinctive three-lobe shape. Figure II.10 displays the non-aberrated 
vortex beam in 400 nm by 400 nm grids along with three of the aforementioned aberrations, each with 
significant magnitudes, allowing for a clear visualization of their effects. 

 

Figure II.10: Ideal vortex beam profile in XY and aberrated beam with astigmatism, coma, and trefoil, respectively 
[Simulations] 

 In contrast to the vortex beam, where aberration effects primarily impact localization in the XY plane (along 
the optical axis) for 2D applications, the top-hat profile requires comprehensive analysis across the XY, as 
well as the XZ and YZ planes (perpendicular to the optical axis) due to its application in 3D localization; the 
top-hat beam profiles under the effect of the mentioned aberrations are shown in in 400 nm by 400 nm grids 
in Figure II.11. 

 In the XY plane, oblique astigmatism can cause the top-hat profile to appear elliptical, with different radii in 
the x and y directions. The elliptical shape will have major and minor axes, indicating the varying focal lengths 
along those directions. In the XZ and YZ planes, astigmatism will make the intensity profile appear elongated 
along the Y and X axis, respectively. 

 Vertical coma affects the top-hat profile primarily in the XY and YZ planes, causing an asymmetric distortion 
along the X-axis in both planes. In the XZ plane, the top-hat profile remains relatively unaffected and 
maintains its uniform distribution across the width. 

On the other hand, trefoil along x will cause the top-hat profile to have three lobes in the XY and XZ planes 
(trefoil along x case), creating triangular-like intensity distributions just as in the case of the vortex beam. 
However, trefoil will not have a significant effect on the YZ plane, keeping the intensity distribution 
unaffected. 
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Figure II. 11: Ideal top-hat beam profile and aberrated beam with astigmatism, coma, and trefoil, respectively 
[Simulations] 

 

 

 

 

 

  



   

 

16 

 

III. Methods 

 In this section, the procedures and tools employed in this master project are detailed. This includes a 
description of the MINFLUX system setup (III.1), encompassing the electro-optical system (III.1.1) with its 
system locking (III.1.2), and the measurement control software (III.1.3). The data analysis and simulation 
software are mentioned (III.2), followed by an explanation of the of optical aberrations correction method 
(III.3) and its Python’s implementation (III.4), and elaborating upon the PSF measurements for characterizing 
individual aberration effects (III.5). 

III.1. MINFLUX System 

 The experimental setup entails a specially constructed scanning microscope equipped with swift beam 
scanning and modulation functionalities, which is a replica of the system used in [1]. A schematic 
representation of this configuration is presented in Figure III.1. It is worth mentioning that only the 
measurements pertaining to PSF evaluations were conducted in alignment with the thesis project's scope; 
the full description of the system for the imaging and tracking capabilities can be found in [1]. 

 

Figure III.1: Schematic of the experimental setup 

III.1.1. Optical setup 

 Built upon the foundation of fluorescence confocal microscopy, MINFLUX is a cutting-edge fluorescence 
confocal microscope designed with modulated excitation [1]. Sample excitation can be achieved using either 
a vortex beam, a top-hat beam, or through wide-field illumination. The system is equipped with two main 
lasers operating at wavelengths of 560 nm and 642 nm, respectively. Amplitude modulation and the 
transition between vortex and top-hat beams are executed through electro-optical modulators EOMs. To 
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achieve beam shaping and correct optical aberrations, a 1920 x 1152 Phase Series spatial light modulator LC-
SLM produced by Meadowlark Optics is employed. 

The lateral scanning of the beam's position across the sample is accomplished through a configuration 
involving two perpendicular electro-optical deflectors (EODs) in conjunction with a piezoelectric tip/tilt 
mirror. These EODs are differentially operated using a pair of high-voltage amplifiers. The first amplifier 
enables scanning with a bandwidth of 5 MHz, while the second provides scanning capabilities at a bandwidth 
of 125 kHz. In synergy with the piezoelectric tip-tilt mirror, this setup constitutes a high-dynamic range beam 
scanning system, facilitating scans across an approximate area of 20 × 20 µm². Notably, the faster and slower 
amplifiers offer scanning ranges of approximately ±150 nm and ±1 µm, respectively. For precise three-
dimensional positioning, the sample is situated on a piezoelectric stage. 

The excitation beam pattern EBP is multiplexed using the EODs and the swift amplifiers. The feedback control 
mechanism is a combination of EODs managed by the gradual controller and the piezoelectric tip-tilt mirror. 
All scanning devices, comprising the EODs and the piezoelectric tip-tilt mirror, are overseen by a field-
programmable gate array FPGA board.  

Laser beams are directed onto the sample via an oil immersion microscope objective. Fluorescence photons 
are then separated from the excitation light using a dichroic mirror DC. A set of mirrors and telescopes (the 
later to accomplish right magnification between sample plane and detector plane), direct the fluorescent 
light into a camera or two Avalanche Photodiodes APDs. For detection, the APDs are linked to a single 
multimode fiber, whose cores act as spatial filtering detection pinhole with effective size of 600nm. A mirror 
on a motorized flip mount is used to switch between the camera and the APDs. 

Besides the excitation lasers, three additional lasers (640, 560 and 488nm) are accessible for illuminating the 
sample either in a wide-field or focused manner.  

To ensure precise spectral filtering when necessary, the lasers in the setup are accompanied by dichroic 
clean-up filters. Moreover, polarizers and waveplates are integrated to achieve the appropriate polarization 
for specific experimental conditions. 

III.1.2. System Lock 

The system is equipped with an integrated lock that continuously supervises and corrects any shifts in the 
sample's position along all three dimensions. 

For evaluating the axial position of the sample, a technique based on measuring displacements of a beam 
subject to total internal reflection TIR at the interface of the coverslip and media is employed. This method 
involves focusing an infrared laser beam off-center into the objective lens's back focal plane to generate the 
TIR signal. Subsequently, a complementary metal-oxide-semiconductor CMOS camera detects this signal, and 
the center of mass within the camera image serves as an indicator for the axial sample position. 

To determine the lateral sample position, a darkfield imaging approach is utilized, whereby nanoparticles are 
dispersed onto a secondary CMOS camera. The nanoparticles' image is fitted with a 2D Gaussian function, 
and the center position of this function is used as a reference for the lateral sample position. 

To ensure consistent axial and lateral sample positions during experiments, a proportional-integral PI 
feedback loop, managed by LabView, commands the xyz piezo stage. The second camera records images at 
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an approximate frame rate of 90 fps, while camera 3 operates around 160 fps. The acquired images undergo 
exponential averaging, and the stage's position is updated every 100 ms. 

III.1.3. Measurement control software 

Custom LabView programs [26] serve a multitude of essential functions, including the control of the FPGA 
board, the control of laser beam positioning and modulation, the multiplexing of the EBP, control of the SLM, 
switching to WF camera, capturing counts from the APDs, implementing real-time position estimation via the 
modified Levenberg-Marquardt algorithm mLMSE, and preserving the recorded data. 

III.2. Data analysis and simulations software 

Data analysis and simulations were performed using MATLAB [28] student license 40966311, provided by the 
Université Jean Monnet. In addition, the Python programming language [29] was also used for its versatility 
and open-access nature, with computations conducted in the Integrated Development Environment (IDE) VS 
Code [30]. Throughout the analysis, a range of Python packages were imported such as NumPy for numerical 
computations, os for managing operating system-related functionalities, matplotlib.pyplot for data 
visualization, among others. 

Additionally, a private Python package named focusfield developed by the Balzarotti Lab at The Research 
Institute of Molecular Pathology in Vienna was used to calculate the electric field for high NA focusing 
scenarios and the effect of Zernike terms in aforementioned field in section II.6. The package is based on 
reference [31] and it is detailed in Appendix A. 

  III.3. Optical aberrations correction   

 As mentioned in section II, the analysis of phase inconsistencies across various segments of the wavefront 
becomes crucial, especially for the beam shapes of interest in MINFLUX microscopy. Therefore, an indirect 
sensing approach for addressing optical aberrations correction is chosen, rooted in the methodology outlined 
in reference [32] based on pupil segmentation, with the distinction that the Point Spread Function (PSF) was 
captured with the APDs relying on fluorescence-based detection rather than using a camera. 

 In this method, small apertures, known as subpupils, are introduced onto the back focal plane of the objective 
lens. These subpupils are created on the back focal plane by projecting specific masks from the LC-SLM plane 
using a set of relays/telescopes. It’s important to note that the system comprises a single LC-SLM that serves 
a dual purpose – hosting a blazed grating pattern and binary masks. 

The blazed grating plays a crucial role in the separation of modulated and non-modulated components. The 
direct reflection (0th diffraction order), which remains unmodulated by the LC-SLM, is blocked using an 
aperture. On the other hand, the binary masks define the segmented beams, or subpupils. A binary mask 
operates in a binary fashion, either allowing light to pass through or blocking it. By activating a specific pair 
of subpupils (the central segment and an offset segment), the binary masks on the LC-SLM allow the incoming 
light only through these designated regions, blocking out the rest. 
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Figure III. 2: Pupil segmentation graph with 51 segments 

At the focal plane, paired subpupils are focused and imaged by the objective lens. Analyzing the distribution 
of light at the point of interference provides the necessary insights for identifying the required wavefront 
corrections. The smaller the pupil, the better the resolution of the measurement, hence better correction. 
However, the signal decreases. Additionally, if the pupil is too small, diffraction at the pupil edges becomes 
more and more apparent. The number of pupils and the spatial distribution depicted in Figure III.2 were 
chosen as a right trade-off between resolution of the measurement and amount of signal and artifacts due 
to diffraction. 

In the chosen pupil segmentation methodology, the central field is subjected to interference with the 
remaining number of chosen segments (N=50), sequentially (Figure III.3). This involves scanning a fluorescent 
bead across the field, whose magnitude is given by 

𝐸𝑓⃗⃗⃗⃗ (𝑥, 𝑦, 𝑧, 𝑡) = 𝐸𝑓1⃗⃗ ⃗⃗ ⃗⃗ (𝑥′, 𝑦′, 𝑧, 𝑡) + 𝐸𝑓2⃗⃗ ⃗⃗ ⃗⃗ (𝑥′, 𝑦′, 𝑧, 𝑡) = 𝐸𝑓1⃗⃗ ⃗⃗ ⃗⃗ (𝑥, 𝑦, 𝑧, 𝑡)𝑒
𝑖𝑤𝑡 + 𝐸𝑓2⃗⃗ ⃗⃗ ⃗⃗ (𝑥, 𝑦, 𝑧, 𝑡)𝑒

𝑖𝑤𝑡+𝜑 (III.1) 

where the first section (x’,y’) represents the chosen input fields from the SLM, the second section (x,y) 
represents the fields at the focal plane and φ represents the phase delay between fields that needs to be 
compensated to obtain the corrected wavefront. 

 

Figure III.3: Central and chosen pupil’s electric fields interfering at the focal plane 
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The electric field described in equation III.1 is a vector that can be represented in a complex plane, illustrated 
in Figure III.4.a for its x-component. Over time, this field undergoes oscillation, with its intensity denoted by 

the modulus |𝐸𝑓|
2

. The time-averaged intensity of the field is a constant, representing the mean of a Poisson 

distribution for photon arrival at a specific pixel, as shown in Figure III.4.b. 

         (a)                                  (b)  

Figure III. 4: Electric field a focal plane (a) x-component in the complex plane (b) oscillating field (red), intensity (blue), 
time-average (yellow) 

 

Figure III.5: Intensities with different phases applied by the LC-SLM. 

 I𝑖 = 𝑎 + 𝑏 cos𝜑 (III.2) 

 

 I0 = 𝑎 + 𝑏 cos𝜑 (III.3) 

 

 I1 = 𝑎 − 𝑏 sin𝜑 (III.4) 

 

 I2 = 𝑎 − 𝑏 cos𝜑 (III.5) 
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 I3 = 𝑎 + 𝑏 sin𝜑 (III.6) 
   

From the four intensity values, basic trigonometry can be applied to then determine the vertical offset or the 
DC component of the signal (denoted as a), the amplitude of the cosine function (denoted as b), and the 
phase difference of interest φ (Equations III.7-9) 

 
𝑎 =

𝐼0 + 𝐼2
2

=
𝐼3 + 𝐼1
2

  
(III.7) 

   
   
 

b =
𝐼0 − 𝐼2
2 cos𝜑

=
𝐼3 − 𝐼1
2 sin𝜑

 
(III.8) 

 

Using the LC-SLM, one can add or subtract a delay to the phase of the electric field relative to the central 
position to measure different intensity values (Equation III.2) which allows one to determine the original 
phase difference and hence the needed wavefront correction. In the chosen methodology, four intensity 
values (Equations III.3-6) with different phases were recorded [0, 𝝅/2, 𝝅,3 𝝅/2], meaning that four images 
would be captured by each combination of the central segment with the other segments into a HDF5 file 
(Hierarchical Data Format, Version 5), which is the chosen file type for the MINFLUX system in the Balzarotti 
Lab. 

 
tan𝜑 =

𝐼3 − 𝐼1
𝐼0 − 𝐼2

 
(III.9) 

The obtained values of the phase difference φ create a phase map for each pair of pupils that can exhibit 
discontinuities beyond the range of 𝝅, requiring a process called phase unwrapping. During phase 
unwrapping, any 2𝝅 jumps are treated as if they did not occur relative to a pixel in the phase map (usually 
the central one) whose phase is kept constant. Then, the unwrapped phase map is fitted to a 1st order 
polynomial in two dimensions to obtain contour lines which allows to assess if the results resemble a plane. 
Additionally, outliers can be determined and then excluded further in the analysis. 
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Figure III. 6: Example of uwrapped phase map for all 50 pupils 

Then, in each unwrapped phase map for each pupil the central pixel phase relative to the center pupil will be 
subtracted by a linear fit of the tilt and by a quadratic term of the defocus in the pupil space. With the newly 
obtained values, an interpolation method can be applied to get the correction in the entirety of the 
unwrapped phase map, which can then be uploaded to the SLM to correct the aberrated wavefront.  It is 
worth mentioning that extrapolation becomes necessary for the outer pupils that might have part of them 
outside of the pupil radius. 
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III.4. Pupil segmentation’s Python implementation 

 

Figure III.7:  Pupil segmentation’s Python implementation flowchart 

 Figure III.7 shows the flowchart detailing the pupil segmentation methodology employed using Python to 
obtain the data presented in the results section. This approach is built upon the approach explained in section 
III.4 Optical aberrations corrections. Subsequently, the role of each section of the implementation is detailed 
after the input HDF5 file with the four images by each pupil is provided.  

• read_pupil_segmentation 
 
Extracts the name and directory location of the input file to construct a full file path and proceeds to 
open the file with the h5py.File function. A Python dictionary named data is initialized with the 
information corresponding to the parameters used during acquisition, the images, and coordinates. 
 

• pupil_segmentation_init 
 
The function is initialized by the data extracted from the previous function and initializes two new 
dictionaries named param and out. The new dictionaries will contain information that controls the steps 
such as image processing, interpolation, unwrapping, and saving options. 
 

• generate_filename_Prefix 
 
Creates a descriptive filename prefix by combining information about the interpolation method, average 
method, cut method, and zero minimum condition. This prefix is used to generate meaningful filenames 
when saving output files related to pupil segmentation, making it easier to identify the processing 
settings used. 

• retrieve_phase 
 
Extracts various parameters and data arrays from the input dictionary data. These parameters include 
the reference point for phase calculation, the image data, the x and y coordinates of the measurement 
points, the pre-known phases, and the number of phases used per pupil. Then, the function proceeds to 
calculate the raw phase for each pupil and then applies the phase unwrapping procedure explained in 
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the next function. The values of the of a and b are determined as well, plot along the unwrapped phase 
maps and all stored in the out dictionary. 
 

• phase_unwrap_regular 
 
Applies the unwrap function from the Numpy library to remove the discontinuities caused by phase 
wrapping in the raw phase maps. The difference between wrapped and unwrapped phases is determined 
to determine the phase offset based on a specified pixel location. The offset is then subtracted from the 
unwrapped phase and returned to the retrieve_phase function. 
 

• fit_phase 
 
Starts by extracting information from the input dictionaries data, param, and out. Then proceeds to 
calculate and fit a 1st order polynomial (a+bx+cy) from the unwrapped phase maps to determine a median 
absolute deviation criterion. The values outside the criterion (outliers) are discarded and the polynomial 
is fit again to obtain new coefficients with the point that were kept.  
 
As a visual aid, plots of the previous calculations for a single pupil and the overall retrieved phase are 
displayed. Lastly, the calculated phase fit, points to keep, polynomial fit coefficients, and phase with the 
linear term subtracted are added to the out dictionary. 
 

• average_phase 
 
Retrieves the phase fit data from the out dictionary and calculates the average phase values for each 
pupil and stored them in the same dictionary. 
 

• unwrap_all_pupils 
 
Calculates the tilt of the phase using a 1st order polynomial to x and y coordinates and subtracts it from 
the average phase values. It then calculates and subtracts a defocus term using a 2nd order polynomial (a 
+ b * (x2 + y2)). The calculated values after removing tilt and defocus are added to the out dictionary. 
 

• slm_interpolation 
 
Creates a mesh grid representing the SLM using the information obtained from the previous functions 
and performs phase interpolation using the thin plate smoothing spline, considering phase values outside 
the circular region of interest to be extrapolated or set to a constant value to avoid discontinuities near 
the edges of the region. The retrieve phase structure, the phase without tilt, the phase without defocus, 
and the interpolation are plotted. Finally, the phase values after the function processing are stored in the 
out dictionary to then be uploaded on the SLM for optical aberrations correction. 
 
 

• save_phase_slm 
 
Converts the phase data from units of π into radians and saves it, along with the associated parameters, 
into a HDF5 file in the same directory as the input file. 
 

• save_figures 



   

 

25 

 

 
Saves the figures generated during the execution of the Python implementation in the same directory as 
the input file as separate PNG files.  

The full code implementation can be found in the GitHub link:  

https://github.com/Franzmats/Optical-Aberration-Corrections.git                                                                                                                                                                                                                                                                                                                                                                                                                                    

III.5. PSF measurements 

 A sample with TetrasSpeck beads was mounted in the system stage and positioned under WF illumination 
(refer to Appendix A for sample preparation based on [27]). Using the WF camera, the beads were observed 
and some of them were selected, as seen in Figure III.8. The tip/tilt mirror then sent the beams to the selected 
beads for the PSF measurements once the detection was changed from the WF camera to the APD with the 
mirror in a motorized flip mount. 

 

Figure III.8:  Observed beads with wide-field camera 

The Impsector software [33] was used to monitor and record the detected fluorescence in the XY, XZ and YZ 
planes. The fine stage was used to center the profiles as much as possible, to define a z lock position and 
then a xy lock position. The lock positions were used to actively stabilize the system after each PSF 
measurement. Then, by manually inputting aberrations on the LC-SLM phase map after the correction was 
done, a set of images under the effect of astigmatism and trefoil were recorded. It is worth mentioning that 
the collected scans in XY were 80x80 pixels and in XZ/YZ were 80x150 pixels with a pixel size of 10nm. 

 

 

 

https://github.com/Franzmats/Optical-Aberration-Corrections.git
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IV. Results 

As mentioned in the Methods section, the MINFLUX system was set to scan and interfere the electric field of 
each of the 50 pupil segments four times with the central pupil’s field, recording a total of 200 images. Once 
the collecting process was done, the pupil segmentation routine was implemented. Figure IV.1 displays the 
retrieved phase map for each pupil segments in the four chose phase configurations [0, 𝝅/2, 𝝅,3 𝝅/2], the 
unwrapped phase map of the pupils (bottom left), the components a and b of each intensity combination 
and χ as the contrast between the bright and dark regions of the interferometric patterns. 

 

Figure IV.1: Input phase and unwrapped phase maps with its components 

 Figure IV.2 shows the unwrapped phase maps with fitted phase contour black lines from the 1st order 
polynomial on top of the unwrapped phase contour red lines to visually assess how well the fitted polynomial 
represented the actual phase data.  
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Figure IV.2: Overall retrieved phase map. 

  

 The tilt and defocus were determined and subtracted from the phase average of each pupil using 1st and 2nd 
order polynomials, respectively, as seen in Figure IV.3. Then, the thin plate smoothing spline interpolation 
method was used to interpolate the phase values after subtracting the polynomials to obtain the interpolated 
phase values in a grid representing the LC-SLM as seen in Figure IV.4. Lastly, the phase values were 
extrapolated for values outside the circular region, which provided the data that enabled the wavefront 
correction. 

 

Figure IV.3: Retrieved phase without tilt and defocus. 
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Figure IV.4: Interpolation map to be uploaded into the SLM. 

 The Python routine was repeated for each segment of the LC-SLM that produces a beam shape of interest. 
Once the routine was completed, the phase information for each segment was uploaded into the LC-SLM to 
correct optical aberrations in the wavefronts, improving the shape of both vortex and top-hat profiles, as 
seen in Figure IV.5 and Figure IV.6, respectively. 

  

 

 

Figure IV.5: Intensity profile in XY of vortex beam before and after pupil segmentation correction 
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Figure IV.6: Intensity profile of top-hat beam in XY/XZ/YZ before and after pupil segmentation correction 

 In addition to the wavefront correction, the LC-SLM was used to deliberately induce controlled optical 
aberration’s magnitude (adimensional) onto the vortex and top-hat beam profiles, as seen in Figures IV.7-14. 
This approach provided valuable insights into how deliberate aberrations, namely astigmatism and trefoil, 
interact with beam shapes of interest in MINFLUX microscopy. 
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Figure IV.7: Vortex beam under the influence of applied astigmatism. 

 

 

 

Figure IV.8: Vortex beam under the influence of applied trefoil. 
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Figure IV.9: Top-hat beam under the influence of applied astigmatism in XY. 

 

 

 

Figure IV.10: Top-hat beam under the influence of applied astigmatism in XZ. 
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Figure IV.11: Top-hat beam under the influence of applied astigmatism in YZ. 

 

 

 

Figure IV.12: Top-hat beam under the influence of applied trefoil in XY. 
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Figure IV.13: Top-hat beam under the influence of applied trefoil in XZ. 

 

 

 

Figure IV.14: Top-hat beam under the influence of applied trefoil in YZ. 
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V. Discussion 

The master thesis project effectively demonstrated the effectiveness of Python’s implementation of an 
indirect sensing approach using pupil segmentation to mitigate optical aberrations. The implementation 
significantly enhanced the quality of the vortex and top-hat beams’ shapes, which are of upmost importance 
for the imaging and tracking capabilities at the subnanometric scale of the MINFLUX superresolution 
microscopy technique. 

By using a LC-SLM to systematically introduce controlled phase variations across the segmented portions of 
the objective lens, the implementation leveraged the interference patterns produced by the interaction of 
central and segmented electric fields with different phases when scanning fluorescent beads, sequentially. 
This data-driven approach enabled the extraction of phase information, which underwent a series of 
processing steps, including phase unwrapping, polynomial fitting, interpolation, and extrapolation. These 
steps collectively yielded to phase maps that were uploaded into the LC-SLM to correct aberrations within 
the wavefront, as shown in Figure IV.5 and Figure IV.6. 

 Moreover, the project included deliberately inducing controlled aberrations onto the beam profiles after the 
corrections (Figures 7-14) to corroborate the effects on the beam quality shown in the simulations presented 
in Figure II.9 and Figure.10. The studied aberrations were astigmatism and trefoil, while induced coma beams 
were omitted experimentally due to an error in the coma definition on the LC-SLM.  

Notably, the effect of the aberrations on the experimental beams exhibits the same behavior as shown in the 
simulations (considering the case of high aberration magnitudes), with the highlight that the studied 
aberrations exhibited symmetry around their zero magnitude values but with a change in direction. 

 For the vortex beam, oblique astigmatism was found to introduce asymmetry into the pattern, resulting in 
substantial distortion, as seen in Figure IV.7. This distortion led to the splitting of the vortex beam into two 
distinct parts, accompanied by a tilted and stretched central hollow. On the other hand, the trefoil effect was 
identified to contribute significantly to the formation of a complex, distorted pattern characterized by a 
distinctive three-lobe shape, as displayed in Figure IV.8. 

In the XY plane (Figure IV.9), when subjected to oblique astigmatism, the top-hat profile assumed an elliptical 
shape with distinct radii along the x and y directions. These differing radii correspond to varying focal lengths 
in their respective dimensions. In the XZ and YZ planes, astigmatism introduced elongation of the intensity 
profile along the Y and X axes, as shown in Figure IV.10 and Figure IV.11, respectively. 

Conversely, when considering trefoil along the y-axis, the top-hat profile exhibits three lobes in both the XY 
and XZ planes, displayed in Figure IV.12 and Figure IV.13, respectively. This arrangement gives rise to 
triangular-like intensity distributions akin to those encountered with the vortex beam. However, in contrast 
to its effect on the XY and YZ planes, trefoil has minimal impact on the YZ plane, preserving the intensity 
distribution as seen in Figure IV.14. 

 While the pupil segmentation technique with the interpolation approach has proven effective in the 
correction process, it is imperative to explore alternative methods for both phase extraction and aberration 
correction due to the limitations of the current approach. 

One notable limitation is the long acquisition time associated with the pupil segmentation technique. The 
process takes approximately 12s for every recorded interference intensity profile between the central pupil 
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field and the field of each pupil. Considering that four images are recorded for every central-pupil pair (50 in 
total), the acquisition time is around 2400s (≈ 40 min).  

Another limitation is the presence of aberration effects even after correction. An example of residual 
aberration can be observed in Figure IV.7, where remnants of astigmatism and trefoil are evident in the top-
hat beam profile across the XY plane. This indicates that the current technique might not be entirely 
successful in eradicating aberrations, which can be attributed to the interpolation approach since the entirety 
of the pupil space is not covered when segmenting it. 

Therefore, alternatives that use of the entirety of the pupil space, avoiding the need of using interpolation 
methods as in the pupil segmentation approach, are of interest for future optical aberration correction 
implementations, such as the dynamic adaptive scattering compensation holography DASH algorithm from 
[34]. Additionally, the study could also be extended to characterize the residual aberrations for manual fine-
tuning after the correction is performed and to quantify how the quality of the zero in the vortex and top-
hat beams degrades in the presence of these remaining aberrations. 
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Appendix A - Complementary Information 

A.1. Generalized MINFLUX statistics 

In section II.5.1, a concise explanation was provided to highlight the rationale behind the ability to adjust the 
photon efficiency in the MINFLUX localization principle using a 1D example. However, for a comprehensive 
and quantitative analysis that encompasses various dimensions, beam shapes, and the number of exposures, 
a suitable statistical description is required. 

If a single fluorescent emitter at a position rm̄ ∈ ℝd in a d dimensional space is exposed to K spatially 
different light intensities {I0(r)̄, I1(r)̄,…,IK-1(r)̄}, a photon collection n̄= {n0, n1,…, nK-1}  will be detected. The 
detected number of photons ni from each exposure Ii follow a Poisson distribution with mean λi. In the 
scenario when the saturation of the emitter and detector are avoided, with negligible dark counts from the 
detector and background (denoted by (0)), the mean λi of the Poisson distribution can be approximated to 
[21] 

 𝜆𝑖
(0)(𝑟̅𝑚) = 𝑐𝑒𝑞𝑒𝜎𝑎𝐼𝑖(𝑟̅𝑚) (A.1) 

where ce represents the detection efficiency of the system, qe the quantum yield, σa the absorption cross-
section of the emitter at the illumination’s wavelength Ii. Assuming that background and dark counts 
contributions follow Poisson distributions, the mean of their distributions λi

(b) in exposure i can be summed 
up to the mean from the detected number of photons ni distribution and still result in a Poisson distribution 
with mean [21] 

 𝜆𝑖(𝑟̅𝑚) = 𝜆𝑖
(0)(𝑟̅𝑚) + 𝜆𝑖

(𝑏)(𝑟̅𝑚) (A.2) 

The study can be conducted with a fixed total number N of photons without any loss in generalizability 

 
𝑁 = ∑ 𝑛𝑖

𝐾−1

𝑖=0

 
(A.3) 

and ni following the Poisson distribution 

P(n𝑖)~Poisson(λ𝑖) =
λ𝑖
𝑛𝑖𝑒−λ𝑖

𝑛𝑖!
      ∀𝑖 ∈ [0,1,… , 𝐾 − 1] 

(A.4) 

the joint probability distribution P(n̄|N) for ni conditioned to a total of N detected photons is given by a 
multinomial distribution 

𝑃(𝑛̄|𝑁) =
𝑁!

∏ 𝑛𝑖!
𝐾−1
𝑖=0

∏𝑝𝑗
𝑛𝑗

𝐾−1

𝑗=0

 
(A.5) 

 

where the multinomial parameter pi takes the form 
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𝑝𝑖(𝑟̅𝑚) =
𝜆𝑖

∑ 𝜆𝑗
𝐾−1
𝑗=0

=
𝜆𝑖
(0)
+ 𝜆𝑖

(𝑏)

∑ (𝜆𝑖
(0) + 𝜆𝑖

(𝑏))𝐾−1
𝑗=0

     𝑤𝑖𝑡ℎ 𝑖 ∈ [0,1,… , 𝐾 − 1] 
(A.6) 

The number of independent photon counts ni and multinomial parameters pi are reduced from K to K-1; the 
K-1 dimensional space is referred to as the reduced p̄-space and allows to rewrite equation 3.21 as 

𝑃(𝑛̄|𝑁) =
𝑁!

∏ 𝑛𝑖!
𝐾−1
𝑖=0

(∏𝑝𝑖
𝑛𝑖

𝐾−2

𝑖=0

)(1 −∑ 𝑝𝑗

𝐾−2

𝑗=0

)

𝑛𝑘−1

 

(A.7) 

The definition of signal-to-background ratio (SBR) is the following 

𝑆𝐵𝑅(𝑟̅𝑚) =
∑ 𝜆𝑖

(0)(𝑟̅𝑚)
𝐾−1
𝑖=0

∑ 𝜆𝑗
(𝑏)(𝑟̅𝑚)

𝐾−1
𝑗=0

≈
𝑐𝑒𝑞𝑒𝜎𝑎∑ 𝐼𝑖(𝑟̅𝑚)

𝐾−1
𝑖=0

∑ 𝜆𝑗
(𝑏)(𝑟̅𝑚)

𝐾−1
𝑗=0

 
(A.8) 

This allows equation A.6to be rewritten as 

𝑝𝑖(𝑟̅𝑚) =
𝑆𝐵𝑅(𝑟̅𝑚)

𝑆𝐵𝑅(𝑟̅𝑚) + 1

𝜆𝑖
(0)(𝑟̅𝑚)

∑ 𝜆𝑗
(0)(𝑟̅𝑚)

𝐾−1
𝑗=0

+
1

1 + 𝑆𝐵𝑅(𝑟̅𝑚)

𝜆𝑖
(𝑏)(𝑟̅𝑚)

∑ 𝜆𝑗
(𝑏)(𝑟̅𝑚)

𝐾−1
𝑗=0

 
 

 

≈
𝑆𝐵𝑅(𝑟̅𝑚)

𝑆𝐵𝑅(𝑟̅𝑚) + 1

𝐼𝑖(𝑟̅𝑚)

∑ 𝐼𝑗(𝑟̅𝑚)
𝐾−1
𝑗=0

+
1

1 + 𝑆𝐵𝑅(𝑟̅𝑚)

𝜆𝑖
(𝑏)(𝑟̅𝑚)

∑ 𝜆𝑗
(𝑏)(𝑟̅𝑚)

𝐾−1
𝑗=0

 
(A.9) 

Equation A.9 can be further simplified assuming that the background signal is the same for all exposures, i.e., 

the background contribution is independent of the individual illuminations Ii(r)̄ (𝜆𝑖
(𝑏)
= 𝜆𝑗

(𝑏)
) 

𝑝𝑖(𝑟̅𝑚) ≈
𝑆𝐵𝑅(𝑟̅𝑚)

𝑆𝐵𝑅(𝑟̅𝑚) + 1
𝑝𝑖
(0)(𝑟̅𝑚) +

1

1 + 𝑆𝐵𝑅(𝑟̅𝑚)

1

𝐾
 

(A.10) 

where K represents the number of exposures and pi
(0)(rm̄) the component i of the parameter vector p̄; if the 

negligible background  is considered, the emitter brightness cancels out : 

𝑝𝑖
(0)(𝑟̅𝑚) =

𝜆𝑖
(0)

∑ 𝜆𝑗
(0)𝐾−1

𝑗=0

≈
𝐼𝑖(𝑟̅𝑚)

∑ 𝐼𝑗(𝑟̅𝑚)
𝐾−1
𝑗=0

  𝑤𝑖𝑡ℎ 𝑖 ∈ [0, 1, … , 𝐾 − 1] 
(A.11) 

 

Furthermore, calculating the Fisher information and the corresponding Cramér-Rao bound (CRB) is a method 
that allows to  the extent to which the MINFLUX localization scheme enhances the information about the 
emitter's spatial location [21]. 
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The Fisher information ℱΘ̅ is a measurement of the amount of information content that an (observable) 
random variable vector 𝑋̅ holds on the parameter vector Θ̅ of a model distribution of 𝑋̅. If the likelihood 
function is given by ℒ(Θ̅|𝑋̅), the Fisher information takes the form 

(ℱΘ̅ )𝑖𝑗 = 𝐸Θ̅ [(
∂

∂Θ𝐼
ln(ℒ(Θ̅|𝑋̅))) . (

∂

∂Θ𝐽
ln(ℒ(Θ̅|𝑋̅)))] 

(A.12) 

where 𝐸Θ̅[…] represents the expectation value with respect to Θ̅.   The inverse of the Fisher information 
allows to obtain the Cramér-Rao bound ∑𝐶𝑅𝐵(Θ̅) 

 ∑𝐶𝑅𝐵(Θ̅) = ℱΘ̅
−1 (A.13) 

As per the Cramér-Rao inequality, the lower bound for the covariance of any unbiased estimator 𝑈̅, which 

estimates the parameters Θ̅ of the distribution of 𝑋̅, is provided by the CRB.  

 𝑐𝑜𝑣Θ̅(𝑈̅(𝑋̅)) ≥ ∑𝐶𝑅𝐵(Θ̅) (A.14) 

where the matrix inequality 𝑐𝑜𝑣Θ̅(𝑈̅(𝑋̅)) ≥ ∑𝐶𝑅𝐵(Θ̅) represents the condition where the matrix 

𝑐𝑜𝑣Θ̅(𝑈̅(𝑋̅)) − ∑𝐶𝑅𝐵(Θ̅) is positive semidefinite. 

In the MINFLUX scheme, the observable random variable 𝑋̅ is represented by the detected photon counts n̄= 
{n0, n1,…, nK-1} and Θ̅ is represented by the multinomial parameter  vector 𝑝̅ (equation 3.22), therefore, the 
Fisher information in equation A.12  takes the form 

(ℱ𝑝̅ )𝑖𝑗 = 𝐸𝑝̅ [(
∂

∂𝑝𝐼
ln(ℒ(𝑝̅|𝑛̅))) . (

∂

∂𝑝𝐽
ln(ℒ(𝑝̅|𝑛̅)))] 

(A.15) 

The conditioned joint probability distribution P(n̄|p̄) defined in equation 3.23 gives the likelihood function 
ℒ(𝑝̅|𝑛̅) for having the parameter vector p̄ in the measured set of photons n̄ as follows 

ℒ(𝑝̅|𝑛̅) = 𝑃(𝑛̄|𝑝̄, 𝑁) =
𝑁!

∏ 𝑛𝑖!
𝐾−1
𝑖=0

(∏𝑝𝑖
𝑛𝑖

𝐾−2

𝑖=0

)(1 −∑ 𝑝𝑗

𝐾−2

𝑗=0

)

𝑛𝑘−1

 

(A.16) 

The Fisher information expression can be further simplified considering a Kronecker delta function δij and the 
total number of photons N 

(ℱ𝑝̅ )𝑖𝑗 = 𝑁 (
1

𝑝𝐾−1
+ 𝛿𝑖𝑗

1

𝑝𝑖
)        𝑤𝑖𝑡ℎ 𝑖, 𝑗 ∈ [0, 1, … , 𝐾 − 2] 

(A.17) 

By employing the Jacobian matrix 𝒥∗, the Fisher information ℱ𝑝̅ with respect to the parameter vector p̄ 

undergoes a variable transformation to consider the emitter position rm̄ instead  

 ℱ𝑟̄̄𝑚=𝒥
∗𝑇ℱ𝑝̅𝒥

∗ (A.18) 
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where 𝒥∗∈ ℝ(K-1xd is the reduced Jacobian matrix for the variable transformation to the reduced p̄-space 
from the rm̄-space: 

 
(𝒥∗)𝑖𝑗 =

∂𝑝𝑖
∂𝑟𝑗

 
(A.19) 

Applying the transformation equation A.18 on equation A.17, as well as considering  

∑
∂𝑝𝑖
∂𝑟𝑗

𝐾−2

𝑖=0

=
∂

∂𝑟𝑗
∑𝑝𝑖

𝐾−2

𝑖=0

=
∂

∂𝑟𝑗
(1 − 𝑝𝐾−1) =

∂𝑝𝐾−1
∂𝑟𝑗

 
(A.20) 

The Fisher information ℱ𝑟̄̄𝑚 is then derived 

ℱ𝑟̄̄𝑚 = 𝑁∑
1

𝑝𝑖

(

 
 
 
 
 
 
(
∂𝑝𝑖
∂𝑟𝑚1

)

2
∂𝑝𝑖
∂𝑟𝑚1

∂𝑝𝑖
∂𝑟𝑚2

⋯
∂𝑝𝑖
∂𝑟𝑚1

∂𝑝𝑖
∂𝑟𝑚𝑑

∂𝑝𝑖
∂𝑟𝑚2

∂𝑝𝑖
∂𝑟𝑚1

(
∂𝑝𝑖
∂𝑟𝑚2

)

2

⋯
∂𝑝𝑖
∂𝑟𝑚2

∂𝑝𝑖
∂𝑟𝑚𝑑

⋮ ⋮ ⋱ ⋮

∂𝑝𝑖
∂𝑟𝑚𝑑

∂𝑝𝑖
∂𝑟𝑚1

∂𝑝𝑖
∂𝑟𝑚𝑑

∂𝑝𝑖
∂𝑟𝑚2

⋯ (
∂𝑝𝑖
∂𝑟𝑚𝑑

)

2

)

 
 
 
 
 
 

𝐾−1

𝑖=0

 

(A.21) 

The lower bound on the achievable localization precision for any unbiased position estimator described by 
the CRB can then be determined from equation A.13 

 ∑𝐶𝑅𝐵(Θ̅) = ℱ𝑟̅̄𝑚
−1 (A.22) 

The square root of the arithmetic mean of the eigenvalues σi of  ∑ 𝐶𝑅𝐵 (Θ̅), which will be used in further 

analysis, can also be determined as follows 

 

σ𝐶𝑅𝐵(𝑟̅𝑚) = √
1

𝑑
𝑡𝑟(∑𝐶𝑅𝐵(𝑟̅𝑚)) 

(A.23) 

where represents d the number of dimensions of rm̄ and tr(…) a trace operator, equivalent to the norm 𝜙[ℱ] 
for the Fisher information matrix 

 
𝜙[ℱ] = (

𝑡𝑟(ℱ𝑞)

𝑑
)

𝑞

 
(A.24) 

Furthermore, Isotropy 𝕀 can also be defined  

 

𝕀 = √
σ𝑖(𝑟̅𝑚)𝑖∈[1,…,𝑑]

min    

σ𝑖(𝑟̅𝑚)𝑖∈[1,…,𝑑]
max     

(A.25) 
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A.2. Focus field package calculations 

The plane wave spectrum PWS technique stands as an established and efficient strategy for modeling the 
behavior of electromagnetic EM fields in terms of propagation and diffraction. Its effectiveness arises from 
its ability to transition EM fields from one plane to another using the computational speed of the fast Fourier 
transform FFT [31]. 

In the realm of microscopy, this foundational concept underpins the Debye approximation, serving as a 
versatile means to implement the Debye integral. This implementation considers the combined effects of 
amplitude, phase, and polarization in a comprehensive manner. Particularly suitable for streamlined 
numerical assessment, this approach significantly reduces the computational load required to calculate the 
amplitude, phase, and polarization of an EM distribution engendered by a microscope objective with high 
numerical aperture NA [31]. 

 

Figure A.1: Optical setup in focus field simulations: The aperture stop A, characterized by a radius R, represents the 
objective. The principal planes ℙ1 and ℙ2, marked by vertex points V1 and V2, and foci F1 and F2, respectively [31] 

Considering a coherent and monochromatic wave field oriented parallel to the optical axis. This wave field 
traverses the aperture stop A, progresses towards the principal plane ℙ1, and subsequently advances to the 
principal plane ℙ2. Upon arrival at ℙ2, the wave field experiences refraction, leading it to converge and focus 
at the focal point F2. A point labeled P, situated on the principal plane ℙ2, serves as a demonstration of how 
a ray is concentrated at ℙ2, guiding it towards the focal point F2. The spherical surface ℙ2 is centered on F2, 
and the angular deviation θ at point P is determined by [31] 

 
sin𝜃 =

𝑟

𝑅

𝑁𝐴

𝑛𝑡
 

(A.26) 

  In equation A.26, r represents the off-axis coordinate of the incident wave, R represents the radius of the 
aperture stop, NA stands for the numerical aperture of the objective, and nt indicates the refractive index 
behind the surface ℙ2. In this considered setup, the aperture A is located in the back focal plane, creating a 
telecentric imaging system. 
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Typically, pupils are used to simulate wave propagation within the objective instead of principal planes. 
However, when directly transitioning the incident wave from the entrance pupil to the exit pupil, accounting 
for diffraction at the aperture stop within the objective becomes more intricate. In this context, the wave's 
progression from the aperture plane A to the principal plane ℙ1 can be effectively computed using the PWS 
method or, in many cases, by applying conventional principles of Fourier optics [31]. 

The incident field 𝐸⃗ 𝑖(r, ϕ) at ℙ1 is decomposed into two constituents: a radial component (p-polarized) and 
a tangential component (s-polarized). The vectors corresponding to p-polarization and s-polarization are... 

                                                                𝑒 𝑝 = (
cos𝜙
sin𝜙
0

)  𝑎𝑛𝑑 𝑒 𝑠 = (
−sin𝜙
cos𝜙
0

)       
(A.27) 

 where ϕ denotes the azimuth angle revolving around the z-axis. After transmission, the unit vector 𝑒 𝑝 

undergoes deflection by an angle θ and becomes. 

 
𝑒 𝑟̄ = (

cos𝜙 cos 𝜃
sin𝜙 sin𝜃
sin 𝜃

) 
(A.28) 

Therefore, the amplitude, phase, and polarization of the transmitted field at ℙ2 is 

                                                            𝐸⃗ 𝑖(𝜃, 𝜙) = 𝑡𝑝(𝐸⃗ 𝑖 ∙ 𝑒 𝑝)𝑒 𝑟̄ + 𝑡𝑠(𝐸⃗ 𝑖 ∙ 𝑒 𝑠)𝑒 𝑠 (A.29) 

The transmission coefficients, labelled as tp(θ, φ) and ts(θ, φ), quantify how much of the incident field is 
transmitted through a system, accounting for elements such as the pupil function and apodization for p-
polarization and s-polarization, respectively. These coefficients encapsulate both the phase aberrations and 
amplitude changes (attenuations) occurring at point ℙ2 in a comprehensive manner [31]. 

In the context of a paraxial incident field (near the optical axis), any axial component Eiz is considered 
negligible when compared to the lateral components Eix and Eiy, even if the incident phase varies. In the 
Debye approximation, the transmitted field vector Et can be conceptualized as the collection of plane wave 
spectra constituting the focused field vector E near F2. Consequently, the electric field vector E at a specific 
point (x, y, z) is derived by integrating the propagated plane waves [31]. 

                                             𝐸⃗ (𝑥, 𝑦, 𝑧) =
−𝑖𝑓

𝜆0
∫ sin 𝜃
𝛩

0 ∫ 𝐸⃗ 𝑡(𝜃, 𝜙)𝑒
𝑖(𝑘𝑧𝑧−𝑘𝑥𝑥−𝑘𝑦𝑦)𝑑𝜙𝑑

2𝜋

0
𝜃 (A.30) 

The factor 𝑒𝑖𝑘𝑧𝑧 takes into consideration the phase change as the wave propagates along the z-axis, while 

the term 𝑒−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦)accounts for the phase difference of the wavefront at points (x, y, z) of the central axis 
in comparison to the point (0, 0, z) on the central axis. The integration covers the solid angle Ω over which 
the observation at point ℙ2 is made from the point F2, where sin(Θ) = NA/nt. The wave vector kt is then 
represented in spherical coordinates (θ, φ) by [31] 

The factor 𝑒𝑖𝑘𝑧𝑧 considers the phase alteration as the wave propagates along the z-axis, while the term 

𝑒−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦)accommodates the phase distinction of the wavefront at coordinates (x, y, z) along the central 
axis when compared to the point (0, 0, z) on the same axis. The integration encompasses the solid angle Ω, 
representing the field of view at point ℙ2 from the standpoint of F2. Here, sin(Θ) = NA/nt, where NA is the 
numerical aperture and nt is the refractive index. The wave vector kt is subsequently expressed in spherical 
coordinates (θ, φ) as follows [31]. 
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                                             𝑘⃗ 𝑡(𝜃, 𝜙) = 𝑘0𝑛𝑡 (
−cos𝜙 sin 𝜃
− sin𝜙 sin𝜃

cos 𝜃

)          𝑤ℎ𝑒𝑟𝑒  𝑘0 =
2𝜋

𝜆0
    

(A.31) 

To calculate Equation A.30, direct numerical integration considering the coordinate transformations involved 
is the common approach. This process leads to the Richard-Wolf integral representation. However, an 
alternative approach for sampling a(θ, φ) is employed. This approach maintains a constant value of dΩ= sinθ 
dθ dφ by using cosθm = 1 - mΔΘ, with m ∈ ℕ. The sampling grid can be defined by varying values of m 
belonging to the set {1 to M}, and n belonging to the set {1 to N}. 

                                              𝜃𝑚 = arccos(1 −𝑚
1−√1−𝑁𝐴

2

𝑛𝑡
2⁄

𝑀
)        𝑎𝑛𝑑 𝜙𝑛 = (𝑛 −

1

2
)
2𝜋

𝑁
 

(A.32) 

When considering θ=0, a weighting of sampling point dΩ=πθ^2 1/4 is introduced. While the goal is to 
decrease the number of sampling points along θ, it's feasible to amalgamate the computation of the 
integrand with its integration into a single matrix multiplication, resulting in better computational efficiency. 
The procedure described for evaluating the Debye diffraction integral in Equation A.30 is notably swift, albeit 
still slower in comparison to the conventional calculation of a Fraunhofer diffraction integral. However, 
Equation A.30 can be easily reformulated as a Fourier transform. This transform is accomplished by breaking 
down the phase factor into lateral and axial components and then performing the integration over ℙ1 instead 
of ℙ2. By leveraging Equations A.1 and A.6, the integration step dΩ for a sample over ℙ2 is projected onto 
ℙ1, yielding the subsequent outcome [31]. 

                                              dΩ = (
𝑁𝐴

𝑅𝑛𝑡
)
2 𝑟̄𝑑𝑟̄d𝜙

cos𝜃
= (

𝑁𝐴

𝑅𝑛𝑡
)
2 𝑑𝑥𝑑𝑦

cos𝜃
=

1

𝑘𝑡
2

𝑑𝑘𝑥𝑑𝑘𝑦

cos𝜃
 

(A.33) 

Considering the sampling approach into equation A.30 leads to 

                                      𝐸⃗ (𝑥, 𝑦, 𝑧) =
−𝑖𝑓

𝜆0𝑘𝑡
2∬ (𝐸⃗⃗⃗⃗ 𝑡(𝜃, 𝜙)𝑒

𝑖𝑘𝑧𝑧/ cos 𝜃)𝑒−𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦)𝑑𝑘𝑥𝑑𝑘𝑦
 

𝑟̄<𝑅
 (A.34) 

 Expanding the integration over (kx, ky) across the entire ℝ2 space by imposing |Et| = 0 for distances beyond 
R, which allows the Debye diffraction integral as a Fourier transform of the weighted field Et 

                                                         𝐸⃗ (𝑥, 𝑦, 𝑧) =
−𝑖𝑓

𝜆0𝑘𝑡
2ℱ(𝐸⃗⃗⃗⃗ 𝑡(𝜃, 𝜙)𝑒

𝑖𝑘𝑧𝑧/ cos𝜃) (A.35) 

To numerically implement Equation A35, a FFT is employed on the field weighted at ℙ2. The numerical 
computation uses equidistant sampling of kx and ky, with intervals denoted as ∆K = ∆K = k0NA/M. As 
consequence, there are M sampling points spanning the aperture radius, thereby determining the 
distribution of sampling points on ℙ2 [31]. 

                    𝜃𝑚𝑛 = 𝑎𝑟𝑐𝑠𝑖𝑛 (
∆K 

𝑘𝑡
√𝑚2 + 𝑛2)    𝑎𝑛𝑑   𝜙𝑚𝑛 = arctan (

𝑛

𝑚
)     𝑓𝑜𝑟 ⌊𝑚⌋, [𝑛] ≤ 𝑀 (A.36) 

 Considering the integration step (∆K)2 with Aquation A.35 leads to the numerical implementation in the focus 
field Python package: 

                                             𝐸⃗ (𝑥𝑘𝑙, 𝑦𝑘𝑙 , 𝑧) =
−𝑖𝑅2

𝜆0𝑓𝑀
2 𝐹𝐹𝑇(𝑒

𝑖𝑘𝑧𝑚𝑛𝑧𝐸⃗ 𝑡(𝜃𝑚𝑛, 𝜙𝑚𝑛)/ cos 𝜃𝑚𝑛) 
(A.37) 
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A.3. Sample preparation 

 

Figure A.2: Chamber slide and gold fiducials [27] 

 Samples for PSF measurements were prepared by setting up a flow chamber using a clean coverslip (Figure 
A.2). The coverslip was securely positioned in either a Teflon box or racks to maintain stability during 
experiments. To prevent leakage, Scotch tape was used to seal the coverslip effectively. The chamber's 
volume ranged from 10 to 20 μl, carefully controlled to optimize conditions for calculations and maintain 
consistent sample sizes across experiments. 

The first step in sample preparation was the dilution of 90 nm gold nanoparticles (AuNPs) obtained from 
Cytodiagnostics, which were stored in the fridge at 4°C. The dilution was carried out at a ratio of 1:5, meaning 
that 1 part of the AuNPs was mixed with 4 parts of 1xPBS (Phosphate-Buffered Saline Solution), resulting in 
a 5-fold reduction in the concentration of AuNPs. 

Before proceeding with the incubation, it was important to address the issue of sedimentation, which 
commonly occurred with the AuNPs. To resuspend the nanoparticles uniformly, the liquid in the bottle was 
gently swirled without causing any agitation or bubble formation. This step ensured that the AuNPs were 
well-dispersed and evenly distributed within the solution. 

The incubation of the AuNPs solution within the flow chamber lasted for 5 minutes. To introduce the solution 
into the chamber, a pipette tip was positioned close to the entrance, and a gentle pushing motion was 
applied. This allowed the liquid to seep between the coverslip and slide, effectively filling the flow chamber. 

For bubbles, if movable, they were gently pushed out. Non-moving bubbles were considered non-interfering. 
Some bubbles near the end were removed by suctioning from the opposite side, connecting them to the 
outside air, and then flushing liquid from the opposite direction. 

After incubation, a washing step was performed on the flow chamber using 20 μl of 1xPBS. This process 
included gently pushing out the liquid while touching the opposite end with a Kimwipe. The Kimwipe was 
used to absorb and replace the liquid within the chamber, all done with care to maintain a steady flow and 
prevent bubbles. To ensure skill in this step, practice runs were conducted with water in an empty chamber 
before the actual experiments. 

In addition to the AuNPs, 100 nm TetraSpeck beads were used as part of the experiments. The TetraSpeck 
beads were combined with the gold nanoparticles at a dilution ratio of 1:250 in 1xPBS. To ensure proper 
dispersion, the mixture of AuNPs and TetraSpeck beads was sonicated for 15 minutes.  
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Appendix B - Attributions and Approvals 

B.1. Copyright clearance for non-self-produced figures 

• Figure II.1 [4] 
 

 
 
 

• Figure II.2[7] 
 
 
 

 
 
 

• Figure II.3 and Figure II.4 [9] 
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• Figure II.5, Figure II.6 and Figure II.7 [1] 
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• Figure II.8 [22] 
 

 
 
 

• Figure II.9 [24] 
 
 

 
 

• Figure A.1 [31] 
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