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ABSTRACT

One of the many current significant challenges of lithium-ion battery use is keep-

ing the thermal limits of the boundaries within a reasonable range. This applies

equally to hybrid electric vehicles and to full-battery electric vehicles. To accomplish

this, an accurate understanding of the thermal behavior of the battery is necessary,

and consequently, accurate thermal models are required. To achieve this accuracy,

the model’s parameters must be well-predicted to reduce the behavior difference be-

tween simulated and experimental temperatures. These models should also describe

the voltage behavior of the battery adequately to encapsulate the system’s design

requirements fully.

To estimate the parameters of the model, a hybrid pulse power characteristic pro-

file was performed at multiple temperatures and multiple discharge rates, and the

battery’s voltage and temperature response were measured at ambient conditions. A

one-dimensional electrochemical model was developed, and a genetic algorithm mini-

mizing the root mean squared error between modeled and experimental voltages was

completed. Current loads representing the loading conditions of the standard world

harmonized light-duty cycle (WLTC), environmental protection agency driving cycle

(EPA), China light-duty cycle (CLTC), and Nuremberg ring cycle (NR) were applied

to the battery cell model. The battery cell model’s simulated voltages were compared

to the experimental voltages of the above driving cycles. These initial simulations

show that parameter estimation can accurately simulate the voltage behavior of the

battery. A heat generation model was developed, including reversible and irreversible

heat generation terms. The thermal behavior of the battery, such as the maximum,

minimum, and mean temperatures, was investigated for the aforementioned drive

cycles at ambient conditions, at both the modular and cellular levels.
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CHAPTER 1

Introduction

The energy crisis and the movement away from fossil fuels have become a significant

concern [1] for the global economy. The Government of Canada announced in 2021

that the ban on all sales of non-zero emission vehicles will commence in 2035 [2]. In

the move to a more sustainable economic system that reduces its overall impact on

the planet, a reduction of carbon release is necessary across the globe. Many sub-

sections of the economy and consumer products are responsible for vast amounts of

carbon release, and a move for their respective reductions is necessary [3].

Nowhere in the economic system is the release of carbon or the use of carbon-rich

fuels more evident than in the transportation sector. The transportation sector is the

third highest economic carbon sector [3], and according to Amjad et al. [4], it takes

up 49% of oil resources.

As the transportation sector is one of the most significant carbon dioxide con-

tributors to the economy, corresponding reductions will significantly decrease carbon

emissions and dangerous particulate matter traditionally released through the com-

bustion of fossil fuels [5]. To reduce overall carbon emissions, a move to electrifying

passenger vehicles is being adopted in Canada and across the globe [6].

One of the critical elements in this move to electrification and, thus, sustainability

is the Lithium-ion (Li-ion) battery [7]. It has many benefits over other automotive

solutions with its corresponding high specific energy, power density, high nominal

voltage, low self-discharge rate, long cycle-life, and lack of memory effect [8, 9, 10, 11,

12]. Although there are several benefits to adopting this technology, significant power

losses [13], low cycling age [14], increased capacity fade, and an increased impedance
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1. INTRODUCTION

of the battery [15] occur if not operated within an ideal operating range. The battery

temperature should be kept ideally between 15 ◦C and 35 ◦C [16] to mitigate the

effects previously described. This temperature-sensitive behavior with respect to the

life cycle is seen in Fig. 1.0.1 where the ideal temperature working region is between

10 and 60 ◦C.

Fig. 1.0.1: Cycle life vs operating temperature; a display of ideal operating conditions
[17]

Keeping the battery’s temperature within an ideal range is of the utmost impor-

tance for the previously mentioned reasons. Consequently, the importance of the

battery thermal management system (BTMS), whose responsibility is to manage the

thermal behavior of the battery within electric vehicles (EVs), will become ever more

significant in the electrification of automobiles [12, 18].

To design a well-functioning BTMS system, an understanding of the thermal pro-

file is critical. Heat is generated during the battery’s charge and discharge, and the

BTMS system is crucial in keeping the temperature within the ideal range [19, 20]

during these processes. An introduction to the industry’s different technologies will

be provided to understand the context in which this research sits.
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1.1 EV Technology

Electric vehicles (EVs) differ from traditional fossil fuel-powered vehicles by replacing

the vehicle’s power source with an electric energy source and by typically adding an

electric motor to provide torque in some manner or form [21]. Historically, the first

electric vehicles were of no practical concern as manufacturability was extremely low.

Producing these vehicles on a large scale limited them to singular or small groups of

vehicles. There are several examples of this from the years ranging from 1828 to 1900

[22]. Nearly 100 electric taxis were running in New York City in 1899 [23]. By the

year 1912, there was a peak in EV manufacturing with 33842 vehicles in the United

States [22].

However, the gasoline-powered vehicle had a sharp decline in price making them

affordable to the masses. Consequently, their popularity increased dramatically, and

the cost of owning a gasoline-powered vehicle was achievable as gasoline was a very

cheap fuel source [21]. Only recently has EV technology improved enough to be viable

in today’s automotive manufacturing market, with examples commercially starting

in the late 1990s and early 2000s, with hybrid electric vehicles (HEVs) such as the

Honda Insight [24, 25, 26].

Automotive EV technology, for simplicity, can be broken into three categories

defined by the electrical source type; the source types are:

1. Batteries [27, 28, 29]

2. Fuel Cells [28, 29]

3. Capacitors [27, 28, 29]

Both battery and fuel cells are technically of the same energy source type, although

they differ vastly. Both technologies convert electrochemical energy into electrical

energy from a stored medium; in the case of battery technology, it is stored in a

self-contained chemical structure, closed off from the environment, which typically

uses the same materials during discharging and charging. The operating principle of
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an idealized fuel cell can be seen below in Fig. 1.1.1. The stored hydrogen reacts

with the oxygen from the air, and only water is produced [30]. For this reason, it is

obvious why this technology has been a prospect for clean energy.

Fig. 1.1.1: Fuel cell working principle [31]

Fuel cells provide silent,vibration-free operation and excellent energy efficiency

[32, 33]. However, technical challenges such as safety, hydrogen storage, hydrogen

distribution, and lifetime have slowed their adoption in the industry. A more com-

prehensive list of the technical challenges of fuel cell adoption is shown in Fig. 1.1.2

Fig. 1.1.2: Technical challenges for fuel cells [33]

The last electrical energy source of note is capacitor energy storage technology,

specifically the supercapacitor. Supercapacitors are electrical components that store

energy in an electric field [34].The well-known traditional capacitor stores energy

through a difference of electric charge across an empty or dielectric space [35]. It is
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typically visualized as charged parallel plates, which can be seen on the left side of

Fig. 1.1.3. Supercapacitors are electrical elements that store electrical energy through

the electric double layer effect [35, 34]. This effect is fundamentally different than a

typical capacitor [35] and is shown on the right side of figure 1.1.3 below.

Fig. 1.1.3: Capacitor vs super capacitor difference [35]

This difference allows greater energy to be stored in the supercapacitor, orders

of magnitude higher than their traditional counterparts [36]. Even though the two

technologies’ functional principles may differ, fundamentally, the equations for energy

storage and their electric behavior remain the same [35, 37], which can be seen from

equation 1.1, where E and V are the energy stored in the capacitor and the voltage

across the plates of the capacitor respectively.

E =
1

2
V 2 (1.1)

This storage behavior leads to an extremely high specific power, higher than Li-

ion batteries [38], which can be visualized in the Ragone plot in Fig. 1.1.4, where

various energy storage technologies on a specific power vs. specific energy basis are

compared. A combination of both specific power and specific energy is necessary for

EVs. As such, it can be seen why lithium batteries have become so prevalent within

the market, as their technology has an attractive combination of these two critical

characteristics.

A technology that should also be noted, due to its traction in recent research
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Fig. 1.1.4: Ragone plot [39]

for renewable energy storage, is flywheel technology. As more novel techniques and

energy strategies have evolved, flywheel energy storage is becoming a soon viable

competitor with a long cycle life, high power density, and little environmental impact

[29, 40]. Currently, their high cost [41, 42], security problems [43], and the need

for increased cooling [42] seem to have limited their use in current vehicles, but the

integration of flywheel technology into EVs may become more commonplace in the

future.

1.1.1 HEVs

The comparison of the different energy storage technologies naturally leads to a dis-

cussion about the different types of EVs that are available today. The first, which has

been briefly noted, is the HEV. The HEV is a ”hybrid” between an electric-powered

vehicle and a traditional gasoline-powered vehicle; that is to say, there are both elec-

trical and fossil fuel sources. HEVs are broken into many distinct categories, firstly,

the level of hybridization, and secondly, into configuration categories. The level of

hybridization is the amount of electrical energy provided by the electrical source as a

percentage of the total power as given by equation 1.2. The configuration categories

are based on the energy path distributed from the vehicle energy storage through

the powertrain. Here Rhyb, PEM , and PEng represent the ratio of hybridization, the

engine power, and the electric motor power, respectively.
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Rhyb =
PEM

PEng + PEM

(1.2)

The categories defined by the hybridization ratios are provided in table 1.1.1.

Table 1.1.1: HEV types based on power ratios [44, 45]

Type Description Power

Micro Motor is an integrated alternator starter less than 2.5kW

Hybridization less than 5%

Mild Hybridization up to 10 % 10-20kW

Full Hybrid Parallel Hybridization between 10 - 50 % Above 20kW

Series Hybridization between 50-75%

The second HEV categories described by the powertrain configuration are outlined

below.

• Parallel HEV

• Series HEV

• Series Parallel HEV

HEVs are generally more efficient than their traditional counterparts as they can

benefit from the advantages of the two distinct energy sources.

1.1.1.1 Parallel HEV

Significant simplification will be made in the following sections, as there are many

complexities within the context of powertrain design and vehicle manufacturing. Par-

allel HEVs supply power to the wheels using both fossil fuel power and electrical

power sources in parallel. The power flow through a parallel HEV can be visualized,

as shown in Fig. 1.1.5.

The vehicle contains a fossil fuel-powered engine that delivers power to the wheels

in parallel with a battery and an electric motor with independent energy paths. As
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electrical power paths are more efficient than heat engine power paths, less energy is

necessary from each energy type to deliver the same amount of power.

Fig. 1.1.5: Parallel HEV power-flow diagram [46]

This powertrain configuration allows for several benefits to the vehicle; the ve-

hicle’s engine can be much smaller as the battery also delivers energy through the

powertrain to reach the same vehicle demands [47]. The vehicle can also recover the

energy typically lost in braking to restore some of the state of charge (SOC) of the

battery in use[47], which further reduces the need for a larger engine and increases

efficiency.

Although there are several advantages to using the parallel HEV configuration,

there are still several disadvantages. The first primary disadvantage is that two

different energy sources have separate energy paths leading through the drive trains.

Therefore, the manufacturing cost is significantly increased compared to that of a

traditional vehicle.

1.1.1.2 Series HEV

Unlike the parallel HEV, a series HEV supplies energy from a fossil fuel source to the

tires in one energy path. The fossil fuel chemical energy is converted into thermal

energy and then subsequently converted into electrical energy. This usually consists

of an internal combustion engine (ICE) completing the chemical energy conversion

and running an electrical generator that drives electric motors, powering the vehicle

to meet the energy demand [46]. Figure 1.1.6 shows a clear view of this powertrain

energy path.
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Fig. 1.1.6: Series HEV powertrain diagram [46]

In this configuration of HEV, the ICE power is always converted into electrical

power. The energy conversion is completed by a generator whose output is alternat-

ing current. This energy is not only used to drive the vehicle but can also recharge

the battery. As such, a rectifier must convert the alternating current into a direct

current. This rectifier can transfer the electrical energy into the battery or the su-

percapacitor. The supercapacitor is used in the series configuration to smooth out

the voltage variations from the generator. Correspondingly, the electrical energy

can be simultaneously supplied from the three different electrical components in this

power train layer: the battery, the rectifier, and the supercapacitor. However, as the

electrical energy is in direct current, it needs to be converted again into alternating

current to supply the electric motor. This energy conversion process does lead to

some additional inefficiencies within the system.

As there is the sole conversion from thermal energy to electrical energy, the engine

is decoupled from the wheel speed. Correspondingly the engine can be run at higher

optimal speeds, which results in higher efficiency when delivering power in comparison

to an ICE vehicle [48]. Less gasoline is consequently necessary to meet the vehicle’s

demand. Thus, a smaller engine and less fuel are necessary to power the vehicle.

Although it has a more straightforward construction than the parallel HEV config-

uration, the series HEV generator’s size limits the design capability. This construction

is primarily used in larger utility and military vehicles [49]. As with the parallel HEV,

there are still more components than in an ICE vehicle, as both ICE and electrical

components are still required for a series HEV. These additional components increased
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the cost from that of solely an ICE-driven vehicle.

1.1.1.3 Combination HEV

In a combination HEV, parallel and series configurations are available for powering

the drivetrain. This dual powering of the drivetrain is accomplished through a power-

split device [46], a planetary gear set allowing two electric machines to connect to the

system.

This system can be visualized from the diagram in Fig. 1.1.7 shown below.

Fig. 1.1.7: Combination HEV powertrain diagram [46]

As both parallel and series configurations can be used, the energy management

system of the vehicle can adjust the ICE load to achieve optimal fuel economy. This

may help decrease the necessary battery size and ICE on board compared to solely

series and parallel configurations, respectively [48].

Once again, as in the parallel and series configurations, added complexity and

parts increase the price of the system and the potential for failure.

1.1.1.4 Plug-in Hybrid

The aforementioned complex powertrain configuration can be configured without ex-

ternal energy sources other than the internal gasoline power source. When a vehicle

configuration can receive energy from external electric power sources such as the

electric grid, the vehicles are described as ”plug-in” hybrid vehicles (PHEV).
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PHEVs have many advantages; a separate power source can supply the battery

with more energy, and thus, a more extended range can be achieved. It reduces

the overall necessity to replenish gasoline resources within the vehicle as the battery

recharging can be completed without any aid from the internal combustion engine.

When a vehicle is configured as a PHEV, further capabilities can be unlocked from

a consumer standpoint. One capability that has some promise and that is currently

being investigated worldwide is vehicle grid (V2G) technology. V2G technology allows

the user to charge and discharge energy to and from the grid at different times of

the day. Charging and discharging to and from the grid can be done with concern to

the time-dependent energy grid prices, which leads to the consumer’s benefit and, if

ideally used, can reduce the strain on the energy grid.

A well-known strenuous phenomenon in the grid, often labeled as the duck curve,

is an energy demand phenomenon that reduces the attractiveness of solar energy

investment. The demand for energy over the day varies from location to location, but

energy use generally increases in the early morning and peaks in the evening. However,

the energy supplied by the solar panels peaks during the day and decreases drastically

in the evening, leading to an asymmetric net load on the electrical grid[50]. This leads

to the net-energy demand curve seen in Fig. 1.1.8 below. Although maybe somewhat

hard to see, this curve resembles a duck’s overall profile, where the colloquial name

”duck” comes from.

Fig. 1.1.8: Energy demand from grid over the day [50]

It can be seen that the peaks and valleys of net energy demand can be quite
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different; this puts a considerable unwanted, unintended strain on the grid. This

duck curve exemplifies one of the issues with solar energy. Often these strains are

seen as a significant disadvantage to solar power technology as the energy cannot

be fully harnessed. However, with V2G technology, this energy can be harnessed

to reduce the difference between peaks if vehicles are plugged in during this time.

In theory, this would mean that PHEVs, along with fully battery electric vehicles,

can address other renewable resource issues other than that of just the automobile

industry. That being said, this technology is still a developing field and is subject to

change.

1.1.2 Battery EV

Vehicles configured with powertrain configurations without the ICE with solely an

electric energy source are aptly known as battery electric vehicles (BEV). With the

ever-increasing capacity of battery technology, these cars are the future of the green

movement toward a more sustainable future. BEVs contain a large battery pack that

stores all its energy as electrochemical energy.

BEVs were not feasible when first developed due to the energy density typically

required for a vehicle’s power and energy demand for extended use. However, in

recent years, these issues have been addressed more satisfactorily, with battery tech-

nology becoming increasingly energy-dense and the price per kilowatt hour dropping

dramatically since the invention.

A benefit of the BEV powertrain configuration related to HEV configurations is

its sole power source. In comparison to parallel and complex hybrids, two energy

pathways are no longer necessary as power flow from the storage components to the

wheels is from a singular electric source. Fewer components are required, and the

powertrain costs and design requirements are reduced. Although it is more straight-

forward than its HEV counterparts, this does not necessarily mean that the overall

design process is without its difficulties.

Another core benefit of BEV automobile configurations is its overall power transfer

efficiency. As previously noted, traditional combustion engines’ efficiency is much
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higher in electrical pathways. Moving all the power and energy through the electrical

configuration makes the overall energy efficiency within the vehicle relatively high

when compared with series hybrids or ICE vehicles.

1.2 Drive Cycles

There are many different use cases for a vehicle, and they can vary tremendously

on several factors: environmental conditions, road speed limits, grades, and even

the type of driver. Particularly aggressive or ”soft drivers,” or in other words, the

driver’s propensity to over -or under-accelerate in one condition over another, affects

the stresses within a vehicle. These differences across the many use cases can make

comparing a vehicle’s loading complex in a typical use case. The industry commonly

uses the drive cycle to alleviate this comparison issue. Historically, drive cycles were

implemented to evaluate the vehicle’s loading under standardized load conditions to

compare their respective emissions.

Various drive cycles are used; however, for the most part, they can be classified

as profiles of specific speed vs. time, altitude, speed vs. time, and speed vs. gear

shift. In the context of EVs, the drive train of an electric power vehicle does not have

any shifting; they typically have regions of constant torque vs. non-constant torque,

depending on the vehicle’s loading conditions.

An example of the EPA drive cycle profile is shown below. As can be seen, the

test runs for around an hour of driving time with different speeds ranging across

several parts of the region. Depending on the proposed vehicle application and what

is deemed the representative user environment, various drive cycles with varying areas

of speed, braking events, and acceleration events can be combined to verify a vehicle’s

power train configuration and behavior.

Different drive cycles stress the vehicle and powertrain differently, and as such, a

variety of drive cycles were simulated to evaluate the behavior of the cell and module.

The drive cycles of note are the EPA as already described, the Nuremberg (NR)

drive cycle, and the China light truck cycle (CLTC) to estimate demands for the
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Fig. 1.2.1: EPA speed vs. time drive cycle

international market. The speed profile of the CLTC is shown in Fig. 1.2.2. A

brief consequential note is that the NR drive cycle is a cycle that simulates driving

around the famous Nuremberg racing circuit and, as such, is highly demanding for

the vehicle.

Fig. 1.2.2: CLTC speed profile

1.2.1 Hybrid Pulse Power Characteristic Cycle

Under the Department of Energy’s Advanced Technology development program, the

hybrid pulse power characterization (HPPC) is a tool to analyze the behavior of
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battery technology [51]. HPPC is a curve in which a battery is loaded under various

short pulses, from full to some minimum battery charge. These tests are done at

multiple temperatures to verify the battery’s power behavior.

The HPPC has two current loading profiles/curves: a charging and a discharging

profile.

Before continuing to an explanation of the discharge, a concept that will be further

described in section 2.2 is touched upon here. The C-rate is a normalized current rate

with respect to the nominal capacity of the battery. For a clear example, a battery

of 10Ah under a 5A load is at a 0.5C rate. With this, the HPPC discharge cycle can

be detailed.

1.2.2 HPPC Charge

The overall structure of the charging HPPC cycle is as follows. The battery is left to

rest for 2 hours to bring the battery fully to the specified intended temperature. At

the start of the HPPC, it is left to rest for another 30 minutes. After 30 minutes, the

battery is charged under a constant voltage constant-current and constant-voltage

charging profile (CC-CV). The CC-CV charging profile is well defined within the

battery community; a constant current is applied to the battery until some predefined

voltage limit is reached. After the limit is reached, the battery voltage applied remains

the same, and the current is decreased until the battery is fully charged. For clarity,

the voltage and current profiles for the CC-CV charging profiles taken from the tests

on the battery researched within the thesis are shown below in Fig. 1.2.3. For even

further clarity, the first rest period for the HPPC curve is also shown in the same

diagram.

The battery then undergoes another 30-minute rest period. After this rest period,

the battery is fully discharged at some specified discharge rate such as C/3,1C, and

2C.

The battery’s total current loading HPPC cycle is exemplified in Fig. 1.2.4.
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Fig. 1.2.3: CC-CV charging voltage and current profiles

Fig. 1.2.4: Full HPPC charging current profile
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1.2.3 HPPC Discharging Cycle

The discharging HPPC curve has a similar procedure to the charging HPPC. Unlike

the charging HPPC which has four distinct sections (rest, CC-CV charge, rest, and

constant discharge) the discharging HPPC has eight sections. These eight sections,

for simplicity, will be broken down into two separate, distinct HPPC discharge curves;

HPPC 1 and HPPC 2, respectively. Starting with HPPC 2, its sections are broken

down into a rest section, CC-CV charge, rest, and constant discharge, which is pre-

cisely the HPPC charge profile. The HPPC 1 section is broken down into another rest,

CC-CV rest, and a sporadic pulsing section. This sporadic pulsing section is made

up of pulsating discharges, whose time length is the duration necessary to change the

overall state of charge by ten percent. There are naturally 10 of these discharges.

The HPPC curves are labeled as such because, in the testing process, these profiles

are performed at multiple temperatures and various C-rates in consecutive order. For

clarity, if the starting test temperature is 25 ◦C with a C-rate of C/5, the next HPPC

discharge test (curve 2) will be completed immediately after at 25 ◦C with a C-rate

of C/3. The HPPC test curves were completed in this specific order. HPPC curve

one was completed with an immediate test of HPPC test curve two but with different

C-rates. In this way, the two distinct HPPC curves were combined for the tests.

These two curves are shown in Fig. 1.2.5.

This test, which measured the voltage response and the battery’s temperature,

was completed for three cells.

1.3 Motivation

Li-ion batteries have many advantages in comparison with other battery technologies,

such as high specific energy, low discharge rate, high specific power, and no memory

effect [52] behavior and characteristics are highly subject to their respective operating

temperatures, [53, 54]. The temperature of operation for Li-ion batteries affects

multiple aspects of their behavior. Due to this temperature sensitivity, the behavior of

Li-ion batteries under realistic loading conditions should be studied to better maintain
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Fig. 1.2.5: Discharge HPPC profile

and design thermal management systems for continual use to keep batteries within

safe operating ranges and reduce overall aging and stress on the batteries.

The temperatures within the battery, even for short periods of discharge, can

exceed 50 ◦C. These high-temperature values can lead to increased degradation. If

the battery’s temperature rises even further, explosive events such as thermal runaway

can occur [55]. As proof of how quickly the temperature can increase over a specified

interval, Fig. 1.3.1 shows the temperature profile of an HPPC test at 25 ◦C with

ambient conditions and a 3C current load. As is evident, the temperature increase

can be large even for normal loads. Ergo, to fully and effectively design for proper

temperature management for EV applications, proper thermal modeling is necessary

to size the BTMS adequately.

In this modeling process, electrochemical modeling, specifically the simplified one-

dimensional single-particle model, has become a standard tool in the arsenal of battery

simulation techniques [56]. This technique has several advantages over other battery

modeling types widely used in the industry, such as electric circuit models, namely,

similar speed and higher fidelity of the inner states of the battery [57]. A challenge,

however, with this model is the parameter estimation of the model [58]. The HPPC

curve is a tool commonly used in the automotive industry to develop battery mod-

els [59]. Using this tool to estimate further parameters could save resources while
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providing a consistent testing structure to current standards within the industry and

aid in the overall thermal design process of BTMS. This use of consistent standards

could extend performance and life and increase the sustainability of Li-ion battery

technology.

Fig. 1.3.1: Temperature and current profile of a 3C HPPC test

1.4 Objectives

Due to these problems mentioned above, like Li-ion battery’s temperature sensitivity,

faster-aging processes, and capacity fade in non-ideal temperature regions. It is of the

utmost importance to investigate the thermal behavior of the battery at multiple lev-

els to ensure that the performance and life cycle are enhanced concerning their usage

in realistic loading scenarios. This research aimed to address these main challenges.

• To develop and validate a 1D electrochemical model using voltage estimations

from requisite HPPC testing.

• To estimate the parameters of the 1D model using a genetic algorithm in con-

junction with the HPPC, as mentioned above, curves

• Use these parameters to evaluate the model’s effectiveness in estimating voltage

behavior for the WLTC, CLTC, EPA, and HPPC cycles at ambient conditions.
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• Using these estimated parameters, create heat generation profiles (which will

be called heat generation maps) to estimate the heat generation behavior of the

battery over the WLTC, CLTC, EPA, and HPPC cycles

• Use these heat generation maps to evaluate the thermal behavior of the battery

for the WLTC, CLTC, EPA, and HPPC cycles at ambient conditions

• Use these heat generation maps to evaluate the thermal behavior of the batteries

at the module level configuration

• To identify areas of thermal interest such as maximum temperatures, minimum

temperatures, and temperature differences in regions at a battery level

• To identify areas of thermal interest such as maximum temperatures, minimum

temperatures, and temperature differences in regions at a module level

1.5 Thesis Outline

The outline for the structure of the thesis is described below:

Chapter 2 is the background and literature review, which recounts key concepts

in EV automotive applications. These explored concepts are different EV automo-

tive storage technologies, electrochemical battery technologies’ structures, topologies,

and chemistries, along with anode, cathode, electrolyte, separator, current collectors,

battery management systems, thermal management of batteries, thermal runaway,

and cell balancing techniques. analytical modeling, equivalent circuit modeling, and

electrochemical modeling are also discussed.

Chapter 3 is the methodology of the thesis research. Starting with an in-depth dis-

cussion of genetic algorithms, their configurations, and applications. The 1D electro-

chemical model has its equation and boundary conditions defined. The discrete-time

realization algorithm is expanded. The 3D battery cell model geometry, governing

equations, boundary conditions, and the 3D battery module model geometry and

thermal boundary conditions are discussed. After this, an explanation of the grid

independence study and an experimental uncertainty analysis are completed.
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In Chapter 4, results and discussions are presented. The genetic algorithm results

are displayed, and its estimation is compared with the experimental data provided

from the HPPC curve. The simulated voltage curves for WLTC, CLTC, EPA, and

HPPC drive cycles are then displayed with the experimental data. The estimates

from the developed 3D thermal model describing the battery are then discussed for the

WLTC, CLTC, and EPA at the battery level. Following these results, the temperature

profiles for the WLTC, CLTC, and EPA drive cycles are then displayed at the module

level.

Chapter 5 contains the conclusions and future recommendations for this research.
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CHAPTER 2

Background and Literature Review

This chapter aims to review some critical background information around the core

concepts of battery functionality and modeling, which includes a discussion on the

typology, topology, modeling techniques, and degradation mechanisms.

2.1 Automotive Battery Technology

There are many energy storage technologies; some of the most important have been

briefly discussed in section 1.1. A natural question that may arise is what battery

materials are necessary to maximize performance. That question, although seemingly

simple, has many complications.

Lithium batteries offer a crucial advantage when compared to their counterparts.

It has a high volumetric energy density to high mass-energy density [60]. This ratio is

seen graphically in Fig. 2.1.1. This ratio of gravimetric-to-volumetric density means

that Li-ion batteries can fit more energy in a smaller space than their counterparts

with other chemical configurations.

With the large, extended power draw during EV usage, high specific power, and

specific energy are necessary, making Li-ion batteries excellent for EV design [62].

The price of Li-ion batteries was originally a barrier to entry into the market and

was too expensive of an option for their configuration. However, prices have been

decreasing, and at the time of writing for [63] (2016), there was already a drop of 73

% from 2010, from approximately 1000$/kWh to 273$/kWh.

Even if the evident decrease in lithium batteries is not persuasive, Stellantis has
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Fig. 2.1.1: Ragone plot [61]

aimed to provide a 5 billion dollar investment for Li-ion batteries in Canada [64].

General Motors (GM) announced a 35 billion dollar investment into EVs and au-

tonomous vehicles, citing Li-ion as a critical technology and investment [65]. At least

for the foreseeable future, Li-ion batteries will drive EVs.

2.2 Battery Definitions

Before discussing the various details of battery technology and its context in the

automotive field, some valuable and standard definitions for the utmost clarity are

provided first. The battery specifications of the Panasonic NCR18650PF are provided

to clarify these definitions with a real-world example. The battery specifications for

the data are seen in Fig. 2.2.1.

The calendar life of a battery is the time duration that the battery is functional.

This characteristic is affected by discharging, charging, and resting. When the battery

loses capacity during this resting process, it is known as calendar aging [67]. The unit

for calendar life is described by a time scale of interest, typically in years.

The capacity, frequently seen as nominal capacity, is the overall maximum amount

of energy that the battery can store nominally [68, 69, 70, 71]. This unit is typi-

cally defined in Ah. In lithium batteries, this characteristic is directly related to the
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Fig. 2.2.1: Panasonic 18650PF battery specifications taken from [66]

amount of lithium within the battery. Theoretically, this capacity does not change

with temperature, but it does vary due to various internal effects within the battery.

This change in capacity can be seen in Fig.2.2.1 where multiple capacities based on

temperatures are provided.

The C-rate is a normalized current rate with respect to its nominal or maximum

capacity [68, 69, 70, 71]. E.g., The Panasonic battery shown in Fig. 2.2.1 has a

capacity of 2900 mAh at 20 ◦C. Therefore, this battery at a current load of 2.9A

would be under a 1C loading.

The E-rate is the energy discharge rate necessary to deliver the power required

to deplete the battery fully of charge with respect to 1 hr. E-rates and C-rates are

unitless multipliers expressing a ratio; however, a clear distinction is made here to

alleviate any confusion. The C-rate is a multiplier showing a relationship with current

A, while the E-rate is a multiplier based on a relationship with power W .

The cut-off voltage is the threshold voltage within the battery [68, 70, 69], and

affects the life of the battery [72]. It can be used for both upper and lower voltage
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Fig. 2.2.2: Panasonic 18650PF capacity fade due to cycling taken from [66]

limits. Within this thesis, these are respectively labeled upper and lower cut-off

voltages.

The cycle life of the battery is defined as the number of complete charges and

discharges of the battery that can occur before some threshold of capacity loss is met

[71, 69]. This definition is necessary as lithium is lost in various processes when the

battery is charged and discharged. These processes are further described in detail in

section 2.9. Therefore, they are not discussed at full length here. These degradation

mechanisms accumulate over time, reducing the battery’s capacity to hold a usable

charge. For convenience, this decrease in capacity is shown in Fig. 2.2.2. The x-axis

in Fig. 2.2.2 is the number of cycles completed, while the y-axis is the battery’s

capacity in mAh.

The depth of discharge (DOD) of a battery is the amount of capacity that has

been discharged concerning its overall capacity; this value is written as a percentage

[69]. As a clear example, take the Panasonic 18650PF, in the usage of 870 mAh of

the 2900 mAh capacity, the DOD is 30%.
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The state of charge (SOC) of the battery is its present charge with respect to

its nominal capacity written as a percentage [70, 69, 71]. In the Panasonic battery

example previously given with 870 mAh discharged, the total SOC would nominally

be 70%. The SOC and DOD sum to 100 such that equation 2.1 holds; this is visually

seen in its graphical representation in Fig. 2.1. In equation 2.1 SOC andDOD

represent the SOC of the battery and the DOD.

SOC = 100−DOD (2.1)

Fig. 2.2.3: Visual representation of SOC and DOD adapted from [71]

The energy of the battery is the total amount of energy supplied by a battery

under a specified current [69, 70].

The energy density of the battery is the amount of energy contained within the

battery per unit volume, typically with units of Wh
l

[69].In the case of the 18650PF

example, this energy density is further labeled with volumetric energy density so as

not to be confused with specific energy.

The specific energy , sometimes also called the gravimetric energy as seen in

Fig. 2.2.1, is similar to the energy density of a battery; however, instead of the

density being with respect to volume, it is with respect to mass, often the units are

reported in Wh
kg

[69]. This specification is also exemplified in the Panasonic battery
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specifications in Fig.2.2.1.

The internal resistance of the battery is the resistance that is intrinsic to the

battery cell [69].

The nominal voltage of the battery is the reported voltage value of the battery.

This value does not represent the actual voltage that can be seen from the battery at

any particular time. This difference between nominal voltage and voltage measured

across the terminals is because of the nature of the internal resistance and open circuit

voltage characteristics of the battery. The internal resistance of the battery changes

based on various reasons: charging, discharging, temperature, and SOC [70].

The open circuit voltage (OCV) is the voltage within the battery without any

external loading [70, 71]. The OCV of the battery is the difference in potentials

between the anode and the cathode.

The power density of the battery is the amount of power that the battery can

supply with respect to its volume, typically provided in W
L

[69].

The self-discharge rate is the time rate at which the battery loses energy under

no loading. This process is due to spontaneous side reactions within the cell [71].

The battery’s specific power is the power of the battery with respect to its mass,

typically with units of W
kg

[69].

The state-of-health (SOH) of the battery is the relationship between its current

capacity and its nominal capacity [71] and is usually represented as a percentage

using the equation 2.2 [73], where SOH Ccur, andCnom, are the battery’s state of

health, the capacity of the present battery which has aged, and the nominalcapacity

respectively.

SOH =
Ccur

Cnom

× 100 (2.2)

The terminal voltage is the working voltage of the difference in potentials ap-

plied at the terminal. This voltage value includes the internal effects that develop in

the battery, such as the battery’s internal resistance. This concept is discussed more

deeply in section 2.11 as seen in equation 2.18. For convenience, however, this concept
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is displayed in equation 2.3, where vterm, OCV , i, and Rint are terminal voltage, the

open circuit voltage, the current applied to the battery and the internal resistance of

the battery respectively. Here, i is positive for a discharging current.

vterm = OCV − iRint (2.3)

To graphically clarify some of the concepts noted above, the battery voltage pro-

files for the Panasonic NCR18650PF taken from the experimental data provided by

[74] are shown in Fig. 2.2.4 and Fig. 2.2.5 below. The battery was charged and

discharged with a current applied of around 0.145 A or, with the knowledge of the

battery definitions now known, a C
20

charge and discharge rate. This Li-ion battery’s

behavior is adapted from actual data taken from [74], so it should present the def-

initions with real accurate context to current technology. The battery’s terminal

voltages, open circuit voltage, and cut-off voltages are labeled in both figures 2.2.4

and 2.2.5 but are clarified further in the context of equation 2.3 in Fig. 2.2.5.

Fig. 2.2.4: Battery voltage characteristic curves of the Panasonic NCR18650PF

Figure 2.2.5 is a zoomed-in portion of the highlighted section, as seen from the
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blue rectangle in Fig. 2.2.4.

Fig. 2.2.5: Close-up of charging/open circuit voltage/discharge curves from Fig. 2.2.4

2.3 Battery Cell Structure

For a complete comprehension of the work that will be presented, an inherent under-

standing of the structure and nature of the battery is necessary. An electrochemical

battery stores energy in the form of chemical energy and then converts it to electrical

energy to supply some source [75, 76, 77, 78]. A battery is broken up into several

component types, which will be discretely described for easier understanding.

The battery is made of four different component types seen in the list below

[79, 80, 81, 82, 83, 78].

• Electrodes (Anode and cathode)

• Separator

• Electrolyte
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• Current Collector (positive and negative)

These sections of the battery that can be seen in Fig. 2.3.1. The positive and

negative current collectors aid in the process of collecting the current more effectively

to deliver the power from the battery. Typically, the anodic current collector is made

of copper, and the cathodic current collector is made of aluminum, although other

material configurations are used within the industry.

Fig. 2.3.1: Basic battery structure

The battery’s separator acts as a ”filter,” allowing ions to travel through it without

short-circuiting the battery.

The sections of the highest interest, particularly that of the electrochemical mod-

eling problem, are the electrodes and the electrolyte. The electrolyte of the battery

chemically and electrically connects the anode and the cathode, aiding in the ionic

exchange between the two electrodes to enhance the chemical reaction, generating an

electric current.

The next sections will clarify the general chemical reaction for the battery. Both

the anode and the cathode are the electrodes of the cell. Electrodes are the structures

of the battery that store and react chemically to generate electricity.

A reaction in which the charge of the atom is brought from an overall more

positive charge to a more negative charge, as shown by moving from left to right in

equation 2.4, is termed reduction (as the positive charge is reduced).In equation 2.4

On+ represents a reactant that when donated an electron is reduced becoming Rprod
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which represents the final reduced product. When driving in the opposite direction

(right to left), the donation of electrons or, in this case, negative charge is termed

oxidation.

On+ + ne−
Reduction−−−−−−⇀↽−−−−−−
Oxidation

Rprod (2.4)

When evaluating the chemistry within the battery, it is standard practice to look

at half of the cell, or a so-called ”half-reaction” or ”half-cell.” Take a reaction of zinc

into an electrolyte solution where zinc and an appropriate aggregate are dissolved.

For cathodic current, the zinc within the solution is reduced. When the zinc donates

electrons from the electrolyte to the electrode, becoming oxidized, this current is

defined as anodic current. A clear representation of this can be seen in Fig. 2.3.2,

where the zinc electrode is shown on the left side of the figure. The dissolved zinc is

shown over top of the (green) electrolyte, and the arrows show the direction of the

current along with its designation.

Fig. 2.3.2: Half cell reaction

The two processes above are the driving forces behind the functionality of the bat-

tery. It should be noted that although there is charge transfer across the boundary of

the electrode for the half-cell reaction, the flux of energy is in the exact opposite direc-

tion at the other electrode or the other half-cell reaction, such that the conservation

of charge equation, (equation 2.5) is satisfied.
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X
nis

+/− = 0 (2.5)

In equation 2.5 ni is the coefficient for the charge species s+/−.

In this way, one can view the flow of current through the battery from the elec-

trode to the electrolyte and from the electrolyte to other electrodes.

For completeness and clarity, an example with a lead acid battery composition

will be displayed for complete understanding. Another method of naming this type

of reaction is a redox reaction, a so-called reduction-oxidation reaction. The total

number of chemicals necessary for a theoretical lead acid battery is labeled in table

2.3.1.

Anode Electrolyte Cathode

Pb H2SO4 PbO2

Table 2.3.1: Chemical components for lead acid battery

The lead oxidizes at its half-cell reaction, as shown in equation 2.6. This reaction

is the ”ox” in the ”redox” reaction.

Pb(s)

Discharge−−−−−⇀↽−−−−− Pb2+ + 2e− (2.6)

Which reacts with the SO−
4 anion. The total anode half-reaction is equation 2.7.

This reaction is the ”red” in the ”redox” reaction.

Pb(s) + SO4
2− Discharge−−−−−⇀↽−−−−−

Charge
PbSO4 + 2e− (2.7)

while the half reaction at the cathode PbO2 is written as equation 2.8 is reduced

(the ”red” in redox)

PbO2 + 4H+ + 2 e− + SO4
2− Discharge−−−−−⇀↽−−−−−

Charge
PbSO4(s) + 2H2O(l) (2.8)
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Combining the two half-cell reactions ,equations 2.7 and 2.8, the entire chemical

formula becomes equation 2.9

Pb(s) + 2SO4
2− + PbO2(s) + 4H+ Discharge−−−−−⇀↽−−−−−

Charge
2PbSO4(s) + 2H2O(l) (2.9)

Which in its entirety is the full redox reaction. The redox reaction is the traditional

chemical reaction that fuels electrochemical cells.

The anode and cathode can now be defined confidently from understanding the

above processes. For processes of spontaneous reaction, what one would consider a

discharge process, the flow of electrons moves from the anode to the electrolyte and

from the electrolyte to the cathode.

Understanding the redox reaction that fuels traditional electrochemical cells is

essential, as many concepts remain the same for Li-ion batteries. Although there are

similarities, they are nor the same. New Li-ion batteries do not react in a typical ox-

idation pair. Where for the lead-acid battery, the lead reacted with the electrolyte to

form a substrate on the surface of the electrode (PbSO4(s)), lithium does not specif-

ically react with the anode or cathode; on the contrary, the lithium is absorbed/-

expelled into/from the structure in processes called intercalation and deintercalation

[84].

This is possible because the internal structure of new cathodes and anodes are

open-crystal structures, which let electrons and lithium ions permeate their structure.

2.3.1 Negative Electrode-Anodes

The function of the anode within a battery is to store the electrochemical energy at a

higher energy level and then react with the electrolyte to move the stored energy to

the lower energy region within the battery. Typically, this is chemically done within

the self-contained battery’s cathode. However, this is not necessarily true with newer

battery types. Confusingly, due to the historical nature of electrical research, the

notation for potentials is typically reversed from the understanding of energy levels

later developed. The lower the energy level, the higher the potential energy developed
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Fig. 2.3.3: Intercalation processes with graphite layers [90]

within the battery. For a more straightforward example, the potential in the cathode

is at its highest when the battery is fully charged, while the potential within the

anode is at its lowest.

The anode in an electrochemical cell can vary widely in different types of batteries.

For example, in a pure lead acid cell, the negative electrode is a pure metal, specifically

lead. However, essentially all commercial Li-ion cells use lithium graphite as the

material for the negative electrode [85, 86, 87, 88]. This is done for several reasons.

The graphite structure is loosely formed of hexagonal layers made of C6 groupings

of atoms. During the intercalation and deintercalation processes, lithium moves in

between these layers of graphite, where one Li-ion can be stored per graphite molecule

(C6). This atomic structure brings about beneficial behavior of the lithium in the

interactions with the battery; namely, the lithium ions can intercalate into the spacing

of the layers between the various layers of lithium graphite [86, 89]. Due to this

intercalation process, the overall stress prevalent within the graphite is reduced, and

as such, the overall life cycle capacity of the battery is increased [78]. The general

structure of graphite and the intercalation process can be visualized in Fig. 2.3.3.

The massive scale of the structure of graphite can be essentially described as

separated into three different groups: graphite, hard carbon, and soft carbon [91, 92,

60, 93]. These three different categories of the graphite structure can be seen in the

image 2.3.4 below.

The sections in which the layers of graphite are uniformly parallel in the same
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Fig. 2.3.4: Graphite structures [60]

orientation are named grains. The spaces that separate these same oriented layered

regions are called grain boundaries. In soft carbon, the grains of graphite material

are generally uniformly distributed and in similar directions. While in hard carbon,

the grains of the graphite are randomly oriented. The orientation of these different

grain layers does have an overall effect on the pathways in which the Li-ions can

intercalate into the anodic material. As such, the voltage characteristics of natural

and synthetic graphite are slightly different [60, 94, 93]. It is generally understood

that hard carbon, due to its structure, has a higher specific capacity and cyclability

but lower coulombic efficiency and affordability [95, 8]

An alternate anodic material is lithium titanate oxide. Its internal chemical struc-

ture is entirely different from that of lithium graphite. Where graphite has layers of

hexagonal structures, lithium titanate oxide is a convoluted 3D structure. However,

lithium can intercalate quite well with this structure, and due to the internal stability

of the material, lithium titanate oxide decays much more slowly than graphite. As

such, batteries made from lithium titanate oxide last and have life cycles that are

much greater in magnitude than graphite. Although the life cycle of the battery can

be increased, its OCV is much higher than that of graphite. Hence, the difference be-

tween electrode potentials from the anode to the cathode is reduced. This effectively

reduces the battery’s overall voltage, which is sub-optimal in the context of EV use.

Hence, this anodic material is usually used for purposes that require low voltage and

high cycle life, not EV applications.

Silicon [96, 97, 98] is a future anodic material that carries some promise. Silicon
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theoretically has an ultra-high specific capacity of approximately 4200 mAh
g

[99], which

in comparison to graphite at 372 mAh
g

is more than an 11-fold increase. Batteries that

use silicon as an anodic material can significantly increase their power-to-weight and

energy-to-weight ratios. Silicon also has a low working potential and is more envi-

ronmentally friendly [99, 100]. The downside of using this anodic material currently

is silicon’s tendency to volumetrically swell when charged [101, 96, 102]. This creates

significant stress on the battery due to charging and discharging. Work is currently

being completed to mitigate these effects based on multiple technologies. An exam-

ple of a technology under development is silicon channels surrounded by other anodic

material such that the swelling of the silicon does not damage the overall structure

[97].

Fig. 2.3.5: Silicon break down due to swelling [96]

2.3.2 Positive Electrode-Cathodes

There are several cathodic materials on the market, but for a brief overview, the more

common ones will be discussed here. One particular cathodic material is lithium

cobalt dioxide (LCO). LCO was one of the first cathodic materials used with lithium

[103, 104, 105, 106]. The overall structure of LCO is planes of cobalt and oxygen

that are tightly bonded together. These bonds are extremely strong; when lithium

intercalates into the spaces between the LCO layers, the overall structure and material

of the cathode remain unchanged. Accordingly, charging and discharging lithium into

the material can be done frequently and reversibly. Its structure is layered similarly

to graphite, which lets the lithium-ions move in between the layers. LCO has a

high theoretical capacity, low self-discharge, and good cycling performance [107]. At
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the same time, its downsides are its high cost [108], capacity fade, and low thermal

stability [109, 110].

Fig. 2.3.6: Layer LCO structures [111]

LCO is commonly present in small portable electronic devices; however, it suffers

from issues when trying to scale up for more significant energy demands. Cobalt is

extremely rare and toxic. Thus, the disposal of batteries becomes an issue. Nickel

can be added to the structure to replace cobalt; however, it is thermally unstable.

Aluminum, chromium, and manganese can also substitute cobalt, but each element

varies the behavior of the overall structure in its own unique way. An example of

this element substitution is seen in the common lithium manganese oxide (LMO).

LMO is a cathodic material with an octahedral cubic spinel structure [110, 112],

which is a complicated, convoluted 3D structure that has the property where lithium

can diffuse into the material in all three directions. This structure can be seen in

Fig. 2.3.7. These openings decrease its effective internal resistance. The benefits

of LMO over LCO are its affordability and safety [113, 110, 114, 115]. However, it

has a shorter lifetime due to manganese dissolving into the electrolyte under acidic

conditions [116, 114].

The most commonly used cathodic mixture is NSM, also known as NMC [118],

which is a blend of nickel cobalt and manganese that has properties that mix all of

the material blends. NMC cathodic materials are the most common cathode material

in EV applications today. However, it should be noted that NCA, a mixture of cobalt

and aluminum, is solely used for Tesla vehicles.
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Fig. 2.3.7: LMO cubic spinel structure [117]

Lithium iron phosphate is another common cathodic material of particular note

to automotive applications (LiFePO4).This material has an olivine structure, [119]

exemplified in Fig. 2.3.8. This material is inexpensive and non-toxic, and it is the

most thermally stable of all the cathode materials [120]; however, there is a substan-

tial voltage drop (around 0.5V) which reduces its overall energy density [114]. The

electronic conductivity is also much lower than that of other cathodic technologies,

being around 10−9 s
cm

[121, 120]. This, in comparison with LCO at 10−4 [122], and

LMO at 10−−6 [123] shows in context how significant the difference is and accordingly

how disadvantageous this lack of conductivity becomes.

Fig. 2.3.8: LiFePO4 olivine structure [124]

Overall, some common cathodic materials used within the automotive industry

for battery use have been described. Each, with its performance standards and ad-

vantages, provides a specific behavior type typically chosen based on design criteria.

A more graphical comparison of some of the essential characteristics of the cathodic

materials is shown in Fig. 2.3.9 below.
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Fig. 2.3.9: Different common cathodic materials performance comparison [125]
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2.3.3 Electrolyte

Electrolytes are fundamentally made up of two sub-components: solvents and salts.

The solvent is typically a liquid that dissolves a solute without any change in its

chemical composition. At the same time, the salt is dissolved in the electrolyte

and aids in the chemical functioning of the battery. As such, the electrolytes of

automotive batteries are typically made of solvents that can dissolve sufficiently high

concentrations of lithium salts and have low viscosity to aid in the transport of ions

[126]. Lithium batteries require voltages above 2 volts, often in excess of 3 or even full

4 volts. Due to this voltage range, non-aqueous electrolytes must be used. The most

common solvents that are used in Li-ion batteries are ethylene carbonate, propylene

carbonate, dimethyl carbonate, and ethyl methyl carbonates [114, 127].

The electrolyte acts solely as an ionic bridge between electrodes, so the choice

of salt is important, unlike the different solvents. The most common salt by far is

lithium hexafluorophosphate (LiPF6) [128, 129, 127] which when dissolved becomes

a Li+ and a PF−
6 . Its ubiquitous use is due to a combination of characteristics: high

conductivity, stability up to 5V, and corrosion prevention of the aluminum current

collector [114]. Two major challenges with this salt are LiPF6 disintegrates at tem-

peratures above 70 ◦C. [114, 130] and it also reacts very destructively with water

which can cause damage to the battery [130, 131]. Acids and water are not purposely

added to the electrolyte under normal conditions. However, moisture during manu-

facturing is sometimes unknowingly added, which reacts with the salts, reducing the

batteries’ overall lifecycle.

2.3.4 Separator

The separator is a permeable membrane that physically and electrically separates

the cathode and anode. If there is a short circuit between the two electrodes, large

amounts of current and voltage will flow through the two sections of the battery,

potentially causing a fire or explosion [130]. Although the separator electrically sep-

arates the anode and cathode, it still enables free ionic transport but is chemically
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stable with the electrolyte and electrode materials [132, 133]. These functions are nec-

essary for the battery functionality [134]. Separators are broken into three categories

[132]

• microporous polymer membranes

• non-woven fabric mats

• inorganic composite membranes

The differences between these technologies are their manufacturing processes and

their overall characteristics [135, 136]. Microporous polymer membranes are most

commonly used due to their low costs and good mechanical properties [130]. In con-

trast, non-woven mat technologies are used as separators but not usually in Li-ion

batteries. Inorganic composite membranes are gaining popularity for high voltage

applications such as EV usage due to their high melting points and thermal conduc-

tivities but are still sluggishly being uptaken in the industry as a result of low tensile

strength and extra weight [130].

2.3.5 Current Collectors

Current collectors are conductive materials placed on each electrode to aid in charge

distribution. During battery operation, it is through the current collectors that

the electric charge is passed [137]. During the manufacturing process, the anodic

and the cathodic materials, along with other additives and binders as seen in Fig.

2.3.10, are attached to these current collectors and then formed into their respec-

tive battery structure types. Current collectors are subjected to extremely harsh

chemical environments and, as such, must be non-reactive [139, 140]. Typically,

the current collectors for the cathode and the anode are aluminum and copper,

respectively[141, 85, 142, 143]. These materials are chosen as the electrode potential

that is necessary to dissolve these two metals is much higher and lower, respectively,

than the anodic and cathodic materials.
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Fig. 2.3.10: Active electrode material on current collector [138]

The current collectors’ design affects aspects of the battery’s cyclability, energy

density, and the rate performance of the cell[138], and as such, must be mechanically

robust, lightweight, inexpensive, electronically and thermally conductive [140] which

are further reasons why traditionally these metals, aluminum, and copper, have been

used.

2.4 Automotive Battery Chemistries

There has been extreme development since Volta’s original work on the first battery

developed in the 1800s. Where previously there was only the electrochemical cell

structure of a singular battery type, it seems new batteries are displayed on the news

every several months. For completeness, previous and new technologies will be men-

tioned and briefly discussed so an entire picture is formed of the various automotive

choices in the industry, both historically and for the future.

2.4.1 Lead Batteries

A brief explanation of the basic functionality of the lead acid battery has already been

provided in equation 2.9 as well as its half-reactions, seen in equations 2.7, and 2.8.

Lead acid batteries have been the most common battery for automotive implemen-

tation. Lead batteries powered the cranking of the ICE engine and supplied current
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for the vehicle’s auxiliary loads for many years due to their safety performance, low

cost, and excellent recyclability [144, 145]. These batteries are still used in HEVs for

auxiliary power and as the primary electric source in micro hybrids [26]. Lead batter-

ies are also responsible for the basic micro-hybrid functions [146] the functionalities

of the various sub-categories of hybrids are shown below in table 2.4.1.

Table 2.4.1: Powertrain functionalities of the different hybrid classifications adapted
from [146]

Capable Hybrid Classification Responsibility

Micro,Mild,Medium,Full Powering electric accessories

Micro, Mild, Medium, Full Comfort cranking

Micro,Mild,Medium,Full Limited regenerative braking

Mild,Medium,Full Crank to idle

Mild,Medium,Full Torque smoothing

Mild,Medium,Full Launch assist

Mild,Medium,Full Electric powerpoint

Medium,Full Medium Power assist

Medium,Full Full regenerative braking

Full Full power assist

Full Electric drive

Although these advantages exist, lead acid batteries have low specific and volu-

metric energy ratios [61], making them unsuitable for more demanding battery appli-

cations such as full-hybrids and BEVs.

2.4.2 Nickel Metal Hydride

Nickel Metal Hydride (NMH) batteries are secondary batteries with a potassium hy-

droxide (KOH) electrolyte, a nickel oxyhydroxide anode, and a metal hydride cathode

[147]. Their general components are shown in Fig. 2.4.1. These batteries were in-
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troduced in 1991 by Sony as a replacement to the nickel-cadmium battery, which

was expensive and environmentally unfriendly [148]. Although slowly being over-

taken within the HEV market, they are still used within the industry, such as in the

RAV4L and the Honda EV plus[149]. The NMH advantages are a lack of memory

effect and relatively high specific energy, although not as high as Li-ion batteries [61].

Fig. 2.4.1: NiMH basic structure [150]

2.4.3 Li-ion battery comparison

At this point in writing, Li-ion batteries have been well described and have no re-

quirement for further explanation. In the context of the previous battery chemistry

sections, Li-ion batteries, when compared to the technologies mentioned earlier, have

a superior specific energy density, specific power density, and cyclability. These com-

parisons are seen in the table 2.4.2.

2.4.4 Potential Future Battery Technologies

Although this research was done on current Li-ion technology, some notes on potential

future technologies will be made to show the context of this research in the developing

field.

Metal-air batteries have gained some traction within the mainstream view as a

possible replacement for the more widespread Li-ion batteries, and a brief look into
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Table 2.4.2: Comparison of battery chemistry characteristics adapted from [151]

Battery Specific specific Self- Recharge

Chemistry energy wh
kg

power wh
kg

Discharge (% per 24h) Cycles

Pb-acid 40 180 1 500

NiMH 70 1000 2 1350

Li-ion 125 1800 1 1000

Li-ion 200 3500 1 1000

Polymer

their functionality is thought to bring light to this new, evolving, and potentially

promising field.

As discussed previously, traditional batteries typically use a cathode, anode, and

electrolyte to transfer energy between high-energy and low-energy states through

an electrochemical reaction. The conventional battery contains all the necessary

chemicals within its structure. More clearly stated, a traditional battery has all its

usable materials in its cathode, anode, electrolyte, and separator.

However, metal-air batteries (MAB) do not physically store all the usable mate-

rials necessary for the reaction to generate electricity. MABs use the oxygen in the

surrounding air under load to react with the chemistry within the battery. Due to

this, all the mass necessary to fundamentally complete the reaction does not need to

be included during manufacturing. Thus, the energy densities of these metal-air bat-

teries can be extremely high. These energy densities have even been reported to be

as high as 13000 wh
kg

[152] or 46.8 MJ/kg. MABs show energy densities that are even

more impressive in comparison with gasoline, which is roughly around 45 MJ/Kg.

A comparison is visible in Fig. 2.4.2 provided by [153] showing the relative energy

densities of MABs compared to current Li-ion batteries.

MABs are exceptionally dense and could potentially alleviate some of the energy

density disadvantages that the current battery technology has reached in comparison

with its traditional fossil-fueled competition.
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Fig. 2.4.2: Metal air battery densities [153]

Promising as the densities of these batteries are, MAB suffers from slow elec-

trochemical oxygen reactions [153], which makes them currently unsuited for EV

applications. It is also mentioned that the overall theoretical voltages of the MABS

are generally lower than that of current Li-ion batteries.

2.5 Battery Topologies

Not only does the chemistry vary across batteries, but so does the shape or topology

of the batteries. For simplification, a battery can typically be classified under the

following topologies [154].

• Cylindrical

• Pouch

• Prismatic

The structures of the various shape formats of Li-ion batteries contain very similar

components. The electrodes, as can be seen in Fig. 2.5.1, are typically coated on both

sides of a singular current collector in a process known as ”coating” [155]. The coating

is completed for both the anodic and cathodic materials on separate current collectors

[156].
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Fig. 2.5.1: Electrode plating structure adapted from [84]

For cylindrical batteries, the six sections of the battery (negative current collector,

anode, electrolyte, separator, cathode, and positive current collector) are placed side

by side in layers which are then wound or ”rolled,” around an inner core, sometimes

called a mandrel [157, 156].

Fig. 2.5.2: Cylindrical battery structure taken from [158]

This electrical battery is sometimes also called a ”jelly roll” due to its resemblance

to the well-known desert with the same shape.

Cylindrical cells are widely used in industry due to their mechanical strength and

manufacturability [159]. However, they have low packing capacity, resulting in an

overall lower energy density [159]. It should also be noted that for cylindrical cells, as

they are heated, there is minimal to no swelling compared to the pouch and prismatic
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cells [160].

These cylindrical cells are the easiest to manufacture with robust processes and

machinery [161]. The packing efficiency is low due to their cylinder shape, as when

the cells are either in series or parallel, the adjacent tangent circular shapes leave

small gaps. On the positive side, these gaps provide an intrinsic coolant pathway for

air or some other coolant [162].

Prismatic batteries have a similar structural nature to that of cylindrical cells; the

electrode-coated current collectors are wound around a center in the same way that

a cylindrical cell is made. However, the core is made of a rectangular mandrel, and

this entire structure fits into the prismatic container [162]. As the prismatic batteries

can be placed directly adjacent to each other, this can increase the packing efficiency

with respect to cylindrical cells. However, prismatic battery cells are typically placed

with spaces between each addition cell so that coolant may flow; this increased space

reduces the overall packing efficiency [162]. The spacing between prismatic cells

should be reduced to maximize the overall energy density of the vehicle. Compared

with cylindrical cells, prismatic cells have a thicker case. Thus, its overall energy

density is lower than that of cylindrical cells, but still, with this reduced density has

a higher packing efficiency [160]. Figure 2.5.3 shows prismatic batteries with their

structure. A key disadvantage to the prismatic cells is their tendency to swell during

usage, which is a primary method of failure [163] for this topology.

Fig. 2.5.3: Prismatic battery structure taken from [164]

Pouch cells (LIP) are created by layering sheets of anode-separator-cathode assem-
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blies [160] and then packaged into a pouch. The pouch is an aluminum film with an

electrically insulating coating to prevent electrolyte corrosion. As the pouch is light,

the cell’s energy density and packing efficiency are high but susceptible to physical

damage. LIPs are also prone to swelling, and not only can this cause damage, but

this swelling also reduces the battery’s effective conductivity, reducing its ability to

cool [165].

Fig. 2.5.4: Pouch battery structure taken from [160]

These types of cells are being more frequently adopted in the automotive industry

due to their structure having less casing and increasing the overall energy-to-weight

ratio of the entire battery pack for the vehicle [166]. The costs associated with pouch

cells are also low due to fewer components [161]. The LIPs’ overall structure is shown

in Fig. 2.5.4.

As the LIPs can be placed directly adjacent to each other, unlike that of the

cylindrical cell, spaces need to be added in the design phase to apply coolant [16].

2.6 Battery Pack Structure

The voltage and current that a single cell can supply are not nearly enough to run a

vehicle; correspondingly, to meet the EV power demands, the cells must be configured

suitably to realize the necessary vehicle behavior. The next component level that the

cells are configured into is known as the battery module configuration [28]. These

battery modules are then combined to form a battery pack that so the pack can meet

the total demand of the vehicle.

49



2. BACKGROUND AND LITERATURE REVIEW

2.6.1 Module Structure

A module is a collection of cells placed in series or parallel, along with other necessary

components for safety features such as temperature sensors, voltage, cage monitoring

system, and a battery management system [162]. These modules are then configured

to fully complete a battery pack [167, 168]. An example of the module comprised of

prismatic batteries is shown below 2.6.1.

Fig. 2.6.1: Representation of an automotive battery module [167]

For clarity in the subsequent discussion, the demand that is required from the

battery to the vehicle will be discussed as power demand. Power drawn from the

battery can be modeled with the equation 2.10 shown below for electrical power,

where P V andI represent power, voltage, and current respectively.

P = V I (2.10)

This shows that for the overall battery pack to supply enough power to the vehicle,

one can increase either current and/or voltage. Placing cells in series increases the

effective voltage so that their voltage accumulates as described by equation 2.11 shown

below, where VpackNseriesandVcell are the voltage of the pack, the effective number of

cells in series, and the voltage of the cell.

Vpack = NseriesVcell (2.11)

50



2. BACKGROUND AND LITERATURE REVIEW

This voltage increase leads to an increase in the module’s power output. However,

one particular downside to this scenario is that although the voltage output of the

module has increased, the current production of the module in comparison with a

single cell has not.

To solve this issue of stagnant current, the cells can be placed in parallel such that

the current distribution across each of the cells is reduced, effectively increasing the

configuration’s capacity. However, as the cells are stacked in parallel, the effective

voltage across the parallel cells must be the same. Thus, this reduces the overall

voltage one can achieve. Effectively, these configurations are combined to meet power

demand, either module wholly comprised of the cells in series (SCM) represented in

Fig. 2.6.3, consisting of cells completely in parallel (PCM) as seen in Fig.2.6.2, or a

combination of both, which will be given the acronym (CCM).

Fig. 2.6.2: PCM structure

Fig. 2.6.3: SCM structure

As can be seen in Fig. 2.6.2 and Fig.2.6.3, by placing the various SCM and PCM

modules in parallel and in series, the disadvantages of each of the individual modular

designs can be effectively reduced although not completely eliminated.
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Although modular topology is excellent at solving the power distribution issue

within the battery pack, it is also done for other logistical and cost reasons. To

reduce the nonrecurring engineering costs by subdividing the battery pack into these

predefined modules, companies and teams can design different configurations while

minimizing time on the specific design of the modules. This reduces time and costs

for almost all involved [169].

2.7 Battery Management System

Regardless of configuration or battery application, the battery management system

(BMS) has several functional requirements that it needs to supply. These require-

ments are sensing, high voltage control, battery protection, interface, performance

management, and diagnostics [170]. Although not explicitly stated, these categories

can be seen in an outline of the finer responsibilities of the BMS shown in 2.7.1.

Fig. 2.7.1: BMS responsibilities [171]

Voltage sensing is of particular importance as the state of health (SOH) and

state of charge (SOC) estimations directly correspond to the voltage measurements

of the battery. Dangerous charging is also measurable from the voltage applied across
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the cells. Examples of these dangerous voltage scenarios are overcharging or over-

discharging [172].To measure the voltage levels, modules typically contain integrated

circuits or ”chipsets,” included in the module structure [173].

The BMS is responsible for the various current loads and temperature manage-

ment protocols. To communicate the proper information to the battery load control

computer or the thermal management system, current and temperature sensors are

placed into each modular structure [169]. The temperature sensor communicates the

overall modular temperature to the BMS. The BMS would measure the internal tem-

perature of the battery if possible, as a battery’s internal temperature is of critical

importance to know if the battery cell is an area of safe operation [174, 172]. How-

ever, to measure the internal temperature of the cell, the structure of the cell would

necessarily need to be punctured or penetrated; this is not ideal for several reasons.

Firstly, puncturing the cell would cause irreversible damage and could potentially

release toxic chemicals. Secondly, as several hundreds of cells can depend on the cell

topology in an automotive-style battery pack for EVs, the cost of each cell would

unnecessarily increase. For these reasons, temperature sensors are typically placed at

the module level, and the cell temperatures generally are interpolated between these

sensors.

The overall structure of the BMS system can technically vary, being either a

centralized network, a modularized network, or a decentralized network [20]. The

communication between the cell and the BMS system is realized across all catego-

rizations. This can be seen in Fig. 2.7.2.

These are the critical functions of a BMS and are necessary for the smooth oper-

ation of an EV. Data acquisition is of general importance to the BMS to carry out

the other important purposes of the BMS function. Without its ability to gather

information, none of the following essential functions could be carried out effectively.

Safety protection: The BMS is responsible for the limitation of the overall power

usage of the battery to protect the safety of the passengers and the batteries them-

selves. Limiting the current and voltage drawn from the battery can enhance the

overall life cycle of the storage mediums. These power level bounds are typically
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Fig. 2.7.2: Topology of BMS systems [20]

Fig. 2.7.3: Functional structure diagram of an advanced battery management system
[175]
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calculated separately.

Predicting the battery’s state is essentially separated into two categories: estimat-

ing the battery’s overall SOC and SOH.

2.7.1 Thermal Management of Batteries

Thermal management of batteries is of the utmost importance due to lithium plat-

ing, battery degradation, thermal runaway, etc. To avoid these unwanted behaviors,

temperature management of the battery is critical. This can be done in several ways;

power management from the battery, that is, current and voltage limits applied at

the battery at specific load cases, which would be completed at the BMS level (refer

to 2.7). Or it can be achieved by using cooling or heating from some dedicated cool-

ing/heating system. In reality, both are used to minimize damage to the battery and

maximize the vehicle’s performance concerning safety parameters and the vehicle’s

design limits.

Overall, there are three different types of thermal management systems for battery

electric vehicles [176].

1. Air cooling

2. Liquid cooling

3. Phase change material (PCM) cooling

2.7.1.1 Air Cooling

Air cooling can be divided into two further sections, either passive cooling or active

air cooling [177]. Air cooling has significant expense advantages compared to liquid

cooling or PCM cooling. Passive cooling is the technique of only using the difference

between the ambient air temperature and the battery to cool the battery without

preconditioning the air. Active air cooling, on the other hand, takes ambient air with

preconditioning to cool the battery [178]. Both configurations take advantage of forced

convection to dissipate heat. This is extremely simple and affordable due to the lack of
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complexity and moving parts, but its performance is limited to the extensive loading

of the batteries. These systems were used effectively in the early HEV, PHEV, and

BEV models, such as the 2001 Toyota Prius and Honda Insight. In general, passive

and active air cooling have less expensive components and simpler designs than liquid

and PCM cooling. Due to this, they also have low maintenance and installation costs

and compatibility with different batteries without fluid leaking issues. The critical

downside for air cooling, in general, is air cooling’s overall effectiveness for heating and

cooling the battery pack due to the low air heat capacity and thermal conductivity

[179, 180, 181, 182].

Fig. 2.7.4: Passive vs active air cooling [62]

More recently, the configurations of air-cooled batteries are being improved by

changing the battery positioning [183], flow-pattern [184, 185], and change in inlet

and outlet positions [186].

2.7.1.2 Liquid Cooling

Liquid cooling for battery packs has been shown to be highly effective compared to

the air cooling technique. Depending on the configuration, it can be up to 3500

times more effective [187]. Liquid cooling management techniques can be subdivided

into direct or indirect cooling [177, 176]. The difference is that for direct cooling,
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the modules or batteries come directly into contact with the heat transfer fluid. In

contrast, for indirect cooling, there is indirect contact with the heat transfer fluid, such

as the cooling plate/jacket [178]. Both direct and indirect liquid cooling techniques

are highly effective and can reduce temperatures and temperature gradients within

the batteries. At the cost of this increase in effectiveness, their complexity and costs

associated with their constructions are also higher [188].

An example of an indirect liquid cooling configuration constituted of pouch cells

is discussed and evaluated in [189]. This example is shown below Fig. 2.7.5.

Fig. 2.7.5: Pouch cell battery pack with liquid cooling [189]

2.7.1.3 Phase Change Materials

Phase change materials use the latent heat of a phase change to remove heat from the

battery pack. As a result of this cooling principle, PCMs are a type of passive cooling

method [176], which reduces the necessary parasitic power. The benefit of using

this type of system over the previously stated systems is the capacity of the cooling

system to achieve a homogenous temperature distribution [190]. Also, they have

smaller volumes in comparison with both liquid and air cooling methods [179, 180].

Paraffin is commonly used due to its high latent heat and other important chemical

characteristics such as low corrosivity and toxicity [191]. However, the downsides
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typically with these types of systems are their heat conductivity, leakage risks, and

risk of supercooling [179, 180], and when compared with air cooling, has an increased

initial cost. New research is trying to alleviate some of these issues. As an example,

Murali et al. [190] discuss adding high thermal conductive particles into PCM to

increase thermal conductivity.

2.8 Thermal Runaway

With excess heat generation and, consequently, excess temperatures within the bat-

tery pack, a process known as thermal runaway can be triggered. This process is a

chain of exothermic reactions within the battery [192]. This exothermic reaction can

lead to the battery catching fire, releasing dangerous fumes, and, in extreme circum-

stances, even explosions [193]. This is an unwanted phenomenon for multiple reasons:

danger to human life, destruction of property, and expensive cleanup.

Many different avenues of battery mistreatment can cause this process, [194, 193]

defines them into three categories;

• mechanical - physical mistreatment of batteries, e.g., penetration, external

stress, etc.

• thermal - battery temperatures growing too large due to heat generation

• electrical - overcharge, over-discharging, etc.

Some examples of the consequences of these abuses can be seen in Fig. 2.8.1, and

correspondingly show the obviousness of how unwanted this phenomenon is.

The first abuse type naturally isn’t easily controlled for in the design phase. How-

ever, design and modeling steps can help reduce the last two abuse types.
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Fig. 2.8.1: Thermal runaway [193]

2.9 Battery State of Health and Degradation Mech-

anisms

Estimating the SOH can be difficult as the parameters are often ”pseudo-static.” That

is, they are very slowly changing characteristics. As the cell charges and discharges,

the overall capacity fade of the battery is caused by two major degradation contribu-

tion types [195]; the degradation types are structural deterioration and side reactions.

Structural deterioration is the deformation due to diffusion-induced stress during bat-

tery charging and discharging. In contrast, side reactions refer to the degradation

occurring due to the instability of the electrolyte or reactions taking place outside

of the solid electronic material. The SOH properties affected by these degradations

are challenging to measure directly and usually must be measured indirectly with a

corresponding algorithm applied to estimate its SOH.

2.9.1 Anode Aging Mechanisms

The graphite anode under voltage operates at voltages outside of the stable voltage

window. As such, when the electrolyte comes into contact with the anodic material

within these unstable windows, it forms a solid electrolyte interface (SEI). This SEI

layer acts as a barrier between the anode and the electrolyte, increasing the impedance

59



2. BACKGROUND AND LITERATURE REVIEW

of the battery and remaining for the duration of the battery’s life. Despite this

increased impedance at the battery’s life cycle start, this SEI formation is critical for

the battery’s operation. The SEI protects the rest of the graphitic material as it does

not react with the electrolyte in the usable voltage range [196, 197]. There are two

crucial points to note about the formation of this SEI layer: Firstly, the SEI layer

consumes lithium in the formation process and reduces the cell’s overall capacity.

Secondly, even though the SEI is porous, the SEI layer increases cell resistance. The

formation of the SEI is a complex non-uniform process [169].

Keeping the concepts mentioned earlier in mind, it then becomes clear that any

damage to the SEI layer exposes fresh unprotected graphite material to the elec-

trolyte, which will then grow more SEI once again, compounding and reducing the

overall lithium in the battery, and increasing the battery’s resistance. Therefore, any

process that breaks down or degrades the SEI layer thus degrades the entire bat-

tery’s performance. An example of such a process is when water is trapped within

the battery. It reacts with the LiF6 salt to create hydrofluoric acid [118]. This acid

deteriorates the SEI layer, removing more cyclable lithium and thus deteriorating the

battery.

Another anode deteriorating process is anode poisoning. Anode poisoning is the

effect that occurs when the cathodic material breaks down into the electrolyte. Due

to diffusion processes, these dissolved materials can intercalate into the SEI layer.

These elements are non-reactive and, as such, block the intercalation of lithium into

the anode, increasing the resistance of the battery. These processes can be seen in

2.9.1.

As the lithium intercalates and deintercalates into the material, the material ex-

pands and contracts volumetrically. This leads to stresses within the particles that

can cause cracks not only in the SEI layer but also in the bulk of the material. In the

anode material, it is also possible at high currents that there is solvent co-intercalation

[199], which is the behavior of electrolyte solvent intercalating into the material in

conjunction with lithium. As the solvent has extra volume, this can further expand

the particle, creating cracks or fissures in the anode [169]. These fissures then come
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Fig. 2.9.1: Aging mechanisms of Li-ion batteries [198]

into contact with the electrolyte, reducing the overall capacity and creating thicker

SEI sections. These can also cause stress within the binders and correspond to the

mechanical connection between the particles and the current collector. Once the

particles flake off due to cracking and no longer have a solid contact pathway to

the current collector, fewer pathways for the electron to charge and discharge are

present. This reduction in pathways increases overall cell resistance/impedance and

can effectively reduce the battery’s capacity.

If the cell is over-discharged, the copper current collector enters a region of low

voltages where it can dissolve into the electrolyte [137, 200]. This process is called

current collector dissolution. If this occurs, the corrosive material can deposit in the

particles, increasing the resistance of the battery.

The last degradation mechanism that is well-known within the industry is lithium

plating. Lithium plating occurs when the potential of the solid electrolyte drops

below 0 V. This can occur when there are cold temperatures and when there are high

current rates [201, 202]
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2.9.2 Cathode Aging Mechanisms

Electrolyte oxidation and LiPF6 decomposition form a surface layer similar to that

on the SEI on the anode. However, cathodic SEI differs from the anode’s in magnitude

and importance. Its magnitude is much smaller than its anode counterpart’s and is

usually not considered as significant as in the anodic section [169].

Metals within the electrode can dissolve into the electrolyte and then re-precipitate

into the particle. This causes the internal structure of the cathode to break down,

leading to a capacity loss. This process is also the reason for the aforementioned

anode poisoning and is most dramatic for cathodic materials containing manganese or

cobalt. This behavior is most consequential when the battery is at high temperatures

and with low and high states of charge [169].

Once again, when the lithium ions intercalate and de-intercalate into the cathode,

there are volume changes in the cathodic material. This process seemingly sounds

similar to the anodic material swelling processes but is fundamentally different. These

volume changes are due to phase transitions within the material’s structure or, put

more plainly, the structural shape of the crystal structural shape of the material.

These phase transitions, if not large in magnitude, are primarily reversible, but if

they proceed beyond a certain threshold, they are entirely irreversible. This phase

transition collapses the layered structure, leading to capacity loss.

Like anode material, the cathode also experiences capacity loss and increased

impedance due to lost contact with the current collector. The reason is the same as

the anodic material; as the stresses build up within the material over time, particle

and binder materials can break down, reducing the overall contact with the current

collector.

The cathodic processes are enhanced or increased due to high and low SOC and

high current rates. This means that effectively reducing the current rate is essential

to reduce the overall aging of the cell.

One can also see that many of these degradation behaviors are responsive to

temperature, again showing the importance of temperature control and prediction
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within the Li-ion battery systems.

2.10 Cell Balancing Techniques

Cell balancing is redistributing the charge of the different cells and modules to have

a uniform SOC across the entire battery pack. This is important for many Li-ion

batteries as the voltage across the various cells changes with SOC, and the amount

of energy that can be retrieved from each cell differs. This effectively reduces the

capacity of the pack [203]. These differences are caused by the differences in the cells

from manufacturing [204]. For instance, the circuit diagram Fig. 2.10.1 shown below,

where a simple SCM module with four batteries is loaded with some non-zero defined

current labeled iload.

Fig. 2.10.1: Batteries in series

As can be seen, when the cells are in series, the load across all of the batteries

remains the same; if the cells do not have uniform SOCs, which is likely the case

if there are manufacturing differences, the entire system essentially has the SOC of

the battery with the least capacity remaining. This reduces the battery of the whole

battery pack. As discussed, the batteries’ aging processes are accelerated at high/low

SOC states. Therefore, if the system was run at low SOCs for specific unhealthy cells,

the aging is accelerated for the weakest cells.

The diverging in cell SOCs is due to several processes; firstly, when battery capac-

ities are different, which is almost always the case due to manufacturing differences,

and aging affects each battery cell differently. As the pack is discharged, the overall

SOC diverges naturally due to these discrepancies. This process can be visualized in

Fig. 2.10.2.

Secondly, the cell SOCs diverge over time due to the difference in the charging

efficiencies or the coulombic efficiency of the battery. If the charging efficiencies of
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Fig. 2.10.2: Battery pack imbalance due to capacity differences [84]

the batteries are different, as the batteries are continuously charged and discharged,

the divergence grows, and the cells become unbalanced.

Unbalanced cells are an unwanted phenomenon, and as such, they need to be

rebalanced after a predetermined amount of time. By completing cell balancing, the

battery life can be extended [205]. This can be achieved in two ways [206];

1. Passive balancing

2. Active Balancing

Passive balancing is balancing the modules and cells by dissipating excess charge

through heat dissipation [207]. Historically, the balancing techniques in the first

category used passive electrical elements [84]. It is noted that this is no longer the

case, as more active components are used currently. Nevertheless, this naming scheme

will be kept here to stay in line with the standard convention. Passive balancing

typically uses dissipative techniques to reduce the excess charge from stronger cells to

re-balance the battery pack. These methods are simple to implement and typically

of lower cost [208]. Looking at the circuit diagram for this system, Fig. 2.10.3 shows

that the shunt resistors are placed in parallel with the batteries. As differences in

potential build between the cells in series, the shunts re-balance the system.

Active balancing, however, redistributes charge from healthy to unhealthy cells.

These methodologies are more complex and costly [207] and are typically not used

currently in the field [208]. These techniques are being researched and are believed

to become part of the growing repository of tools that will emerge in the EV battery

64



2. BACKGROUND AND LITERATURE REVIEW

Fig. 2.10.3: Fixed shunt resistor [84]

management field.

2.11 Battery Modelling

Modeling the battery and its heat generation is the first step in understanding the

behavior of the battery and how to optimize the battery’s performance. Whether that

is through range extension, life extension, or an improvement in drive capabilities,

the models for batteries in this thesis are generally categorized into several categories.

• Analytical Models

• Electrical Models

• Electrochemical models

Each method has its benefits and downsides and will briefly be discussed to mo-

tivate the modeling methodology.

2.11.1 Analytical Battery Modelling

Analytical modeling can be broken down into several sub-categories, such as stochas-

tic and non-stochastic modeling [209], but a generalized approach will be explained

here for easier comprehension. Analytical modeling breaks the problem into a higher
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level of abstraction, removing itself from the physical representation and using ex-

perimental data to fit parameters to adjust the model’s performance. For example,

the kinetic battery model postulated originally by Manwell et al. reduces the com-

plexity of the battery into a system of ”wells,” each filled with a certain amount of

electrons that supply the current necessary for functioning. Figure 2.11.1 shows the

representation of the model.

Fig. 2.11.1: Kinetic battery model representation [209]

The model is broken into two sections; one ”well” is the ”bound” energy, which

represents the energy immediately unavailable in the battery, while the ”available”

energy well is immediately able to discharge into the current. The ”well” for the

available energy is filled with a fraction of the total charge c, while the ”unavailable

well” is 1 − c. Using experimental data, a conductance term k is used to develop

equations with relation to the height between the wells represented by equations

2.12,2.13 and 2.14.

h1 =
y1
c
h2 =

y2
1− c

(2.12)

dy1
dt

= −i(t) + k(h2 − h1) (2.13)

dy2
dt

= −(h2 − h1) (2.14)

The solution can be found using the appropriate Laplace transforms, and when

fitted with the appropriate SOC data, it can accurately describe a constant discharge

process [210]. Despite its accuracy for continuous discharge, this method cannot
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accurately predict variable discharge processes.

2.11.1.1 Neural Network Modelling

Neural networks (NN) or artificial neural networks (ANN) have gained much traction

in the mainstream media and the research community. When appropriately applied,

NNs can be highly robust, fast, and provide accurate results.

The basic structure of neural networks is provided here. Still, as no NN was used

within the thesis, their specifics will only be delivered to show the context of the

research happening within the field and the relative advantages and disadvantages

compared to the chosen thesis methodology.

NNs historically are called that due to the algorithms’ original representation to

describe the behavior of neurons that work within the brain. That is to say that

for a neuron, when a specific stimulus is input, the neuron fires or ”activates.” In

this way, the classical representation of neural networks tries to imitate this behavior

with functions, so the process activates when a specific condition is met. These

”neurons” or activation functions are then connected to the other activation functions

analogously as the neurons in the brain. This representation can be seen in Fig.

2.11.2.

Fig. 2.11.2: Diagram of a neural network [211]

A chosen activation function represents each neuron. Notwithstanding that the
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subsequent list is certainly not extensive nor representative of all activation functions,

some of the most common activation functions are [212],[213].

1. Sigmoid

2. Tanh

3. ReLU

4. Leaky ReLU

A NN’s prediction accuracy depends on the number of layers used in the algorithm

and the activation function [212],[213]. As mentioned earlier, each function provides

different advantages and disadvantages. For the listed equations above, a brief table

is displayed in table 2.11.1.

Table 2.11.1: Pros and cons for different activation functions

Activation function Pros Cons

Sigmoid [214] reduces input range between 0,1 Output non-zero centered

Easy interpretation Kills gradient

tanh [215] Zero-centered Kills gradient

ReLU [216] Computationally efficient Not zero-centered

Converges quickly

Leaky ReLU [217] [216] Computationally efficient Not zero-centered

Not saturated in the pos region

NNs are then trained on a subset of data with known output. Using this known

output, a comparison can be made with the estimated neural network output. The

differences between the expected and subset value outputs are then compared, and

the goal of the network is to minimize this error as given in equation 2.15.

Error = min(fn(yestimated, ysubset)) (2.15)
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2.11.2 Electrical Battery Modelling

Equivalent circuit modeling (ECM) techniques represent the battery and the system

as a series of representative electrical components. Using analysis from experimental

data, accurate results for both constant and non-constant discharge profiles can be

achieved.

Further detail will be provided here as some of the concepts necessary within the

following explanation transfer well to that of the electrochemical modeling section.

As a reminder from section 2.2, a finite voltage difference across a battery’s ter-

minals between only its anode and its cathode is known as its open circuit voltage

(OCV). Figure 2.11.3 displays an equivalent circuit representing the OCV of the bat-

tery.

Fig. 2.11.3: ECM representing the OCV of a battery

The battery’s state of charge (SOC) represents the percentage of total charge

nominally available in the battery. By adding further electrical components to the

representative circuit, accuracy can be added to the model. For instance, the internal

resistance of the battery that must be overcome can be defined as R0, and the circuit

from Fig. 2.11.3 becomes the circuit seen in Fig. 2.11.4 [218].

For calculation of the SOC, the coulomb counting formula seen in equation 2.16

such that Q represents the battery’s total capacity, and i represents the current can

be used for the continuous-time domain.

SOC(t) = SOC(t0)−
1

Q

ˆ t

t0

i(t)dt (2.16)

Most EV systems use the discretized time domain due to the sampling nature of
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Fig. 2.11.4: ECM diagram with internal resistance

the sensors. For a discrete-time domain, equation 2.16 can be rewritten as equation

2.17, where k is the time step of interest.

SOC(k + 1) = SOC(k)− ∆t

Q
i(k) (2.17)

Combining equation 2.17 with the defining electrical equation for the circuit in

2.11.4, the voltage response represented by the ECM can be written as equation 2.18,

where v[k] represents the voltage in the discrete-time domain at time step k.

v[k] = OCV (SOC[k])− i[k]R0 (2.18)

This equation here is often sufficient for cells but not for battery packs, as at the

cellular level, resistance is constant but non-constant at the pack level.Polarization

or the difference between the OCV and the terminal voltage in the battery is non-

linear. To include these polarization effects, further electrical components may be

included within the circuit to better represent the system’s behavior. An ECM with

the polarization effects included based on a parallel capacitance representation is

shown in Fig. 2.11.5.

This leads to a more representative equation after some algebraic manipulation,

resulting in equations 2.19 and 2.20. Equations 2.19 and 2.20 represent the battery’s

current and voltage response, respectively.

iR1 [k + 1] = e
− ∆t

R1C1 iR1 [k] + (1− e
− ∆t

R1C1 ) (2.19)
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Fig. 2.11.5: ECM with polarization effect

Fig. 2.11.6: ECM with polarization and hysteresis effects

v[k] = OCV (SOC[k])−R1iR1 [k]−R0ik (2.20)

Within the cell, there are notable hysteresis effects such that the measured OCV

at a particular time depends on the history of the battery. For example, if the cell is

charged to 50% SOC and left to rest, the OCV will be slightly higher than anticipated,

but if the cell is discharged to 50%, then the OCV will be somewhat less than OCV.

This means that the potential SOC can have an extensive range for any measured

voltage. A generic voltage additive term can include this effect within the circuit, as

seen in Fig. 2.11.6.

This hysteresis term can be mathematically represented by equation 2.21

h[k + 1] = h0[k] + hm[k] (2.21)

Where h0 is an instantaneous hysteresis voltage, and hm is a hysteresis voltage
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based on the SOC state.

ECMs are powerful, and there are many upsides to modeling the batteries as

such. However, there are several downsides to the modeling techniques. For any

specific battery, data is necessary to fit the curves accurately across a broad domain

of temperature ranges. The results still have varying inaccuracies depending on the

number of electrical resistances and capacitances chosen. There are fewer options for

future work regarding the physical transformations of the battery as ECMs do not

represent the internal states of the battery.

2.11.3 Electrochemical Battery Modelling

This final technique is arguably the most immediately computationally expensive.

Typically, these models start from the first principles of chemical interactions and

usually consist of partial differential equations (PDEs) to estimate the various states

of charges and currents within the battery. Voltage and current characteristics of the

battery are usually identified from these PDEs. It is common to reduce some of the

computational expenses for electrochemical modeling by reducing the overall model

to a 1D model by simplifying some of the behaviors of the battery.

The most common 1D electrochemical model is the Pseudo2D (P2D) porous New-

mann model. This model was proposed in 1993 by Newman [219], and in it, the

underlying assumption is that the various micro-scale reactions can be modeled using

volume-averaging techniques. The inner complexities of the battery are then sim-

plified, and the materials in both the anode and cathode sides of the battery are

modeled as a homogeneous material matrix. The solid matrix is the solid material

of the respective anodic or cathodic material of the battery, and the spaces of the

matrix are filled homogeneously with electrolyte. In this way, many of the internal

chemical behaviors of the battery can still be modeled well [220, 221]. An even further

simplification of this model, known as the single particle model (SPM), can be made

with successful estimation characteristics [222]. A schematic of the P2D and SPM is

represented in Fig. 2.11.7. The SPM reduces the computational cost heavily [223] at

the expense of fine-tuning according to the electrolyte properties and high discharge
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rates [224].

Fig. 2.11.7: P2D model (top) and SPM model (bottom) representational diagrams
[222]

Perex et al. [225] used an SPM model with a Legendre-Gauss-Radua pseudo-

spectral method to mathematically formulate an optimal charging profile to reduce

charging times while staying within its electrochemical constraints.

To increase model accuracy, Li et al. [226] developed an SPM incorporating stress-

enhanced diffusion and electrolyte distribution. When comparing the P2D model to

the SPM on the same battery under a 1C discharge rate, the calculation time was

reduced by 68 % while keeping the relevant fidelity in molar concentration in the

electrolyte.

Baba et al. [227] developed an enhanced SPM (ESP) and coupled its simulation

with a 3D unrolled plane of spirally wound electrodes for an 18650 Li-ion battery and

found that this process could estimate the temperature behavior.

Tanim et al. [228] used an enhanced SPM as the basis for a Luenberger SOC

observer to compare isothermal and non-isothermal SOC estimations in a lithium

battery and found that at low and high temperatures, it reduces the root mean

square error considerably as the isothermal voltage response significantly overshoots

in these domains away from the 25 ◦C set point.
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CHAPTER 3

Methodology

This chapter explains the methods used in the research to estimate the battery’s

thermal response. Firstly, the explanation of the genetic algorithm is completed.

Subsequently, the mathematical background for developing the 1D SPM is discussed.

The development of the heat generation model is explained, and the 3D modeling of

the battery cell and module is explored along with some underlying assumptions.

3.1 Genetic Algorithm

Many different parameter estimation techniques exist for highly nonlinear systems:

nonlinear least regression, Kalman filters, and neural networks. These techniques have

advantages and disadvantages, but one technique, known as the genetic algorithm

(GA), is well-defined within the given constraints of the problem. The GA technique

is a recognized method for solving highly complex problems where the system’s inputs

are not necessarily known, for example, the notorious traveling salesperson problem.

This problem defines a ”traveling salesman” who is traveling between pairs of cities,

and the problem definition is the shortest possible route that visits each city exactly

once and returns to the original starting location. Alternatively, the famous knapsack

problem is where an assortment of likely items, each with a value and weight, is added

to maximize the overall value of items in the backpack but also must weigh less than

a specific weight constraint. This problem as can be seen scales by n, where n is the

number of inputs, and is known as an NP problem. To try all of the possibilities

would be computationally infeasible, so the GA is typically employed for the previous
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two examples. Under this reasoning, the GA is also considered an excellent tool to

estimate the various inputs into this highly complex nonlinear problem.

The GA is an algorithm that generates different solutions, each with its input

parameters or ”genes,” and over time, after selecting the best results, generates more

solutions based on the best prior results. In this way, there is an analogous comparison

with how genetic adaptation occurs in nature, where the ”best” solution survives and

”passes” its parameters onto the next generation of solutions. It should be noted that

although the GA can be effective, to say it finds an optimal solution is mistaken, as

it can only find local optimums. It is not guaranteed to find a global optimum.

The explanation of the GA methodology [229] breaks the GA into several steps;

1. Generation of a random population

2. Evaluation of solutions’ ”fitness.”

3. Selection of best results

4. Crossover of parameter data

5. Mutation of parameter Data

The explanation will be broken down in the same manner to be clear and concise.

Steps 2-5 are repeated until a condition is met; either a minimum is found, or the

value drops below some user threshold that is decided a priori to be sufficient, such

as computation time, or number of generations.

3.1.1 GA Population Initialization-Random Distribution

This step is relatively straightforward; the user defines the maximum ranges to gen-

erate each gene pool and the defined number of solutions. To keep with convention,

each unique collection of parameters with its combination of input parameters will

be labeled as an ”individual.” Each input parameter is defined as a gene. For the

initialization step, each individual is generated randomly by randomly selecting each

gene value within the gene limit ranges.
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3.1.2 GA-Fitness Evaluation

The solution’s fitness is its outcome used to evaluate the superiority of one individual

over another; for example, take the famous knapsack problem previously defined; its

outcome or fitness is the overall value of the combination of items in the knapsack.

This evaluation step, like its namesake, evaluates the individual’s overall fitness in

the case of estimating the parameters of the 1D model. The HPPC voltage curves

of the batteries are compared to the simulated 1D electrochemical model’s voltage

estimation. The root mean squared error (RMSE) estimated between the simulated

and experimental voltage curves is then used as the individual’s overall fitness. In

this way, the GA is made to find the minimum RMSE value.

3.1.3 GA-Solution Selection Methods

To minimize the RMSE, selection criteria are necessary to choose which individual

characteristics should be kept for the next generation of solutions. A concept that is

often discussed in complex search algorithms is ”exploitation vs. exploration,” that

is to say, how well does a specific algorithm capitalize on the information that is

being currently learned in comparison with how ”willing” the algorithm is going to

explore based on sub-optimal information. It is often cited that a relative trade-off is

necessary for an algorithm to be effective. With this concept in mind, several methods

are used for this selection criteria;

1. Tournament selection

2. Proportional selection

3. Stochastic universal sampling selection

4. Rank selection

5. Elite selection

Tournament selection takes small randomized subsets of the groups and compares

the fitnesses between them. The best individual in the small subset tournament is
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then selected to be passed on to the next generation. By selecting individuals in this

fashion, the best individuals will likely be chosen, with some individuals having less

”optimal” fitnesses. This selection method has a balance between best exploitation

and exploration but does have one specific downside. There is a non-zero probability

that the best solutions are not chosen.

Proportional selection is a method in which the fitnesses are realized as a propor-

tion, and based on this probability, the solutions have that probability of being chosen.

The equations for a straightforward proportional selection are seen in equation 3.1

and equation 3.2. Equation 3.1 shows the calculation for the total generational fitness.

The variables represented as Ztot, Zind, and n are the cumulative fitness sum, the fit-

ness of the individual, and the number of individuals in the generation respectively.

Equation 3.2 is the calculation for the probability the individual will be chosen, which

is represented as ϱind

ind=nX
ind=1

Zind = Ztot (3.1)

ϱind =
Zind

Ztot

(3.2)

This selection method also has a good balance between exploration and exploita-

tion. Still, it has the same issues as the tournament selection method; the best

individual has some non-zero probability that it will not be chosen.

The stochastic universal sampling method divides the sub-sample of the fitnesses

into n equal samples. This method reduces bias towards the best performances but

still has the same issues as the previous methods.

The rank selection method divides the probability of the individual being chosen

based on the sorted rank of the fitnesses. This ranking scheme is seen in equation 3.3,

where Xind represents the individual’s rank within the generation, and Xtot represents

the total sum of all the ranks.
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ind=nX
ind=1

Xind = Xtot (3.3)

and using equation 3.3 calculating the probability of the chosen individual based

on equation 3.4.

ϱind =
Xind

Xtotal

(3.4)

This method slightly reduces the difference between the top and bottom-performing

individuals to favor exploration.

Elite selection is the method used in combination with any of the methods men-

tioned above but guarantees that a predefined amount of the best individuals are

chosen.

3.1.4 GA-Solution Crossover Methods

The crossover process is the act of genetic parameter information sharing. As the

GA is used in many search algorithm problems, such as the knapsack problem, many

crossover methods do not apply to this thesis problem. The processes that do not

follow the estimation parameters of the 1D SPM model are labeled with a (N/A) next

to their classification.

1. One-point crossover (N/A)

2. N-point crossover (N/A)

3. Uniform Crossover (N/A)

4. Order Crossover (N/A)

5. Blend Crossover

6. Fitness Crossover

The last two methods are the only ones of interest for the context of the thesis.

Blend crossover takes the two genes from the two ”parent” individuals and, with some

78



3. METHODOLOGY

α, linearly finds a point between the parents’ genes. This process is graphically repre-

sented in Fig. 3.1.1 where the green dots represent two points on an axis representing

a gene value. The vertical bars in Fig. 3.1.1 represent the previous gene values. As

can be seen from changing the value of alpha the points of the next generation’s genes

fall in between the previous generation’s gene values.

Fig. 3.1.1: Linear crossover example taken from [229]

The fitness crossover compares the current and the next generations and only

keeps the best. One issue with fitness crossover is that it reduces exploration and is

computationally more expensive as the previous and current generations’ information

needs to be stored.

3.1.5 GA-Solution Mutation Methods

Mutation is the process of altering genes based on some predefined probability. The

mutation is a step that encourages new exploration. This step is extremely impor-

tant, and although exploration is a beneficial outcome of the GA, if the mutation

probability is too high, progress from generation to generation can be lost in finding

the optimum. Once again, there are many kinds of predefined mutations in GAs due

to the comprehensive nature of applicable problems. Similarly to the previous list,

the mutation types irrelevant to this research are listed with a subsequent ”N/A.”
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1. Random deviation mutation

2. Exchange mutation (N/A)

3. shift mutation (N/A)

4. Bit flip mutation (N/A)

Random deviation mutation applies a random shift in an individual’s genes based

on some non-zero probability. This shift then adds some exploration, even for indi-

viduals considered highly fit.

3.1.6 GA-Parameter Tuning

Parameter tuning is used based on averaging information from previous generations to

take advantage of both exploration and exploitation. If the overall average remains

stagnant or the performance of the whole population in general starts to degrade,

there is a combination of a/an;

• Population increase

• Increase in crossover probability

• Increase mutation probability

3.2 1D Electrochemical Model-The SPM model

In this section, the discussion of the electrochemical model is completed for a full

understanding/replicability of the research conducted. The governing equations and

rationale behind the 1D model are explained and detailed. Also, the discrete-time

realization algorithm (DRA) is explored to calculate the system’s response. The

equations and notations here are used in [230, 84] and are kept the same for easier

understanding if further inquiry into the source of the methodology is necessary.
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3.2.1 SPM Fundamental Equations

The fundamental equations are separated into the following sections

1. Mass conservation in solid material

2. Mass conservation in electrolyte

3. Charge conservation in solid material

4. Charge conservation in electrolyte

The battery electrodes’ volumes are divided into the electrolyte and solid material

phases, represented with subscripts as e and s, respectively. The phase volume frac-

tion ϵs, and its definition is seen in equation 3.5 where Vs and V represent the volume

of the solid electrode material and the total volume of the electrode, respectively.

ϵs =
Vs
V

(3.5)

3.2.1.1 Solid Mass Conservation

In these models, the particle is spherical, and the particle’s concentration is spheri-

cally symmetric at that point. Considering these assumptions, the solid diffusion of

particles through the solid material is modeled with Fick’s second law of diffusion

seen in equation 3.6 where cs,Ds, r
2 are the solid lithium concentration, the diffusion

constant, and the radius of the particle, respectively.

∂cs
∂t

=
1

r2
∂

∂r
(Dsr

2∂cs
∂r

) (3.6)

3.2.1.2 Electrolyte Mass Conservation

Assuming that there is also mass conservation in the electrolyte mass conservation

is equation 3.7, where the concentration of lithium in the electrolyte, the electrolyte

diffusion coefficient, the current through the electrolyte, the transference number, and

the velocity of the solvent are ce, De, ie, t
0
+ and v0 respectively.
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∂ce
∂t

= ∇ · (De∇ce)−
ie∇t0+
F

− (∇ · cev0) (3.7)

Assuming that the phases,do not deform v0 = 0, and that the transference number

within for the concentration is t0+ = 0. This simplifies equation 3.7 into equation 3.8

∂̄ce
∂t

=
1

ϵe
(
∂(ϵec̄e)

∂t
) (3.8)

A brief explanation of the transference number is provided here. The transference

number is a ratio of how much current (of the total current) a specific species in

solution carries. This topic is unintuitive, so it will be briefly expanded upon. As

provided by equation 2.5, the charge of each of the cations and anions in the electrolyte

solution must sum to zero, and this is across all local areas; due to this, as the anode

and cathode consume and donate cations in the electrodic regions, a gradient develops

so the ions must redistribute to stay in line with equation 2.5. However, due to various

parameters such as particle radius and viscosity of electrolyte, the ions redistribute

at different rates. For further clarification, an example provided by [231] is provided

here. Take a cell with an average electrolyte concentration of cavg with both an

anode and a cathode and a long middle section between the electrode regions as seen

in figure 3.2.1a. Briefly apply a current i for a duration t. Figure 3.2.1b shows a

close-up of the anodic region along with the representative behavior of the anions

and cations (which are represented as the purple and orange circles, respectively).

Under the current load, cations will flow into the electrolyte, and positive charge in

the anodic region will increase. At the boundary of the anode and bulk region, both

cations will flow out into the bulk electrolyte, and anions will flow from the bulk

electrolyte into the anode region. As there is a difference between the rates at which

these ions can travel, the cations only carry a fractional amount of the current. This,

in principle, is the transference number. This idea becomes even clearer when looking

at the transference number equation calculation as seen in equation 3.9 [231].

Here cfinal,Vanode,Z, and F represent the final concentration of cations, the anode

volume, unitless multiplicative coefficient for the cation of interest in the stoichio-
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(a) Transference number cell set up
adapted from [231]

(b) Ion movement explanation adapted
from [231]

metric equation to convert the number of coulombs to moles, and Faraday’s constant

respectively.

(cfinal − cavg)Vanode =
it− itt0+
ZF

(3.9)

Rearranging this equation would solve for the transfer number at the specific

concentration cavg, however, the relationship will no longer be expanded upon as

these equations were solely examples provided for demonstrative purposes to explain

the concept of the transference number.

De is represented with the equation 3.10 shown below

Deff = Deϵ
Brugg (3.10)

Before moving on to the final equation, the intrinsic volume average described by the

equation 3.11 is provided. Here bar represents the average of the phase variable under

the bar, f represents a phase variable of interest, and A represents the area between

two different phases of material.

¯∇ · f = ∇ · f̄ +
1

V

‹
A

f · n̂ · dA (3.11)

Plett [84] provides a more in-depth explanation and these details for brevity will

not be included here. The theorem of equation 3.11 states that the divergence of a

phase average and the volume averaged flux through the surface V is equal to the

phase average of the divergence.
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Taking the right-hand side of equation 3.7 and using the theorem of 3.11, the two

equations expand to equation 3.12

¯
∇ · (De∇e) =

1

ϵe
(∇ · (ϵeD̄e∇ce) +

1

V

¨
As−e

De∇cen̂edA) (3.12)

The first portion of the right-hand side of the 3.12 can be approximated with the

equation 3.13

∇ · (ϵeD̄e∇ce) ≈ ∇ ·Deff∇c̄e (3.13)

The second portion of right hand side of the equation 3.12 can be simplified to

3.14

frac1V

¨
As−e

De∇cen̂edA = as(1− t0+) (3.14)

These last intermediary steps can then be used to find the final equation 3.15.

∂(ϵec̄e)

∂t
= ∇ · (Deff∇ ¯ceff ) + as(1− t0+) (3.15)

3.2.1.3 Solid Charge Conservation

Starting with the microscale definition. Ohm’s law, equation 3.16, states

∇ · is = ∇ · (−σ∇ϕs) = 0 (3.16)

Where Is, σ, and ϕs are the current in the solid material, solid material conduc-

tivity, and the potential of the solid material, respectively.

Using the theorem from equation 3.11 the gradient term of equation 3.16 can be

transformed into equation 3.17

¯∇ · −σ∇ϕs = ∇ · ¯∇− σ∇ϕs +
1

V

¨
As−e

(−σ∇ϕs) · n̂sdA (3.17)

The second part of the right-hand side of equation 3.17 can be simplified with
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assumptions as seen in 3.18

1

V

‹
Ase

(−σ∇ϕs)n̂s dA =
1

V
Fj ≈ Ase

V
Fj ≈ asFj (3.18)

Where as is defined as equation 3.19

as = ϵs
4πR2

part

4
3
πR3

part

=
3ϵs
Rpart

(3.19)

which represents the overall SEI’s area As−e to the overall volume of the solid

material V . The gradient in the solid potential from the latter section of equation

3.16 can be modeled as equation 3.20

¯σ∇ϕs ≈ σeff∇ϕ̄s (3.20)

Where σeff is the effective conductivity, the bar notation defines the intrinsic phase

average of the variable of interest. This effective conductivity is the bulk conductivity

of the material properties appropriately scaled by the amount of the solid material

within the battery, which is equation 3.21

σeff =
ϵsσδ

τ
(3.21)

Where δ and τ are the material’s constrictive and tortuosity, these values naturally

range such that σeff < σ.

As the model simplifies the battery domains to a homogenous porous material,

the material properties must be adjusted to consider this assumption. Bruggeman’s

coefficient is widely employed to encompass this porous media behavior [232]. This

exponent relation is shown in equation 3.22.

σeff = σϵBrugg
s (3.22)

. The Brugg is the Bruggeman coefficient, which is usually considered 1.5.

Assuming that the boundary condition on the electrolyte surface is −Fj, where
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F is Faraday’s constant, which is approximately equal to 96485 C
mol

, and j, is the

current flux necessary to supply the total current to the load of the battery. From all

of these points, the final equation is

∇ · (−σeff∇ϕs) = −asF j̄ (3.23)

The standard value standard of 1.5 was used for the Bruggeman constant, but it is

noted here that a change in this value could theoretically bring about better results.

3.2.1.4 Electrolyte charge conservation

The charge conservation in the electrolyte is equation 3.24, where ie, κ, ϕe, R, T , F ,f ,

ce,t
0
+ are the electrolyte current, electrolyte conductivity, electrolyte potential, the

universal gas constant, Faradays constant, molar activity coefficient, the electrolyte

concentration, and the transference number respectively.

∇ · ie = ∇ · (−κ∇ϕe −
2κRT

F
(1 +

∂lnf

∂lnce
)(t0+ − 1)∇ln(ce)) = 0 (3.24)

For brevity in further equations, some of the terms in equation 3.24 will be grouped

into a single variable based on 3.25

κD =
2κRT

F
(1 +

∂lnf

∂lnce
)(t0+ − 1) (3.25)

this when replacing its equivalent terms in equation 3.24 becomes equation 3.26

∇ · ie = ∇ · (−κ∇ϕe − κD∇ln(ce)) = 0 (3.26)

Once again, to encompass the behavior of porous media, Bruggeman’s exponent

relation is applied, so equation 3.27 is used.

κD,eff = κDϵ
Brugg
e and κeff = κϵBrugg

e (3.27)

By using equation 3.27 in equation 3.26, equation 3.28 is achieved.
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∇ · ie = ∇ · (−κ∇ϕe − κD,eff∇ln(ce)) = 0 (3.28)

By using the theorem described by equation 3.11 on the left-hand side of equation

3.28, the relation shown in equation 3.29 is found.

¯∇ · ie = ∇ · īe +
1

V

‹
A

iendA (3.29)

The last term of equation 3.29 is the current across the surface of the particle,

and so is rewritten as −asF j̄. This rewrite changes equation 3.29 into equation 3.30

¯∇ · ie = ∇ · īe − asF j̄ = 0 (3.30)

from equation 3.28 it can be seen that

ie = −κ∇ϕe − κD,eff∇ln(ce) (3.31)

taking replacing ie in equation ?? with equation 3.31, equation 3.32 is achieved.

∇ · ( ¯κeff∇ϕe − κD,eff∇ln(ce))− asF j̄ = 0 (3.32)

The final equation representing charge conservation in electrolyte becomes equation

3.33

ϵeīe = −κeff∇ϕ̄e − κD,eff∇ln(ce) (3.33)

and equation 3.34

∇ · (κeff∇ϕ̄e + κD,eff∇lnc̄e) + asj̄F = 0 (3.34)

3.2.2 SPM Equation Boundary Conditions

The boundary conditions for each of the sections are as follows;

For the charge conservation in the positive electrode, the boundary conditions

(BCs) were the equations 3.35
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∂ϕ̄s

∂x
|Lneg+Lsep = 0

∂ϕ̄s

∂x
|Ltot =

−Iapplied
Aσeff

(3.35)

The anode charge conservation BCs can be seen in equation 3.36

∂ϕ̄s

∂x
|Lneg = 0 ϕ̄s|Lneg =

−Iapplied
Aσeff

(3.36)

The BCs for the conservation of mass within the solid materials, both in the

cathodic and anodic regions, are seen in equation 3.37

∂c̄s
∂r

|r=0 = 0
∂c̄s
∂r

|r=Rs = −j̄ (3.37)

The conservation of mass BCs is shown in the equation 3.38

∂c̄e
∂x

|x=0 =
∂c̄e
∂x

|x=Ltot = 0 (3.38)

For the conservation of charge in the electrolyte, the BCs are shown in equations

3.39 and 3.40

κeff
∂ϕ̄e

∂x
+ κD,eff

∂lnc̄e
∂x

|x=0 = κeff
∂ϕ̄e

∂x
+ κD,eff

∂lnc̄e
∂x

|x=Ltot = 0 (3.39)

κeff
∂ϕ̄e

∂x
+κD,eff

∂lnc̄e
∂x

|x=Lneg = κeff
∂ϕ̄e

∂x
+κD,eff

∂lnc̄e
∂x

|x=Lneg+Lsep = −Iapplied
A

(3.40)

3.2.3 Butler-Volmer Equation - Electrochemical Kinetics

An electrochemical model would only be complete with the mention of the Butler-

Volmer equation. The Butler-Volmer equation relates the reaction rates of the elec-

trode to the overpotential of the electrode. The overpotential is the excess voltage

of the solid material (which is related to the overall voltage) above its equilibrium

value. This relation is seen in equation 3.41 where η , ϕs, ϕe, UOCP , F , Rfilm, and

j respectively represent the voltage overpotential, the electrode solid potential, the

electrolyte potential, the open circuit potential, Faraday’s constant, the film resis-
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tance of the electrode, and the flux across the boundary of the electrode. In this

thesis, the Rfilm is assumed to be negligible.

η = ϕs − ϕe − UOCP − FRFilmj (3.41)

Fig. 3.2.2: Overpotential of electrode

The total reaction rate of the electrode can be further broken down into oxidation

and reduction rates. The combination of these results is the total reaction rate. With

this in mind, the Butler-Volmer equation is 3.42.

j = joxidization − jreduction = knorm(e
α

RT − e
1−α
RT ) (3.42)

knorm is the normalized reaction rate coefficient, and a further relationship between

k0, or the reaction rate coefficient, is defined in equation 3.43

knorm = k0c
1−α
e (cs,max − cs,e)

1−αcαs,e (3.43)

With equation 3.43 and equation 3.42 finally, the coupled equation becomes equa-
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tion 3.44

j = k0 · c1−α
e · (cs,max − cs,e)

1−α · (e
α

RT − e
1−α
RT ) (3.44)

3.2.4 Discrete-Time Realization Algorithm

The discrete-time realization algorithm (DRA) models complex systems’ behavior

using simplified responses from a linearized state space model. This algorithm, also

called the eigenvalue realization algorithm (ERA), has successfully modeled highly

complex behaviors, from the behavior of satellites to the voltage behavior of batteries.

Before proceeding with the following steps, a general simplified overview of the

steps for the DRA is presented. Take a linear state space model such as seen in

equations 3.45 and 3.46 holds.

x[k + 1] = Ax[k] +Bu[k] (3.45)

y[k] = Cx[k] +Du[k] (3.46)

let O be the observability matrix seen in equation 3.47



C

CA

CA2

...

CAn−1



= O (3.47)

and the Cr be the controllability matrix represented in equation 3.48
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"
B BA BA2 . . . BAn−1

#
= Cr (3.48)

The Hankel matrix H is defined as the multiplication between equation 3.48 and

equation 3.47, as seen in equation 3.49

H = [O][Cr] =



CB CAB . . . CAn−1B

CAB CA2B . . . . . .
...

... . . . . . .
...

CAn−1B . . . . . . CA2n−2B


(3.49)

The shifted Hankel matrix is the Hankel matrix with all positions shifted by one

row. The shifted Hankel matrix Hk+1 can be seen in equation 3.50.

H =



CAB CA2B . . . CAnB

CA2B CA3B . . . . . .
...

... . . . . . .
...

CAnB . . . . . . CA2n−1B


(3.50)

If one could have and be able to factorH, then the state space models forA,B,C, andD

can be found. This factoring was done with the singular value decomposition method

seen in 3.51

M = UΣV T (3.51)

and for further clarity, the Hankel matrix can be represented using equation 3.51

H = UΣV T = UΣ0.5Σ0.5V T (3.52)
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This leads to the conclusion found in the equation 3.53

O = UΣ0.5I (3.53)

and

Cr = I−1Σ0.5V T (3.54)

.

The last step in the decomposition process displays how each A, B, C, and D

matrices were calculated. These are respectively seen in equations 3.55, 3.56,3.57,

and 3.58

A = O−1Hk+1Cr
−1 (3.55)

B = Cr(1 : n, 1 : m) (3.56)

C = O(1 : n, 1 : m) (3.57)

D = 0 (3.58)

Now that the background of the DRA has been established, the first step of the

DRA in the sequential process can be clearly explained. The various PDEs of the

prescribed formulas seen in section 3.2 that describe the mass and charge transfer

of the batteries need to be simplified and converted into transfer functions. To be

succinct, the various PDE forms will be listed here without derivation. For the

derivation, see [84].

For the electrochemical model, the battery domain is broken up into three distinct

sections, where each section is normalized with respect to its length. The sections

are anode, separator, and cathode. The length of each section is labeled between

zero and one. Zero demarks the boundary between the electrode and the current
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collector, and one demarks the boundary between the electrode and the separator.

This representation is clarified in Fig. 3.2.3.

Fig. 3.2.3: 1D SPM layout

The difference between the potentials in the solid electrode material and the elec-

trolyte is simplified using the equation 3.59

ϕs−e = ϕs − ϕe (3.59)

In keeping with the derivation provided by [230], two variables are rewritten for

simplification and are defined here as ν as seen in equation 3.60 and β seen in equation

3.61. The definition of these variables is provided here to simplify the overall reading

of the transfer functions. Plett [84] interprets ν2 as the ratio between frequency and

SOC-related impedances within the battery.

ν(s) =
L( as

σeff
+ as

κeff
)q

Rs,e +
∂Uocp

∂cs,e
|cs,0 Rs

FDs

1
1−βcoth(β)

(3.60)

β = Rs

r
s

Ds

(3.61)

The potential at the surface of the solid is described by equation 3.62

˜ϕs−e(z, s)

Iapplied(s)
= L

σeffcosh(ν(s)z + κeffcosh(ν(s)(z − 1)

Aσeffκeffν(s)sinh(ν(s))
(3.62)
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The concentration of the surface of the electrode is described by equation 3.63.

Here tilde represents the difference between the initial and current amounts for the

variable of interest.

C̃s,e(z, s)

Iapp(s)
=
σeffcosh(ν(s)z + κeffcosh(ν(s)(z − 1)

asFLADs(κeff + σeff )sinh(ν(s))

Rsν(s)

1− βcoth(Rs
s
Ds

)
(3.63)

Equation 3.64 provides the transfer function for the difference in solid potential

ϕ̃s(z, s)

Iapp(s)
= −Lneg(

κeff (cosh(ν(s))− cosh(z − 1)ν(s))

Aσeff (κeff + σeff )ν(s)sinh(ν)
+

+
σeff (1− cosh(zν(s)) + zν(s)sinh(ν(s)))

Aσeff (κeff + σeff )ν(s)sinh(ν)

(3.64)

and the equation 3.65 for the flux of the particle

J

Iapplied
= ν(s)

σeffcosh(ν(s)zκeffcosh(ν(s)(z − 1)

asFLA(κeff + σeff )sinh(ν(s))
(3.65)

The equations 3.60, 3.61, 3.62, 3.64, 3.65 apply equally both to the positive and

to the negative electrode. However, with a brief caveat, the equations above refer to

the anode, but each equation is multiplied by a negative sign for the cathode.

The PDEs for the electrolyte domain are written as a Sturm-Liouvielle problem,

an ODE of the form seen in equation 3.66

d

dx
(p(x)

ψ(s)

dx
) + q(x)ψ(x) + λw(x)ψ(x) = 0 (3.66)

The solutions to these equations are known to many elementary mathematical

textbooks, and their solutions will not be listed here.

The concentration of the electrolyte is given by

c̃e =
∞X
n=0

h(0;λn)Ψ(x;λn)e
−λnt (3.67)

The input into the 1D model is the discharge and charging current for each drive

cycle. These currents were provided for each drive cycle at the cellular level to simulate
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the voltage and heat generation responses.

3.3 Genetic Algorithm Methodology

To estimate the parameters of the battery, the GA algorithm was used. Many of the

parameters were kept constant with values that were either taken from convention or

from the material data, which [233, 234, 235, 236, 237] have investigated. The values

labeled as ”given” are not unchanging. They are values that have been provided or

are not solved by the GA. While the variables marked ”varied” were augmented and

estimated by the GA.

Some clarifications may be in order; the lengths of the electrodes directly affect

the behavior of the battery but are labeled in the table 3.3.1 as ”given”. This cate-

gorization is because the lengths were calculated based on the relation given below

in equation 3.68. Where Celectrode, Velectrode, ρavailable are the total electrode capacity,

the total volume of the electrode, and the density of the volume that has available

capacity, respectively. These variables are then related to the variables described

previously in table 3.3.1.

Celectrode = Velectrodeρavailable = AcFLϵscsmax(θmax − θmin) (3.68)

if the capacity is wanted in Ah then equation 3.68 is divided by 3600.

Cbatt = Canode = Ccathode (3.69)

In this way, by varying the Cbatt, both the lengths of the electrodes are ”given.”

For convenience, table 3.3.2 below shows only the variables estimated by the GA

and the minimum and maximum boundaries to keep the estimation ranges within.

These ranges are values were chosen as many previous literature sources have values

within these upper and lower limits.

As stated in section 3.1, the GA needs input for the size of the population, the

condition of ending, and the decision of crossover and mutation characteristics. For
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Table 3.3.1: 1D SPM variables

Parameter Value Parameter Description

σanode(
S
m
) given Anodic electric solid conductivity

ϵanode(ul) varied Anodic solid volume fraction

cs,max,anode(
mol
m3 ) given Anodic maximum solid concentration

cs,min,anode(
mol
m3 ) given Anodic minimum Solid concentration

Rp,anode(m) varied Anodic particle radius

ϵe,anode(ul) varied Anodic electrolyte solid fraction

Ds,anode(
m2

s
) given Anodic solid diffusion

Lneg(m) given Anodic length

θanode,max(ul) given Anodic max stoichiometry

θanode,min(ul) given Anodic min stoichiometry

σcathode(
S
m
) given Cathodic electric solid conductivity

ϵcathode(ul) varied Cathodic solid volume fraction

cs,max,cathode(
mol
m3 ) given Maximum solid concentration

cs,min,cathode(
mol
m3 ) given Minimum solid concentration

Rp,cathode(m) varied Cathodic particle radius

ϵe,cathode(ul) given Cathodic electrolyte solid fraction

Ds,cathode(
m2

s
) given Cathodic solid diffusion coefficient

Lpos(m) given Cathodic electrolyte solid fraction

Lsep(m) varied Separator length

θcathode,max(ul) given Cathodic max stoichiometry

θcathode,min(ul) given Cathodic Min stoichiometry

ϵsep(ul) varied Separator solid volume fraction

Ac(m
2) given Battery cross-sectional area

QBatt(ul) varied Battery Capacity
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Table 3.3.2: 1D SPM GA variables

Parameter Estimation Range [min,max] Parameter Description

ϵanode(ul) [0.2, 0.6] Anodic Solid volume fraction

Rp,anode(m) [10−6, 10−3] Anodic Particle Radius

ϵcathode(ul) [0.2, 0.6] Cathodic Solid volume fraction

Rp,cathode(m) [10−6, 10−3] Cathodic Particle Radius

Lseparator(m) [0.5Lneg, 1.5Lneg] Separator Length

ϵseparator(ul) [0.2,0.6] Separator Solid volume fraction

CBatt(ul) [0.95 ∗ Cnom, 1.05 ∗ Cnom] Battery Capacity

the simulations, the crossover and mutation characteristics were adaptively changed,

with the methodology for crossover being stochastic universal sampling selection.

The ending condition was a maximum number of generations, with the maximum

generation number being 20. This number was chosen as previous studies have shown

its success [238] where the maximum number of generations was 15.

The charging and discharging load for the battery at 25 ◦C from the HPPC was

used to train the model, and the result to be minimized is the well-known root mean

squared error (RMSE) seen in equation 3.70. Where Vk, n, and vk are the experimental

voltage at time step k, the total number of time steps, and the estimated voltage at

time step k, respectively.

RMSE =

vuut 1

n

nX
k=1

(Vk − vk)2 (3.70)

3.4 Battery Heat Generation

Heat within a cell is generated from multiple sources; typically, the ones considered

are Joule heating and heat due to entropy change [239]. The Joule heating is due

to the current across the various internal resistances of the cell; this irreversible heat

generation is described by the equation 3.71 [240, 241]. Here ˙Qirrev, I, OCV , V , and
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η represent the irreversible heat generation, the current, the open circuit voltage. the

voltage applied, and the overpotential of the battery respectively.

Q̇irrev = I(OCV − V ) ≈ Iη (3.71)

The heat generation due to the internal entropy change from the chemical reaction

is often described as reversible. This reversible heat generation can be seen in equation

3.72, where,

Q̇rev

, T , dOCV
dT

represent the reversible heat generation, absolute temperature and the

gradient of the OCV with respect to temperature.

Q̇rev = −IT dOCV
dT

(3.72)

As such, combining the two heat generation terms provides the total heat gener-

ation equation as seen in equation 3.73.

Q̇tot = Q̇irrev + Q̇rev = Iη − IT
dOCV

dT
(3.73)

As can be seen from equations 3.42 and 3.72, the battery’s temperature affects

the behavior and the magnitude of the heat generation. Due to this, one cannot

solely use the heat generation of a singular drive cycle at a specific temperature and

correspondingly apply these values to estimate the temperatures of the battery. To

overcome this problem, a heat generation map (heat map) like the one seen in Fig.

3.4.1 was created over a range of likely temperatures for the batteries under operation.

This heat map is created by simulating the proposed drive cycle at varying constant

temperatures with the same loading conditions; the heat generation at each step is

calculated until the end of the drive cycle. In this way, the SOC-dependent properties

should be estimated correctly. With this heat map alone as an input, the coupled

properties between heat generation and temperature should be captured.

These heat generation maps were generated across all drive cycles.
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Fig. 3.4.1: Heat generation map over drive cycle

3.5 Thermal 3D Model

Using the heat generation model from the 1D SPM described in section 3.2, the heat

maps were applied to the active jelly roll sections of the battery. The measured

average temperature of the jelly roll was then used to calculate the next timestep’s

heat generation. In this way, the overall heat generation effect was included in the

3D model.

3.5.1 Cell Model

This section explains the thermal cell model’s setup to provide the utmost clarity and

transparency to the research process. First, geometry and its constructions are dis-

cussed, then the cell model thermal governing equations and their respective boundary

conditions are explained.

3.5.1.1 Cell Geometry

The geometry and boundary conditions of the COMSOL multiphysics ©model will

be discussed here. The simulation conditions of the proposed cell model are a cell

exposed to ambient air under the proposed drive cycles. The geometry of interest
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without augmentation for simulations is a standard prismatic battery shown in three

different views seen in Fig. 3.5.1.

Fig. 3.5.1: Diagonal, top, and frontal views of cell level geometry

3.5.1.2 Thermal Cell Model Governing Equations and Boundary Condi-

tions

The electrochemical, thermal heat model governing equations previously defined in

section 3.4 must be redefined here. Using the electrochemical model to generate

the previously mentioned heat maps, the thermal behavior of the 3D model was

simulated. Before further details can be discussed, a few more critical governing

equations must be described. Heat transfer within the battery at the cell level happens

almost entirely through conductivity. Therefore the energy conservation equation

defines the thermal behavior at a 3D model scale and is shown below in equation

3.74. This partial differential equation is one of the most well-known equations used

in heat transfer simulations and is used extensively in cell and module modeling [242].

In this equation, ρ,cp, T , and q̇int are the density of the material, the heat capacity of

the material at constant pressure, the temperature, and the internal heat generation.

ρcp
∂T

∂t
= ∇ · (k∇T ) + q̇int (3.74)

The cell was in an ambient environment where natural convection was the main

mode of heat flux out of the battery cell. The heat flux at this boundary condition was

defined by equation 3.75. The equation was defined by the variables qconv ,hconv,T ,

and T∞, representing the heat flux due to convection, the convective heat transfer

coefficient, the surface temperature, and the ambient temperature, respectively.

100



3. METHODOLOGY

qconv = hconv(T − T∞) (3.75)

The conductivity values, along with the heat capacity, were provided by Stellantis

and, within the model, were constant and unchanging with temperature. These values

were averaged values obtained for the cell and module and were uniformly distributed

within the model across all of the volumetric domains.

Equation 3.75 for convective heat flux is critically dependent on an estimation for

hconv. A relation for the convective heat flux coefficient was necessary. A well-known

and established convective heat flux correlation from [243] was used in [244] with

success. This methodology was also employed at the cell and module level boundary

conditions.

This relation is briefly provided here. With its methodology also clearly described

in [245], its presentation for clarity of the reader will also follow its presentation. The

correlation for both heat transfer coefficients is presented as the battery comprises

several vertical and horizontal surfaces. Both horizontal and vertical estimations

follow the same overall structure but have different correlations.

For a vertical plate heat transfer coefficient estimation in ambient air. The first

step was calculating the Grashof number, a non-dimensional number representing the

ratio of the fluid’s buoyant to viscous forces. This equation can be seen from 3.76.

Gr =
gβ(Tsurface − T∞)L3

c

v2
(3.76)

Where g,βexp,Lc and v are the gravitational acceleration constant, the coefficient

of volume expansion of the fluid, the characteristic length of the surface of interest,

and the kinematic viscosity of the fluid respectively. It should be noted here that

some of these characteristics are temperature-dependent for the fluid of interest. As

such, all parameters were evaluated at the film temperature calculated from equation

3.77.

Tf =
Tsurface + T∞

2
(3.77)
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The Rayleigh number was then calculated based on equation 3.76 shown below.

Ra = GrPr (3.78)

Where Pr is the Prandtl number, a dimensionless characteristic number shown in

equation 3.79, here αdiff is the thermal diffusivity of the fluid media.

Pr =
v

αdiff

(3.79)

After this step, the Nusselt number was calculated based on the well-known cor-

relations for the battery’s vertical and horizontal section [243]. These are shown in

equations 3.80 and 3.81, respectively.

Nu = 0.825 +
0.387Ra1/6

(1 + (0.492
Pr

)
9
19 )

8
27

(3.80)

Nu = 0.59Ra
1
4 (3.81)

Finally, the heat transfer coefficient was calculated to be equation 3.82

h =
kcond
Lc

Nu (3.82)

Based on these correlations, and with the ambient air temperature being kept

constant at 25 ◦C, the range of values for the surface temperature of interest produces

two graphs for the vertical and horizontal heat transfer coefficient values shown in

Fig.3.5.2.

The BCs of the problem were assumed to simulate the battery at ambient air

conditions under natural convection. As the heat within the cell was assumed to be

generated uniformly, a plane of symmetry was used to reduce the model’s complexity.

This reduction can be seen in Fig. 3.5.3.

With this simplification, the boundary conditions are fully applied and are shown

below in Fig. 3.5.4. The first boundary condition is naturally the plane of symmetry

previously discussed, and the internal jelly roll of the battery is the heat source domain
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(a) Horizontal surface heat transfer coef-
ficient estimations

(b) Vertical surface heat transfer coefficient
estimations

Fig. 3.5.2: Correlations for surface temperature-dependent heat transfer coefficients
for horizontal and vertical surfaces

Fig. 3.5.3: Cell level plane of symmetry reduction
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where the heat generation from the drive cycles is applied.

Fig. 3.5.4: Cell boundary conditions

3.5.2 Module Model

Here, the 3D model of the module will be discussed. The geometry build-up will be

shown, and the thermal boundary conditions will be stated concretely to illustrate the

modeling nuances and details, along with their implicit assumptions. The heat maps

previously generated from the 1D SPM for the module level were used for the heat

generation in the jelly roll domains. In this way, the unique and specific temperature

and heat generation behaviors could be individually encapsulated for the entire 3D

module’s thermal behavior. The conductivity equation 3.74 along with the natural

convective heat flux boundary equation 3.75 from section 3.5.1 remain the same and

are not repeated here for brevity.
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3.5.2.1 Module Geometry

The module-level comprises several cells in series, parallel, or a combination of both,

as described in section 2.6.1. The module geometry is created by combining several

cells. The simulations were similarly done in ambient air without forced convection;

similar boundary combinations to the ones used at the cellular level were applied at

the module level.

Here, the entire geometry is seen in 3.5.5

Fig. 3.5.5: Various views of module geometry

The thermal data for the module was provided as an averaged value, including

all of the components; as such, geometry was simplified, being one continual material

based on this averaged value. As such, the only domains of particular interest are the

heat generation domains, which can be seen in the bottom row of the views shown in

Fig.3.5.5.

As the simulation is similar to the cell, further simplifications were made to reduce

the computational time. These simplifications take root in the form of the boundary

conditions.

3.5.2.2 Module Thermal Boundary Conditions

The boundary conditions were highly similar to that of the cell model where, firstly,

by identifying the planes of symmetry in the model, one can achieve a simplification

which is shown in Fig.3.5.6.

105



3. METHODOLOGY

Fig. 3.5.6: First plane of symmetry module BC

A second plane of symmetry was also applied to the module, as shown in Fig.

3.5.7.

Fig. 3.5.7: Second plane of symmetry module BC

The jelly roll domains each had the heat map generated applied to its volumetric

domain, where the heat map was evaluated at each of the average different jelly roll

temperatures. This boundary condition can be seen in Fig. 3.5.8 below.

The same heat flux boundary conditions with the estimations of natural heat

transfer coefficients were applied at the vertical and horizontal faces of the module

3.5.10. The ambient temperature was 25 degrees C.

The last boundary condition is the insulation condition at the bottom of the

module.

3.5.3 Cell Model Grid Independence study

A grid independence study was carried out to verify that the results obtained from

the numerical analysis are no longer dependent on the mesh size characteristics. The

overall steps to complete the grid independence study are to
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Fig. 3.5.8: Heat source boundary condition

Fig. 3.5.9: Horizontal heat transfer coefficient BCs

Fig. 3.5.10: Heat flux boundary conditions based on horizontal and vertical heat
transfer coefficients
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Config No Avg Surface T (◦K) Avg JR T (◦K) Max Cell T (◦K) Max JR T (◦K)

1 303.66 303.81 303.82 303.94

2 303.66 303.8 303.82 303.94

3 303.66 303.81 303.82 303.94

4 303.66 303.81 303.82 303.94

5 303.66 303.81 303.82 303.94

6 303.66 303.81 303.82 303.94

7 303.66 303.81 303.82 303.94

8 303.66 303.81 303.82 303.94

9 303.66 303.81 303.82 303.94

Table 3.5.1: Cellular independence study

1. Identify a location of interest

2. Identify a result of interest

3. Vary the mesh to evaluate if the result changes based on the fidelity of the mesh

This process is shown in this section for the cellular function. The mesh size has

been altered at varying lengths to verify the mesh behavior. The location and results

of interest are expressed below.

1. Average cell temperature of external Faces

2. Average jelly roll temperature

3. Max cell temperature of external faces

4. Max jelly roll temperature

The mesh refinement process was completed over ten different mesh values to

ensure a proper mesh density was reached, as seen in table 3.5.1.
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As can be seen, the temperature behavior of the model was excellent. As such,

the configuration in the center of this stable domain was chosen to ensure that a mix

of certainty that the model is behaving correctly and the computational expense was

reached.

3.5.4 Experimental Uncertainty Analysis

The uncertainty of an experiment comes from multiple sources, and an experiment

can only be genuinely complete with some estimation of uncertainty from the resulting

experiment.

Uncertainty within an experiment measurement propagates into the final results

and, for completeness, must be included to provide an understanding of the overall

sensitivity of the data. The methodology that will be followed is that described from

[246, 247, 248].

That is the effect of the uncertainty of the indirect measurement, a ”combined

standard uncertainty” as seen in equation 3.83 with the final result can be calculated

[248]. Where xi is the i
th indirect measurement.

u2 = (
nX

i=1

(
∂f

∂xi
)2u2(xi) + 2

n−1X
i=1

nX
j=i+1

u(xi, xj)) (3.83)

If the different indirect measurements are uncorrelated, the second part of the

equation approaches zero, and the equation simplifies to

u2 = (
nX

i=1

(
∂f

∂x
)2u2(xi)) (3.84)
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CHAPTER 4

Results and Discussions

The results for the GA parameter estimations, cell-level voltage estimations, cell-level

thermal simulations, and module-level thermal estimations are discussed at length

here.

4.1 GA Results

The GA was completed four times using the methodology described in section 3.3, and

its parameter estimations varied. Four separate runs provided different estimations

for each of the different parameters. The estimated parameters are shown below in

table 4.1.1. Although the runs provided different values for some parameters, other

values had quantities to which the parameters did seem to converge, as seen from

the table. This deviation among the parameter estimations is expected behavior; as

previously stated, the GA can converge to local optimums. Due to this difference in

parameter estimation, the values from the best run, Test # 4 are used throughout

the simulations.

4.2 Cell Model Voltage Results

Here, the multiple drive cycle voltage results are broken down and discussed. The

results showed good agreement with the experimental data using the estimated pa-

rameters from the GA.
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Table 4.1.1: 1D SPM GA variables

Parameter Test 1 Test 2 Test 3 Test 4

Rp,anode(m) 0.000987 0.0000185 0.0000315 0.00000175

ϵanode(ul) 0.49 0.3777 0.377 0.3

Rp,cathode(m) 0.000816 0.001 9.71e-05 0.000001375

ϵcathode(m) 0.45 0.449 0.447 0.3

Lseparator(m) 0.00058 0.000501 0.00079 0.00027894

ϵseparator(ul) 0.48 0.48 0.41 0.4

QBatt(ul) 1.02 1.024 1.013 1.05

4.2.1 HPPC

A brief section from the HPPC discharge results at 25 ◦C is shown in Fig. 4.2.1.

The parameter estimation functions appropriately. The RMSE for this simulation is

1.9×10−3V , and its maximum difference is 0.22V . Looking at the overall cycle trends

seen in figure 4.2.1, the simulation follows the experimental voltage curve nicely. The

curve in the central areas of the profile follows the voltage for smoother sections of

current applications and the sporadic pulsing of the battery as well.

Some details to focus on in this result are the areas of improvement that could

be applied. The boundaries of the charging and discharging section are where the

simulation performed the least adequately. These are only small sections of the curve

and, as such, did not consequently significantly affect the RMSE value. It is noted,

however, that these areas could be improved. The simulation performed most well

within the boundaries of around 5 % and 95 % SOC. This pattern also applied across

many of the subsequent cycles.

4.2.2 WLTC Drive Cycle

Moving on to the WLTC drive cycle, one can see that the experimental and simulated

data also follow each other closely in Fig.4.2.2. Although it is noted from the difference
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Fig. 4.2.1: HPPC voltage curves

between simulation and experimental, there is a slight offset between the two outputs.

This offset can be seen in Fig.4.2.2b, where the maximum percent difference falls

below 0.8 %, which is not very large in magnitude. Its RMSE value over the entire

drive cycle is also meager, 9.65 × 10−5V . These low values show that even though

the RMSE value from the HPPC simulation is much larger, when the SOC range is

between 95 % and above 5%, the model can accurately capture the battery’s voltage

behavior.

4.2.3 CLTC Drive Cycle

The CLTC drive cycle results in Fig. 4.2.3 show that the previous trend continues.

Here, for added perspective, the percent difference has been swapped with the absolute

difference. As before, the model captures the behavior of the cycle well with an RMSE

value of 4.9× 10−3 and a maximum voltage difference of 0.012V .
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(a) Voltage comparison between simu-
lated and experimental voltage profiles
for WLTC curve

(b) Voltage percent difference comparison
between simulated and experimental voltage
profiles for WLTC curve

Fig. 4.2.2: Voltage results and comparison for WLTC

(a) CLTC simulated vs. experimental
voltage comparison for cell level

(b) CLTC cell level voltage difference be-
tween simulated and experimental

Fig. 4.2.3: CLTC cell level voltage results
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4.2.4 EPA

The EPA drive cycle results were poorer than the previous cycle but were still accept-

able as the RMSE value was calculated at 2.19 × 10−2 and had a maximum voltage

difference of 0.09V.

(a) EPA simulated vs. experimental volt-
age comparison for cell level

(b) EPA cell level voltage difference be-
tween simulated and experimental

Fig. 4.2.4: EPA cell level voltage results

4.2.5 NR Drive Cycle

Last but not least, the NR drive cycle was completed. This cycle has the greatest

loading by far, and as such, the high C-rates are believed to be skewing the simu-

lation’s ability to describe the voltage conditions. The simulation does describe the

voltage behavior well, as is evident from 4.2.5 but there is still room for improvement.

The RMSE value is 4.62× 10−2V , and the maximum difference is 0.08V .

4.3 Cell Model Thermal Results

Here, the cell model thermal results are discussed for the WLTC, CLTC, EPA, and

NR drive cycles, with their maximum and average temperatures discussed.
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(a) NR simulated vs. experimental volt-
age comparison for cell level

(b) NR cell level voltage difference be-
tween simulated and experimental

Fig. 4.2.5: NR voltage results

4.3.1 WLTC Thermal Results

The maximum and average temperature values of the cycle were recorded and are

displayed over the entirety of the drive cycle in Fig. 4.3.1. Over the entire drive

cycle, one can see that heat generation within the cell has a limited effect on the

battery temperatures, with an average temperature increase of only 0.165 ◦C. The

maximum temperature increase is of similar magnitude at 0.185 ◦C.

Fig. 4.3.1: WLTC cell temperature results
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4.3.2 CLTC Thermal Results

The CLTC drive cycle thermal results are shown in Fig. 4.3.2. The profile starts with

a decrease in temperature and ends with a final temperature increase of about 0.3 ◦C

from the initial starting point. Although this is unintuitive, this endothermic behavior

in the context of the reversible heat generation makes sense as the entropic terms of

the heat generation have negative values at specific points of the charge status. These

entropic terms create a negative heat generation if the current values are not high

enough. This behavior again only shows a minor increase in temperature over the

drive cycle. Also importantly, the difference between the maximum and average

temperature of the battery is slight.

Fig. 4.3.2: CLTC cell temperature results

4.3.3 EPA Thermal Results

The thermal results from the EPA are apparent in Fig. 4.3.3. There is a spike at

around 1100 seconds, where the currents are most prominent. Still, even with this

significant increase, one can see that the magnitude of the temperature increase is

0.42 ◦C from the initial starting conditions. One is also able to see that once again, for

the drive cycles that are not simulating racing conditions, such as the NR cycle, the

maximum temperature differential is minimal, with the most significant difference
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being at the peak of the heat generation seen at around 1100 seconds, where the

maximum jelly roll temperature is 298.365 (K). This is only a 0.5 ◦C increase. As

the currents within the drive cycle decrease over the latter half, the convective heat

transfer is enough to return the battery temperature to a temperature closer to the

ambient temperature.

Fig. 4.3.3: EPA cell temperature results

4.3.4 NR Thermal Results

The NR results show a much larger temperature increase than the other drive cy-

cles. This temperature difference is due to the magnitude difference in current rates

between the CLTC, WLTC, EPA, and NR cycles. These cycles, respectively, have

maximum C-rates of 0.6,0.6,0.8 C. These aforementioned cycles’ C-rates contrasted

with the NR cycle, which has a maximum C-rate of 8.8, are very low. The NR C-rates

are correspondingly a whole magnitude difference larger than the other drive cycles,

and their effects can be seen in the temperature plot observed in Fig. 4.3.4. The tem-

perature magnitude differs hugely from the other drive cycles, with a temperature

increase of 34 ◦C.

The average and maximum temperature difference also falls within an unaccept-

able range, with a temperature differential of around 5 ◦C. This temperature differen-

tial is not within the acceptable ranges for EVs and suggests that a thermal manage-
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Fig. 4.3.4: NR cell temperature results

ment system’s loading would undoubtedly need to be increased for these racing-like

scenarios.

4.4 Modular Thermal Results

Looking now at the modular topology configuration, the drive cycle simulation for

the thermal behavior started to approach a more realistic scenario of the topology of

uses these batteries will face during driving. Before continuing with the discussion,

there was a need for a numbering scheme because there are multiple cells at the

module level. The subsequent figures label the different jelly roll temperatures as

C(No). The cell number starts farthest from the plane of symmetry, and then the cell

number increases as it moves towards the plane of symmetry. The same numbering

system is used for the jelly rolls, where each jelly roll’s number for a specific battery

is increased as its location is closer to the plane of symmetry. In the case of the jelly

roll, its classification is listed as J(no). For geometric clarification, the naming system

is included in Fig. 4.4.1 shown below.
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Fig. 4.4.1: Naming convention for the modular thermal results

4.4.1 WLTC Drive Cycle

Starting again with the WLTC cycle, the temperatures of the drive cycle are shown

in Fig. 4.4.3. These results show that the temperature increase is more significant

than the cell temperature alone, as the maximum temperature increases to 300.6 K,

a 2.45-degree C increase from the initial condition. One can also see that the cells’

temperatures diverge as the cycle progresses; however, this temperature difference is

within 1 ◦C.

It can also be seen that the cell closest to the module’s center C3J2 from Fig.

4.4.3 has the highest temperature increase at the end of the simulation. Interestingly,

the cells in the module’s center for the duration of the initial portion of the cycle have

the most considerable temperature magnitude, as seen from C2J2 in Fig. 4.4.3.

4.4.2 CLTC Drive Cycle

Similarly to the WLTC cycle, the magnitude of the cell temperature increase inten-

sified with the addition of more cells. Its overall increase is reduced in comparison

with that of the WLTC cycle. Still, it had a very similar temperature increase, with
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Fig. 4.4.2: WLTC drive cycle results

an average increase of around 2 ◦C, and the temperature spread of the cells across

the module is tightly knit. This temperature spread was smaller than that of the

WLTC cycle. This temperature increase displays that a BTMS should accompany

the module behavior for regular use. It is proposed that the average temperatures

would increase further with an increase in the cycle number. It is noted, however,

that the time scale of the WLTC cycle is around 3500 s. This time scale is relatively

close in time magnitude to around an hour of light driving. If the WLTC encapsulates

the drivers’ behavior, then the load on the BTMS system would be relatively small.

Fig. 4.4.3: CLTC drive cycle results
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Once again, the cell behavior during the cycle has similar properties to the WLTC

cycle. The cells in the center of the module for the initial half of the cycle are the

highest, and then towards the end of the cycle, they start to converge with the cell

in the center, finishing with the highest temperature.

4.4.3 EPA

Regarding the average temperatures for the EPA cycle, the average temperatures as

shown in Fig. 4.4.4 increase more significantly than that of the individual cell. These

more significant temperature differences are expected due to the cells’ multiplicity.

Its increase is again very similar, with a rise of 4.3 ◦C. The spread of the temperatures

also follows the same trend as the others, diverging over the entire drive cycle and

having the most significant differences near the end of the cycle. This differential

from lowest to maximum is around 0.5 degrees C, which is acceptable in battery use.

Fig. 4.4.4: EPA drive cycle results

The pattern of the WLTC, and CLTC drive cycle continues with the continues

here with the EPA drive cycle. The cells in the center had the most significant

initial temperature gradient, and their increase on average to be the hottest continued

until the very end of the drive cycle, where the innermost jelly roll then became the

maximum temperature.
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4.4.4 NR

The NR cycle is the most demanding of all the cycles, with incredibly large C-rates

and E-rates; due to this, it was expected that the temperature increase would be

more extensive in magnitude than the previous drive cycles. However, the drive cycle

is much shorter than that of the WLTC, CLTC, and EPA sections at a meager value

of around 600 s, so it was possible that the temperature increase would not be as

drastic as it was. The temperature distribution of the module can be seen from the

image in 4.4.5.

Fig. 4.4.5: NR drive cycle JR temperatures

The overall increase throughout the drive cycle was expected to be quite large due

to the immense heat generation and the significant heat effects from one jelly roll.

The hotspots of the module range closer to the center of the battery, with the highest

temperature sections being directly adjacent to the batteries. This simulation calcu-

lated a final temperature increase of over 110 ◦C. This temperature seems unlikely

and is likely due to the employed heat generation map technique. As the battery

approaches temperatures exceeding the temperature domains of the heat generation

maps, extrapolation must occur, leading to unrealistic heat generation. Due to this

extrapolation, the temperature difference grew quite large, from their original starting

temperatures and from each other. This behavior suggests that without the BTMS,

this cycle could be detrimental to the lifecycle and safety of the battery, and as such,

these racing-link driving conditions would need a BTMS.

122



CHAPTER 5

Conclusions and

Recommendations

5.1 Conclusions

In conclusion, a 1D SPM model to estimate voltages was completed and tested using

the HPPC curve 25◦C ambient air conditions as its basis. Parameters for the 1D

SPM simulation were estimated using a GA and used to generate voltage profiles

that displayed accurate results to the behavior of a real-life cell. Although there

were differences between the estimated HPPC and simulated HPPC voltage curves,

these parameters effectively simulated the various driving cycles in the regions 95%

SOC and 5% SOC, as was seen for the WLTC, CLTC, EPA, and NR cycles. The

errors between the estimated voltages and experimental voltages were 9.65× 10−5V ,

4.9 × 10−3V , 2.19 × 10−2V , and 4.62 × 10−2V respectively. These results show how

well the GA can estimate the voltage behavior of the battery.

With these estimations, 2D heat generation maps were created to include the

varying effects temperature had on the heat generation terms. With these heat maps,

the behavior of the battery at cell and module temperatures was completed, and

the behavior was analyzed. The thermal behavior of the WLTC, CLTC, EPA, and

NR drive cycles was modeled and evaluated, with average temperature increases of

0.19◦C, 0.3◦C, and 0.4◦C for the first three curves. The NR drive cycle had the

most significant heat generation profile and the largest temperature increase. The

results show that these parameter estimations show the cell level’s expected thermal
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behaviors. This expected thermal behavior was shown at the cellular level for the

WLTC, EPA, CLTC, and EPA drive cycles. Areas of interest at the cellular level

were identified.

The areas of thermal interest were also identified at the modular level for the

CLTC, WLTC, EPA, and NR cycles. The temperature increase across the drive cycles

is more significant in magnitude than that of their cellular results. The temperature

spread of module cells was also small, which is beneficial for the batteries’ use case.

The maximum temperatures were also identified in each case, where the cell in the

module’s center unsurprisingly had the highest end temperature after the simulation.

The heat map technique was also identified to be functional with cycles of lower

C-rate and unsuitable for cycles that could push the temperatures of the batteries

outside the expected temperature range for the heat map.

5.2 Recommendations

Areas of improvement for future research have multiple avenues. They will be divided

into three categories.

• Simulation-based improvements

• GA Improvements

• 3D thermal model improvements

5.2.1 Simulation-based Improvements

The first area of improvement that is possible is to couple the thermal 3D simulations

with the 1D simulations, such that, at every time step, the 1D electrochemical model

is recalculated, and the heat generation terms can be more accurately simulated

instead of the interpolation process that was carried out in this research. Another

area of improvement is the heat generation terms within the 1D model; by including

the concentration gradients to calculate the heat generation more closely, a more

accurate representation of the battery can be achieved.
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5.2.2 GA improvements

The generations could be run further for the GA improvement to achieve a more

convergent RMSE value. Due to the nature of the GA approaching a local optimum,

there remained a spread in the estimations of the parameters. In the author’s belief,

this spread could be reduced with the increase of the generation number and the

number of GA attempts, but at the cost of the time. As written, the GA did not con-

sider parallelization capabilities; with a rewrite of the methodology, more convergent

results could be achieved simultaneously but with increased computational resources.

Within the 1D model, there are implicit assumptions on some of the values of

the parameters that are well accepted; two of particular note are the Bruggeman

coefficient and the charge transfer coefficient α used in the Butler-Volmer equation.

These values were assumed to be 1.5 and 0.5, respectively. However, this may not be

the case, and perhaps including these values within the GA estimation process could

further improve the model’s estimation properties.

One fundamental assumption in this context could also provide improvement: the

assumption provided by equation 3.69. This assumption is not necessarily valid and

may be incorrect to the best of the author’s knowledge. The assumption changed to

equation 5.1 is more comprehensive.

Cbatt = min(Canode, Ccathode) (5.1)

This more comprehensive assumption allows either of the electrodes to be over-

sized, which is likely from a design perspective. Furthermore, a sensitivity analysis

could have been completed before the start of the GA to ensure that the variables

chosen have a non-negligible contribution to the simulation results.

5.2.3 3D Thermal Model Improvements

With some changes in assumptions at the 3D scale, further improvements could also

be made. An overall thermal conductivity was provided; however, the thermal distri-

bution could be enhanced with further fidelity of the material properties. The thermal

125



5. CONCLUSIONS AND RECOMMENDATIONS

conductivities are not the only values that could be improved; an enhancement to the

3D model at every level (cell and module) could include radiation dissipation. The

values for the emissivity and absorptivity of the surrounding BMS system were un-

known and, as such, not included in the scope of this work. Finally, one further

improvement could be made at the 3D level; with further cell fidelity, the tab infor-

mation and the bus bar parts could be included in the simulation to evaluate potential

hot spots of the battery due to the connection with the CAN bus. One particular

area of interest could also be including stress and aging effects within the 1D model,

including the temperature effects.
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[78] R. C. Massé, C. Liu, Y. Li, L. Mai, and G. Cao, “Energy storage through intercalation

reactions: electrodes for rechargeable batteries,” National Science Review, vol. 4,

no. 1, pp. 26–53, 2017.

135



REFERENCES

[79] Z. J. Zhang and P. Ramadass, “Lithium-ion battery systems and technology,” in

Batteries for Sustainability: Selected Entries from the Encyclopedia of Sustainability

Science and Technology, pp. 319–357, Springer, 2012.

[80] B. Dunn, H. Kamath, and J.-M. Tarascon, “Electrical energy storage for the grid: a

battery of choices,” Science, vol. 334, no. 6058, pp. 928–935, 2011.

[81] A. Mauger and C. Julien, “Critical review on lithium-ion batteries: are they safe?

sustainable?,” Ionics, vol. 23, pp. 1933–1947, 2017.

[82] C. Costa, E. Lizundia, and S. Lanceros-Méndez, “Polymers for advanced lithium-ion

batteries: State of the art and future needs on polymers for the different battery

components,” Progress in Energy and Combustion Science, vol. 79, p. 100846, 2020.

[83] H.-H. Chang, T.-H. Ho, and Y.-S. Su, “Graphene-enhanced battery components in

rechargeable lithium-ion and lithium metal batteries,” C, vol. 7, no. 3, p. 65, 2021.

[84] G. L. Plett, Battery management systems, Volume I: Battery modeling. Artech House,

2015.

[85] P. Zhu, D. Gastol, J. Marshall, R. Sommerville, V. Goodship, and E. Kendrick,

“A review of current collectors for lithium-ion batteries,” Journal of Power Sources,

vol. 485, p. 229321, 2021.

[86] H. Zhang, Y. Yang, D. Ren, L. Wang, and X. He, “Graphite as anode materials:

Fundamental mechanism, recent progress and advances,” Energy Storage Materials,

vol. 36, pp. 147–170, 2021.

[87] A. R. Armstrong, C. Lyness, P. M. Panchmatia, M. S. Islam, and P. G. Bruce, “The

lithium intercalation process in the low-voltage lithium battery anode li1+ x v1- x

o2,” Nature materials, vol. 10, no. 3, pp. 223–229, 2011.

[88] N. A. Kaskhedikar and J. Maier, “Lithium storage in carbon nanostructures,” Ad-

vanced Materials, vol. 21, no. 25-26, pp. 2664–2680, 2009.

136



REFERENCES

[89] P. Luo, C. Zheng, J. He, X. Tu, W. Sun, H. Pan, Y. Zhou, X. Rui, B. Zhang, and

K. Huang, “Structural engineering in graphite-based metal-ion batteries,” Advanced

Functional Materials, vol. 32, no. 9, p. 2107277, 2022.

[90] I. El Hajj, L. Speyer, S. Cahen, P. Lagrange, G. Medjahdi, and C. Hérold, “Crystal
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