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Abstract

The Von Neumann architecture has determined the characteristics and working principles
of classical computing paradigms since 1945. CMOS technology had a major role in the
improvement of modern computers thanks to advancements in device scaling. However,
recent years saw the advancement in deep learning algorithms built on brain-inspired
networks of artificial neurons, also referred to as artificial neural networks, concurrently
with an exponential increase of processed data, representing a big challenge for conven-
tional computer hardware. The "bottleneck" of the Von Neumann architecture is due to
the unavoidable movement of data between the CPU and memory, causing latency and
high energy consumption. Neuromorphic computing allows the hardware implementation
of the "in-memory" computing paradigm taking advantage of cross-point technologies
where the data can be processed and stored within the same location. This is possible
thanks to beyond-CMOS devices known as memristors, whose programmable conductance
states can be used to encode synaptic weights for implementing artificial neural networks
algorithms such as deep neural networks and spiking neural networks. Among these, fer-
roelectric Tunnel Junctions are a great candidate for the hardware realization of spiking
neural networks.

In this work, FTJ synaptic weights built with two different ferroelectric materials - HfZrO4

and BiFeO3 - are discussed. First, the fabrication processes of crossbar arrays based on
the two distinct FTJs are presented. Then, particular attention is given to the BiFeO3

crossbar array: electrical characterizations of the fully processed devices show a lower
On/Off ratio than what is observed in the simplified test structures on the blanket film.
Thus, temperature-dependent measurements have been analyzed in order to study the
conduction mechanisms across the device, and an investigation of the resistive switching
mechanism is reported. The oxidation of Ni during the processing affects the polarity of
the FTJ and the On/Off ratio, which becomes comparable to that of CMOS-compatible
HfZrO4 junctions. Finally, the comparison between the two materials doesn’t show any
relevant advantage in using one technology over the other.
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1| Introduction

The past few decades have been characterized by an incomparable exponential growth of
electronics and computing capacity which radically changed human habits. [1]. Thanks
to the advancement in complementary metal-oxide-semiconductor (CMOS) technology,
due to the reduction in device size following Moore’s law and Dennard scaling, computer
performance has improved year by year [2]. However, the past few years witnessed the
limits of the classical computer architecture. At the device level, performance gains
are no more straightforward to obtain due to increasing leakage current as the size of
the transistor approaches physical limits [3]. From an architectural point of view, the
constant movement of data between the central processing unit (CPU) and memory in
the so-called "von Neumann" architecture, causes a significant decrease in the speed and
energy efficiency [4].

The modern computing architecture was founded in 1945 by J. Von Neumann, inspired
by a conceptual calculator structure suggested by Turing in 1936 [5]. In the Von Neu-
mann architecture, the processor and memory regions are physically separated, and data
are transferred via bridged buses [2]. The high cost of the Von Neumann architecture
has been defined as the "Von Neumann bottleneck" or "memory wall" problem. This
problem is characterized by three main aspects: (1) Latency deriving from data move-
ment between memory arrays and the CPU; (2) Limited bandwidth of data movement in
memory hierarchies; (3) high energy consumption [6].

With the advent of Artificial Intelligence (AI), Machine learning (ML) methods like Artifi-
cial neural networks (ANNs) and deep neural networks (DNNs) have become increasingly
popular, concurrently with the exponential increase of data [3]. Predictions show that
the amount of digital data to be analyzed and processed will be one million times greater
than the current amount by 2040 [7]. The need for those networks to be trained on
huge datasets constitutes a big challenge for conventional computer hardware based on
the sequential Von Neumann architecture, which has limits in performance and energy
efficiency [8].



2 1| Introduction

The von Neumann bottleneck can be mitigated by increasing the number of parallel com-
puting elements in the system [9]. However, real improvements couldn’t be obtained keep-
ing the same limited memory bandwidth [10]. State-of-the-art deep learning algorithms
are trained with graphic processing units (GPUs) accelerators and several application-
specific integrated circuits (ASIC) based on CMOS technology have been developed.
However, they are not well suited for high-energy demanding tasks such as NN train-
ing [9, 11, 12]. In this context, a new computing paradigm called processing-in-memory
(PIM) technology can be a promising solution to overcome the Von Neumann bottleneck.
The idea consists of bringing memory and computing physically close, thus improving the
efficiency of data movement [6].

Taking advantage of this "in-memory" concept, new architectures developed around emerg-
ing non-volatile memory devices, allowing for on-chip high-density storage and fast low-
power parallel analog computing. Among these, some are able to achieve multilevel re-
sistance states, emulating biological synapse functionality. Those emerging devices lie
under the concept of "memristor", a beyond-CMOS electronic device whose controllable
conductance states can be used to encode synaptic weights. In fact, this change in con-
ductivity follows similar mechanisms that characterize the biological synapses at the base
of the neuronal activity in the human brain. Thus, it has been regarded as an excellent
technology suited for brain-inspired computing [3, 12]. Memristor crossbar arrays can also
perform PIM computation by utilizing Ohm’s law for multiplication and Kirchoff’s cur-
rent law for addition [6]. Those mathematical operations correspond to the fundamental
multiply-accumulate (MAC) operation, or dot-product, which is the core of Vector-Matrix
Multiplication (VMM). VMM is crucial in the operation of ANNs, but consumes a lot
of energy if done using traditional architectures. However, in memristor crossbar arrays
VMM is executed in the analog domain with less energy consumption and high paral-
lelism [12–14]. Memristors are used to implement synaptic weight functionality in both
non-spiking ANNs and Spiking-Neural-Networks (SNNs) [4]. The former aims at maxi-
mizing the parallel computation, and neuron values are encoded by binary bits or by the
number of voltage levels; data in SNNs are encoded based on the timing and frequency of
pre and post-synaptic spikes, making it more similar to actual biological nervous systems
and more energy-efficient than other neural networks [1, 12].

The Ferroelectric Tunnel Junction is a structure comprising of a ferroelectric barrier that
divides two conductive electrodes. It is a potential solution for creating non-volatile
memristors, and several different ferroelectric materials have been shown to be suitable
for FTJs to mimic brain-like operations [3].
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This thesis will first discuss the fabrication of ferroelectric synaptic weights based on two
different technologies, HfZrO4 and BiFeO3 ferroelectric tunnel junctions, and in particular
a comprehensive analysis of the resistive switching mechanism in BiFeO3 synaptic weights
is reported. A brief overview of the theory behind neuromorphic computing, memristors
and ferroelectric memories will be discussed in Chapter 2. In Chapter 3 we introduce the
relevant methods employed to conduct research for this thesis. Then, the fabrication of
memristor crossbar arrays based on HfZrO4 and BiFeO3 is reported in Chapter 4, with
a discussion on possible applications of the two technologies and the material-related
differences. The electrical characterization of BiFeO3 crossbar arrays shows that the
resistive switching is characterized by an On/Off ratio (the ratio between the currents
in the High and Low Resistive States (HRS, LRS)) which is orders of magnitude smaller
than what is observed in the simplified test structures on the blanket film. Chapter 5 will
investigate the origin of this difference through the analysis of temperature-dependent
measurements. As a last point, final remarks will be given in Chapter 6.





5

2| Theoretical background

2.1. Neuromorphic computing

Traditional computing architectures experience a major performance bottleneck due to
memory-related limitations, as outlined in Chapter 1. In comparison, biological nervous
systems demonstrate exceptional capabilities and performance by utilizing stochastic net-
works of neurons with unreliable computational elements to carry out robust computa-
tions. [15]. In this context, neuromorphic computing paradigms are becoming attractive
solutions since they allow the implementation of alternative non-Von Neumann architec-
tures, using cutting-edge technologies.

Neuromorphic systems, emulating the biological ones, take advantage of energy-efficient
asynchronous and event-driven methods to process information. While in traditional in-
formation processing systems CPUs and memory are two distinct and physically separated
areas on the chip, both biological and artificial neural processing systems operate as ’in-
memory’ computing systems, where the neural network synapses simultaneously serve as
memory storage and non-linear operators [9].

The research community has been facing a challenge in creating brain-like machines since
the emergence of digital computers [16]. Already in 1956, J. Von Neumann was inspired
by the brain in one of his works [17]. The first model of a perceptron was proposed in 1958
by Rosenblatt [18] and the retinas in 1970 by Fukushima [19]. The term Neuromorphic
can be traced back to the works of C. Mead [20]. Mead was inspired by the way synaptic
transmission works in the retina. He realized that transistors, which were only used as
digital switches before, could be used in their analog form. This led to the development of
neuromorphic circuits, which could simulate neural systems using fewer transistors than
digital methods [21].

The concept of neuromorphic computing is tied to its hardware architecture, which ini-
tially relied on using analog circuits made of silicon as the fundamental components for
constructing SNNs. In modern times, the concept has expanded to include hybrid ana-
log/digital as well as purely digital implementations. Hardware-based neuromorphic ar-
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Figure 2.1: Illustration of the brain memory hierarchy with co-localized memory and
computation (a) vs. (b) the classical computing architecture: Central Processing Units
(CPUs) containing multiple cores, having each a micro-processor and local memory. This
block is connected to the main memory block, the primary storage area, but requires
longer access times than the memory blocks in the core. Worst is for peripheral memory
block but with higher storage capabilities. Adapted from [9].

chitecture should be differentiated from software-based approaches to classification or
recognition tasks, such as deep learning, which is developed within the Von Neumann
framework [7].

Deep learning methods are built around the computational model of ANNs having more
than two processing layers (also known as deep neural networks), in addition to revo-
lutionary architecture, processing functions, and regularization techniques. ANNs and
specifically DNNs models, have shown remarkable abilities to handle complex problems
such as speech recognition, visual object recognition, image analysis, language trans-
lation, and even self-driving vehicles [22]. The goal of the hardware implementations
of data-inspired computing is to supplement the Von-Neumann architecture for those
application-specific intelligent tasks, without completely substituting it when it comes to
conventional computing [12].
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2.2. Artificial Neural networks

Artificial neural networks, commonly referred to as ANNs, are designed to realize artifi-
cial intelligence by replicating the functionality of biological neural networks in the brain
[3]. The brain of humans consists of a vast network of interconnected neurons. Neurons
are individual cells that carry out basic functions, such as responding to incoming sig-
nals, but when arranged in a network, they have the ability to perform complex tasks
like recognizing speech and images. Electrochemical signals between neighboring neurons
are transmitted across the so-called synapse (Figure 2.2). This has the effect of raising
or lowering the electrical potential inside the body of the receiving cell. If the potential
reaches a threshold, a pulse is sent down the axon and the cell is ‘fired’ [23, 24]. The inher-
ent memory of the brain derives from the overall distribution of the synaptic connection
strengths in the network, while learning is achieved through the synapses’ reconfiguration
known as synaptic plasticity [25].

Figure 2.2: Transmission of electrochemical signals through neurotransmitters in a bio-
logical synapse. Adapted from [20].

Artificial neural networks (ANN) have been developed as generalizations of mathematical
models of biological nervous systems. The basic processing elements of neural networks
are called artificial neurons or nodes. The simplified mathematical model for a node
in the ANN is shown in Fig. 2.3: the synapses are represented by connection weights
that modulate the effect of the associated input signals, while the nonlinear characteristic
exhibited by neurons is represented by a transfer function. The neuron output is then
computed as the weighted sum of the input signals, transformed by the transfer function
[24]. This process can be represented using a mathematical model [23]:

y = g

(
n∑

i=0

wixi − t

)
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where y is the output of the node, g is the transfer function, wi is the weight of input
xi. When the weighted sum of the inputs exceeds the threshold value of the node, the
neuron is activated and the signal is transferred to the neighboring neurons. The transfer
function g has many forms: the step function is the simplest one, however, non-linear
transfer functions such as the sigmoid, are more appropriate since only a few problems
are linearly separable [23].

Figure 2.3: Graphical representation of the artificial neuron model. The neuron receives
inputs xi from N other units or external sources, with associated weights wi. The total
input to a unit is the weighted sum over all inputs,

∑N
i=1 wixi = w1x1+w2x2+ ...+wNxN .

If the total input is below a threshold t, the output of the unit would be 1 and 0 otherwise.

The output is determined by the model y = g

(∑n
i=0 wixi−t

)
where the transfer function

g is the step function. It can also be, for example, a continuous sigmoid as shown by the
red curve. Adapted from [26].

When combining two or more artificial neurons we are getting an artificial neural network,
where the nodes are organized into linear arrays, called layers. Figure 2.4 represents an
ANN consisting of input, output, and hidden neuron layers [24]. Historically, a neural
network with more than one hidden layer is referred to as a deep neural network (DNN),
which is the computational framework to implement deep learning algorithms [4]. The
basic architecture shown in Figure 2.4 is a feed-forward network, where the signal flow
is from input to output units, contrary to recurrent networks which contain feedback
connections. However, there are several other neural network architectures depending on
the application.

ANNs can be trained to perform a specific task by teaching them how to adjust their
weights according to a learning algorithm [24]. When the optimized synaptic weights are
loaded into the neural network from an external site, it is called offline training. Online
training, on the other hand, involves adjusting the synaptic weights during training in the
same network that is used for inference. In addition, if the training samples are labeled
according to expected known outputs, it is called supervised learning; otherwise, it is
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Figure 2.4: Schematic diagram of a feed-forward neural network with a number of hidden
layers between input and output neuron layers. Adapted from [27].

unsupervised learning. In addition to these two, there is reinforcement learning where the
decision-making process is self-adjusted based on early experiences, in order to maximize
rewards for a specific problem [4].

Most of the learning techniques can be defined as variants of the Hebbian learning rule.
This states that the simultaneous action of two neurons will strengthen their interconnec-
tion or weight; however, no bounds are given. The Perceptron learning rule is very similar
to the Hebbian learning but weights are modified only when the input vectors, initialized
with random weights, do not correspond to the output. This technique is only able to
handle linearly separable problems. Deep learning, instead, is able to deal with non-linear
problems [24]. It is based on the so-called "backpropagation algorithm", in which the dif-
ference between the expected (desired) and actual output values is minimized, and the
weight is consequently updated but in a sequence that goes from the output to the input
layer [7]. Particularly promising is the spike-timing-dependent plasticity (STDP), relying
on the evolution of the synaptic strength depending on the timing and causality between
the electrical signal of pre- and post-synaptic neurons, a rule observed in mammal’s cor-
tex [28]. Since no previous knowledge of the output weights is needed, STDP allows for
unsupervised learning [2, 25]

When classifying ANNs it is important to look at the synaptic plasticity and the connectiv-
ity structure: neuromorphic hardware is based on the digital non-spiking implementation
of DNNs or on the analog spiking behavior of Spiking Neural Networks (SNNs) [12]. Un-
like other neural networks, SNNs encode data in the pulse timing and frequency between
pre- and post-synaptic spikes. Like biological systems, neurons are only activated when
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they detect an input signal, unless they are in a resting state. For this reason, SNNs are
extremely energy efficient. SNNs are able to implement spike-timing-dependent plasticity
(STDP) learning [2], thus conferring to the network unsupervised learning ability. The
weights in DNNs are instead updated according to back-propagation, thus in a supervised
training method. In this kind of network, the aim is to emulate the parallel computing
feature of the brain to maximize the throughput, and the digital neuron values are en-
coded by binary bits or by the number of voltage pulses or levels. Nowadays, deep learning
is trained in hardware platforms using GPUs accelerators, a combination of hundreds of
parallel cores with high memory bandwidths able to increase speed and improve energy
efficiency. But parallelization alone cannot solve the challenges related to the data move-
ment between on-chip and off-chip memory and to the digital logic operations still on CPU.
Several application-specific integrated circuits (ASIC) based on CMOS technology have
been developed to further improve energy efficiency, using static random access memory
(SRAM) as synaptic memory that however still needs to communicate with the off-chip
memory. SRAM revealed also insufficient storage capacity for the increasing number of
parameters of deep learning algorithms, and parallelism is limited by its characteristic
row-by-row operation. CMOS-based hardware can be considered to be able to emulate
the learning process of the brain. However, the brain efficiency is still unreachable, and
the ‘in-memory computing’ feature is not realizable, partially because most CMOS neu-
romorphic hardware has been built upon the traditional von Neumann architecture [4].
As an example, the IBM TrueNorth neuromorphic chip based on SNNs shows compara-
ble efficiencies to standard CPUs. Here, the weights need to be pre-trained offline and
loaded to SRAM synaptic arrays. On the contrary, SNNs implemented for example in
Intel Loihi, show important gains in latency and energy compared to TrueNorth neuro-
morphic chip [29]. Neuromorphic chips based on SNN implementations combine analog
synaptic functionality with analog or digital neurons [9, 11, 12]. Both DNNs and SNNs
have been realized with CMOS circuits, but the computational capability of SNNs has not
been demonstrated as much as DNNs, mainly because of the lack of efficient algorithms
and dynamic devices. The learning accuracy of deep learning based on back-propagation
is higher than SNNs when solving traditional classification problems [2, 12].

Beyond digital memory technologies, non-volatile memory emerging devices like memris-
tors (i.e. memory resistors) are attractive for hardware implementation of high-density
storage neuromorphic hardware that can be monolithically integrated on CMOS [12, 14,
30]. Organized in a cross-point architecture or crossbar arrays, resistive memories have
the intrinsic property to perform vector-matrix multiplication (VMM) locally, realizing
the in-memory computing function. Vector matrix multiplication, which is at the core of
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deep learning algorithms, is very energy-demanding for traditional digital computing sys-
tems. Memristors are able to locally store the weights, encoded in conductance values of
each non-volatile element. Furthermore, memristors can be used as the physical weights
not only for DNNs but also SNNs, sharing with biological neurons fundamentally similar
functioning mechanisms [4]. Thus, the goal is to store and update the weights in a more
parallel fashion and locally, replacing the SRAM arrays with the resistive crossbar arrays
[12].

2.3. Memristor crossbar arrays

In 1971, Leon Chua theorized the existence of a new element, predicted as the fourth
hidden fundamental element, in addition to resistor, capacitor, and inductor [2]. This
element he called "memristor" was theorized to be a two-terminal device satisfying a
non-linear relationship between charge and flux [31]:

dϕ = Mdq (2.1)

The relationship can be equivalently expressed in terms of voltage and current:

M =
dϕ/dt

dq/dt
=

V

I
(2.2)

According to Eq. 2.2, M is measured in ohm, thus, the device should exhibit a resistance
M dependent on the charge flow. The revolutionary concept of the memristor lies in its
inherent memory function: whenever current and voltage are zero it does not lose the
values of magnetic flux and electric charge, but it will maintain memory of its most recent
state. Thus "memristor" derives from a concept of memory resistor, and the same holds
for the parameter M defined as "memristance". The distinctive feature of any memristor
is the pinched I-V hysteresis loop showed in Figure 2.5: the resistance of the device can be
reversibly switched between a higher and a lower value, the so-called Resistive switching
[3, 31].

A memristor is typically a three-layer system with two terminals, the electrodes, and a
‘storage’ layer in between. The device has inherent resistor properties but the storage
layer can be dynamically reconfigured when stimulated by electrical inputs. This leads to
memory effects since the change in resistance can be used to store data and also directly
process them [1]. Unlike existing CMOS-based memory technology, which reads volatile
capacitance states, memristor technology is a nonvolatile technology. Devices exhibit an
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Figure 2.5: Representation of a generic current-voltage characteristic of a memristor,
showing pinched hysteresis loop. Adapted from [31].

I-V hysteresis where changes in voltage lead to device switching from a low resistance
state (LRS) to a high resistance state (HRS), and vice versa. Moreover, the conductance
value can be gradually changed within the area surrounded by the I-V hysteresis; this
property can be used to implement synaptic plasticity [2].

In 2008 the first demonstrator was built in Hewlett Packard laboratories, showing resistive
switching, as predicted by Chua [2]. The growing interest in memristors brought several
ideas for applications for those devices, such as reconfigurable logic and new memory
concepts. However, most of the interest led to the development of memristors’ capability
to emulate the synaptic behavior [32]. Indeed, memristor research is particularly focused
on utilizing them in neuromorphic hardware. This derives from the ability of neural net-
works to handle device non-idealities which include device-to-device variabilities due to
fabrication non-uniformity, and cycle-to-cycle variabilities due to the stochastic switching
process. Interestingly, this stochasticity is actually a beneficial property that mimics the
behavior of biological synapses, acting as a regularizer during training.
Memristors can implement an ultrahigh-density memory layer that can be directly inte-
grated on the processor through dense local interconnects. This eliminates the off-chip
connections between memory and processor, thus significantly reducing the memory bot-
tleneck and improving the energy efficiency and speed of the system. In fact, neural
networks have been implemented on conventional computing hardware with the synaptic
weights being stored in off-chip memory. In contrast, memristor-based implementations
possess inherent co-location of memory and computing functions in the same device and
a high level of parallelism which significantly improves system efficiency [1].
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A memristor neural network can be realized in hardware in a crossbar form where inputs
are fed into the rows and the outputs are connected to the columns (Figure 2.6 (c)).
Rows and columns in the so-called crossbar array are perpendicular to each other, and the
synaptic devices are sandwiched at each crosspoint. Their weights can be encoded by the
conductance of the resistive synaptic devices. This architecture has been proposed for the
implementation of the MAC operation, the most time-consuming step in neuromorphic
algorithms, in a parallel fashion: read voltages are applied to all the rows, and then
multiplied by the conductance G of the synaptic devices (through Ohm’s law I = VG) at
each crosspoint, resulting in a weighted sum current in each column (trough Kirchoff’s
law Ij =

∑
i ViGi) (Figure 2.6) [1, 12]. In digital logic the multiplication and addition,

which are the fundamental operations required by VMM, are realized instead by pipelining
multiple adders and multiplier digital blocks [14]. (Figure 2.6 (b)). Thus, the parallelism
of a crossbar architecture allows the mapping of the VMM in a single-read operation.
Nonetheless, the presence of sneak paths affects the accurate reading of each resistive
element individually. On the other hand, memristor-based architectures can read the
VMM obtained through physics, which is not affected by sneak paths thanks to the
simultaneous polarization of bit and word lines as well as simultaneous access to each
cell. Thus, unlike RAM operations, they don’t need selectors to access the individual
memory cells but rather allow for selector-less passive crossbar operation. Programming
the individual cells is however still challenging for sneak paths issues [14].
Communication between arrays is still in the digital domain; moreover, input voltages
are better represented by the digital number of pulses or by the pulse width, to avoid
non-linearity issues. Large-scale arrays can still face problems with long interconnect
resistance and huge power demand from peripheral circuits [12].

A very interesting feature of memristor-based hardware is its compatibility with online
learning since the weights can be gradually changed by applied voltage pulses, according
to the learning rule. In addition, raw signal processing can be made more efficient by
computing in the analog domain, and further reduce latency and chip area by eliminating
the need for digital conversion.
Improvements to the device’s performance include increasing speed, ON/OFF ratio, cy-
cling endurance, and data retention time. Additional efforts involve the reduction of
the operating voltage and current, as well as addressing device variability challenges. A
small device footprint for large-scale neural network integration is needed, with a trade-
off between scalability and analog synaptic properties to be faced. The realization of 3D
crossbar arrays with two-terminal devices is a future goal [1, 12].
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Figure 2.6: (a) Basic NN structure and related VMM operation, where the inputs xi are
organized in a vector, the weights Wi in a matrix, and the output of the operation is also
represented as a vector. (b) Schematic of the digital VMM, obtained by pipelining digital
blocks, versus the analog VMM, obtained by summing the currents obtained in each of
the N columns. (c) Crossbar array where a memristor is formed at each crosspoint and
can be used to simultaneously store data and process information ( Vi, voltage applied
at each row i; Ij, current trough column j; Gi,j, conductance of the memristor at the
intersection of row i and column j. (d) 3D illustration of how a memristor-based crossbar
can be monolithically integrated in the Back-End-Of-Line (BEOL) of a CMOS. Adapted
from [14]

The resistive switching (RS) mechanism can be related to various physical reasons,
such as growth/fracture of conductive filaments, ferroelectric polarization, electron spin,
charge trapping, Schottky barrier, Pool–Frenkel emission and space charge limited cur-
rent (SCLC) [3]. Ferroelectric non-volatile memories have been recognized with great
potentiality in neuromorphic applications. Other concepts have been proposed, such as
Resistive random-access memory (RRAM), phase change material (PCM), and magnetic
random-access memory (MRAM). The following section will provide an in-depth analysis
of the ferroelectric technology.
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2.4. Ferroelectricity

Discovered in 1921 in Seignette or Rochelle salt, ferroelectricity was known as "Seignette
electricity". To understand how ferroelectricity can arise it is reasonable to take a look at
its crystallographic structure. There exists a sub-set of dielectric materials whose crystal
structure lacks a center of symmetry, i.e. they are non-centrosymmetric [33].
Asymmetric molecules have a dipole moment provided by the following definition [34] :

p⃗ =

∫
dV ρ(r⃗)r⃗ (2.3)

where ρ(r⃗) is the charge density in the molecule. The total dipole moment in a solid is
the sum of all single dipole moments. The polarization P⃗ is defined as the total dipole
moment per unit volume [34].

Ferroelectrics belong to a set of non-centrosymmetric crystals with a dipole moment point-
ing along a special axis aligned with the crystal, called polar axis. For most ferroelectrics,
the polar state only exists over a limited range of temperatures below the so-called Curie
temperature Tc. Above this point, a transition occurs from a polar ferroelectric phase to a
non-polar paraelectric phase, having higher crystal symmetry, and thus not showing fer-
roelectricity. Ferroelectrics possess a dielectric polarization in the unit cell of the crystal
structure known as spontaneous polarization Ps. The application of a field of sufficient
magnitude will cause the spontaneous polarization to switch to a different stable direc-
tion, and, upon removal of the field, the polarisation will not spontaneously return to its
original direction and magnitude. The polarization is not only dependent on the electric
field but also on its history, yielding to the characteristic hysteretic behaviour of those
materials. It must be noted that a ferroelectric material can be subdivided, in a simplistic
picture, into many microscopic regions having each a homogeneous polarization. Those
regions are called domains. There are many reasons for the existence of domains, includ-
ing non-uniform strain, microscopic defects, and the thermal and electrical history of the
sample. But even in an ideal crystal, domains are expected for energetic reasons. In nor-
mal conditions domains are randomly oriented, leading to a zero macroscopic polarization
of the material, but when an electric field, higher than the so-called coercive field Ec is
applied, they tend to align along its direction. The material will thus show a non-zero
macroscopic polarization. In order to change the polarization direction, the ferroelectric
domains must overcome an energy barrier equal to the coercive field [33, 34].

In Figure 2.7 we can see the typical hysteresis of the polarization under an applied electric
field. Starting from zero, an increase of the field in the positive direction corresponds to
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(a) (b)

Figure 2.7: (a) The blue curve depicts the P-E ferroelectric hysteresis loop. The in-
sets with the arrows represent the domain evolution during polarization switching. (b)
Schematic representation of paraelectric-ferroelectric phase transition upon cooling below
Tc, in both displacive type and order-disorder type materials. Adapted from [33].

an increase in the polarisation of the material. This is due to the gradual alignment of
the random-oriented dipoles of ferroelectric domains (curve OC). As the field is decreased
some domains are depolarized, but the polarization at null field is non-zero. This is called
remanent polarization Pr (slightly less than Ps) because it remains fixed also upon full
removal of the external field (curve CD). Extrapolation of the CD curve back to the
abscissa gives the saturation polarization value. A negative field will cause instead the
polarization to reduce until it reaches zero at the negative coercive field (−Ec). Further
decreasing the field will eventually switch all the domains along the negative field direction,
yielding a polarisation reversal. Also in this case, the polarization will remain stable when
the field is removed. A macroscopic model to describe ferroelectrics has been proposed
by Landau and Devonshire. To understand the microscopic nature of the ferroelectric
(and paraelectric) phase, we can refer to the so-called order-disorder model and displacive
model. According to the order–disorder model, the paraelectric phase is characterized by
thermally disordered electric dipoles, oriented along two or more random directions so
that the average polarization is zero. Reorientation of these dipoles below Tc generates
ferroelectricity. In displacive ferroelectrics, there are no dipoles in the crystal above Tc,
but appear only after a relative displacement of ions (Figure 2.7) [33, 35].

2.5. Ferroelectric memories

Ferroelectric materials can be regarded being those dielectrics with spontaneous two-way
remanent polarization even in the absence of an external electric field. The resistive
switching behaviour of the ferroelectric memristor is associated with the reversal of the
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dielectric polarization in the ferroelectric. As a consequence, those materials (typically
perovskites) attracted great interest in non-volatile memory applications, since they are
able to encode the binary states in the two opposite polarizations. In addition to that, they
can gradually change their polarization state using voltage pulses, allowing for multilevel
resistance states that are ideal for neuromorphic applications. However, those materials
were not compatible with the CMOS process. In 2011, it was reported that SiO2-doped
HfO2 ultra-thin film showed ferroelectricity. Since then, Zr doping has shown the advan-
tage of requiring a lower heat treatment temperature than other dopants, in addition to
having a similar atomic radius and lattice parameter to Hf. So HZO (Hf1−xZrxO4) has
become increasingly popular [36], mostly due to its CMOS compatibility, scalability, and
easy integration already demonstrated with HfO2 high-k technology for logic transistors
[36, 37].

While the writing operation is very similar for all ferroelectric devices, readout depends
strongly on the device concept. Ferroelectric memories can be classified into three main
types: ferroelectric tunnel junction (FTJ), Ferroelectric Field Effect Transistor (FeFET)
and Ferroelectric Random-Access Memory (FeRAM). FeRAM has a 1T–1C structure (T
stands for transistor, C for capacitor) that utilizes a ferroelectric as a capacitor, thus
it has a larger cell size than other memories. The binary information is stored in the
ferroelectric capacitor, with non-volatile memory (NVM) properties, and the transistor
allows random access for read/write operations. It has destructive characteristics in the
read process, but it can read and write faster than other NVM devices. FeFET, a very
promising NVM for AI computing, has a similar structure of a MOSFET where the oxide
is substituted by a ferroelectric layer, and the gate voltage can be used to change the
threshold voltage by polarization reversal, so two different conductance levels can be
written in the semiconductor. It can achieve higher integration than FeRAM since it
can be implemented without a selector, and a non-destructive readout is possible. The
limited endurance at the moment might originate from extrinsic factors, which can be
improved by process optimization. FTJ is a ferroelectric memory based on a change in
resistance due to a change in the tunneling barrier when switching the polarization state in
a metal-ferroelectric-metal (MFM) or metal-ferroelectric-semiconductor (MFS) structure.
Due to its non-destructive characteristics and simple structure, a high-density memory
can be implemented, but there is a problem with endurance due to charge trapping in the
oxide. FTJ applications are more focused towards neuromorphic computing, being used
as a multi-level brain-like device. Instead, FeRAM is expected to show RAM functionality
with endurance of at least 1012 cycles or higher, and FeFETs would rather be a replacement
for traditional non-volatile memories like Flash or EEPROM with 104 – 106 cycles, which
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seems to be possible with the current status of the technology [36, 37, 39].
FTJs will be discussed in more detail in section 2.5.1.

(a) (b) (c)

Figure 2.8: ferroelectric NVM devices: FeRAM (a) MOSFET plus ferroelectric capac-
itor 1T-1C structure; FeFET (b), MOSFET structure with ferroelectric gate oxide;
FTJ (c) parallel plate capacitor with ferroelectric layer. (BL=Bitline; WL=Wordline;
PL=Plateline; DE=Dieletric; FE=Ferroelectric). Adapted from [37].

2.5.1. Ferroelectric Tunnel Junctions (FTJ)

The original concept of a FTJ consists of a MFM structure in which the ultra-thin fer-
roelectric film is sandwiched between two electrodes (Figure 2.10). Suggested by Esaki
et al. in the year 1970 [36], it only attracted a lot of interest when recent experiments
proved the existence of ferroelectricity down to nanometer scale. During the initial stages
of development, ferroelectric devices were developed using perovskite materials such as
Pb(Zr,Ti)O3 (PZT), BaTiO3 (BTO). However, ferroelectricity was only shown in thick
films and their small bandgap (3 - 4 eV) was a problem for leakage current and electrical
breakdown. In 2011, a discovery created new interest in FTJs: SiO2-doped HfO2 thin
films showed excellent ferroelectricity even at thicknesses below 10 nm; moreover, the
application of HfO2 in high-k metal gate technology for logic transistors has already been
successful. Compatibility and scalability with CMOS technology made HfO2 very popular
for ferroelectric memory applications [37].

The electrical resistance change in MFM junctions with ultrathin barriers is associated
to the change in the orientation of the electric polarization [40]. The so-called tunneling
electro-resistance ratio (TER) is measured as the ratio between the resistance of the de-
vice in low-resistive state (LRS) and high-resistive state (HRS), respectively, with typical
values ranging up to 100 [41]. Many factors could explain the RS in ferroelectric het-
erostructures. For example, barrier height and depletion layer width modulation due to
accumulation or depletion of carriers at interfaces or Schottky barrier modulation, with
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Figure 2.9: Generic MFM structure of a FTJ device. The energy band profile is asymmet-
ric at the two metal/ferroelectric interfaces due to the different screening lengths (x1, x2).
Red arrows show the ferroelectric polarization modulating the barrier height. Adapted
from [36].

polarization switching [36, 42]. The physical mechanism typically used to account for
TER in ferroelectric tunnel junctions is the change of the electrostatic potential profile
induced by the reversal of the polarization in the ferroelectric. Indeed, surface charges
in the thin ferroelectric film are not completely screened by the adjacent metals, giving
rise to non-zero depolarizing field in the dielectric. When the polarization charges are
fully compensated, the screening length of the electrodes λ is ideally zero and so is the
depolarization field. However, the screening length is always finite, with values related to
the electric properties of the electrodes, causing incomplete screening. The electrostatic
potential associated with the depolarization field depends on the direction of the elec-
tric polarization. The incomplete screening of polarization charges has been the limiting
factor for the fabrication of ultra-thin ferroelectric films where ferroelectric polarization
is destabilized by the depolarization field. Larger polarizability of the bound charges in
the electrodes corresponds to a reduced repolarization field. Nowadays, the thickness
limit in perovskite ferroelectrics is no longer a problem: the size effect is related to film
microstructure, impurities, interface chemistry, and electrical/mechanical boundary con-
ditions. With current technological advancement, the critical thickness for ferroelectric
thin films is continuously reducing, reaching 2 nm in BFO. Unconventional ferroelectrics
like HfO2-based oxides have no thickness limits, with thin films realized up to 1 nm, but
other problems arise with thickness reduction, such as the increase of the coercive field
[38].

Different metal electrodes give rise to asymmetric energy band profiles due to the different
screening lengths at the two interfaces, so carriers see a different potential barrier with
the polarization reversal [40]. If one of the electrodes is a doped semiconductor the
asymmetry increases. The point is that semiconductors will screen one of the carriers
more efficiently and within a wider region. In that case, the increased screening length
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Figure 2.10: Schematic representation of bound charges developed at ferroelectric/metal
interfaces in a ferroelectric tunnel junction due to polarization, and the consequent change
and depolarization field distributions versus distance. Adapted from [38].

adds to the tunneling barrier width, leading to a change in tunneling probability and thus
electrical resistance. This effect is sometimes referred to as Giant TER [43]. The TER
ratio is defined as follows [2]:

TER(%) =
Rp+ − Rp−

Rp−
× 100 (2.4)

However, many works show that the defect crystal structure at the metal/ferroelectric in-
terface plays a very essential role in the effect of the resistive switching. It is clear that the
RS behavior of FTJs is mainly controlled by interface effects through mechanisms related
either to the ferroelectric polarization or to defect states, which sometimes contribute in
parallel [31, 42].

The tunneling current mainly arises thanks to conduction mechanisms like Direct tunnel-
ing (electrons tunnel across a rectangular barrier), “Fowler-Nordheim tunneling” (electrons
tunneling across a rectangular barrier), and “thermionic emission” (when carriers receive
thermal energy and exceed potential barrier) [36]. Details about these mechanisms will
be given in Chapter 3. In order to ensure large tunneling currents a very thin ferroelectric
layer (< 3nm) is required [41]. As mentioned above, ferroelectric HfO2 is more suitable
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for FTJs because it can easily form a thinner ferroelectric layer, compared to perovskites.
However, when a very thin polycrystalline layer is used, the memory window is reduced
by the presence of parasitic currents [36]. In polycrystalline ferroelectrics like HZO, the
existence of boundaries between the ferroelectric grains and the presence of defects can
provide additional leakage current paths [41] or cause charge trapping effects, which low-
ers the On/Off ratio. The insertion of a dielectric layer between one of the electrodes
and the ferroelectric (MFIM structure) has been demonstrated to be a solution, in fact,
most work on FTJ using HZO is on double-layer FTJs [39]. MFM or MFIM double layer
structures have demonstrated crossbar operation, but the inherent linearity of FTJs can
be a problem for high current density. Solutions to implement non-linear FTJs have been
developed, reducing the leakage currents and improving integration in crossbar arrays.
Furthermore, the non-linear characteristic is advantageous for synaptic devices in neu-
romorphic applications [36]. For applications involving FTJs as synaptic weights in the
analog VMM, gradual switching is needed. FTJs show synaptic plasticity with multi-
ple intermediate resistance levels obtained through gradual switch of more ferroelectric
domains by applying incremental voltage [44]. Conductance can indeed be modulated
continuously by varying the number of voltage pulses and the pulse amplitude. This re-
quires however proper selection of the programming pulse amplitudes and widths that are
constrained by the CMOS technology [41, 45].

For readout operations, an electrical field smaller than the ferroelectric coercive field is
applied, thus leading to a non-destructive readout. Furthermore, FTJs feature a low
read current compared to other memristive devices, thus being the most power-efficient
resistive switching devices, and due to their non-destructive characteristics and simple
structure, a high-density memory can be implemented [41]. High endurance > 1011 have
been reported for double layer structures, retention up to 10 years, and reading times in
the order of few nanoseconds [36, 37, 41].
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The following chapter will present the methods employed to conduct research for this the-
sis. In particular, we carried out a comprehensive analysis of the conduction mechanisms
of BiFeO3 (BFO) Ferroelectric Tunnel Junction through DC electrical measurements, to
better understand the physics behind the resistive switching mechanism. Additionally, the
text will outline the detailed microelectronic fabrication techniques used to build passive
crossbar arrays.

3.1. Temperature dependent DC electrical measure-

ments

The conduction currents in dielectric materials are negligible in normal conditions of ap-
plied field, due to their insulating nature. However, the application of large electric fields
on those materials yields measurable leakage currents. The knowledge of those leakage
paths is crucial in the improvement of the devices. Furthermore, the knowledge of the
conduction mechanisms allows to gain insights about the resistive switching behaviour
in FTJs. typical measurements are conducted on metal-insulator-metal (MIM) or metal-
insulator-semiconductor (MIS) capacitors [46].
A distinguishing feature of those mechanisms is the temperature dependence, so measur-
ing the temperature-dependent conduction currents is a simple way to determine which
are the mechanisms governing the conduction in the sample. The idea is that each con-
duction mechanism is characterized by a specific current-voltage analytical expression,
and a linear relationship can be highlighted in each analytical formulation, typically rep-
resenting the data in the log(J) - log (V) domain. Then, a linear regression is performed
on the represented data to verify if the expected linearity is satisfied by the analyzed
mechanisms or not.
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3.1.1. Conduction mechanisms in Dielectric films

The origin of conduction paths in dielectric films is of different nature: some depend only
on the electrical properties of the dielectric film and so are called "Bulk-limited" conduc-
tion mechanisms, others derive from the electrical properties of the interface between the
dielectric film and the electrode, thus the name "electrode-limited" conduction mecha-
nisms [46]. Let’s see more in detail the mechanisms that have been tested in this work,
which are summarized in Figure 3.1, in order to understand their physical derivation and
their linear representation.

Figure 3.1: Summary of the conduction mechanisms in dielectrics that have been analyzed
in this work. Adapted from [46]

3.1.2. Electrode-limited conduction mechanisms

The electrode-limited conduction mechanisms include Schottky emission, thermionic field
emission, Fowler-Nordheim tunneling, and Trap-assisted tunneling.

• Schottky emission:
Schottky emission occurs when electrons in the metal overcome the energy barrier
at the interface with the oxide thanks to the thermal activation energy, as shown
in Figure 3.2. It takes its name from the Schottky effect, i.e. the barrier-lowering
effect due to image force. The expression of Standard Schottky emission is [46]:

J = AT 2 exp

[
−
q(ϕB −

√
qE/4πϵrϵ0)

kT

]
(3.1)
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Where A is the Richardson constant, dependent on the effective electron mass, T is
the absolute temperature, q is the electronic charge, and E is the electric field. ϵ0

and ϵr are the vacuum and optical permittivities, while qϕB is the Schottky barrier
height, measured as the offset between the metal and the insulator energy band
edge. To be selected as a mechanism in the analyzed structure, the Schottky plot of
log(J/T 2) versus E1/2 should be linear. From the Arrhenius of the intercept of the
fit is possible to extract the value of the Schottky barrier and the optical dielectric
constant from the Arrhenius of the slope. In particular, not only linearity must be
satisfied, but also the dielectric constant should be close to the square of the optical
refractive index.

log

(
J

T 2

)
= log(A∗)− qϕB

kBT
+

√
q3

4πε0

kBT

√
E

intercept = log(A∗)− qϕB

kB
· 1
T

slope =

√
q3

4πε0

kB
· 1
T

(3.2)

(3.3)

(3.4)

Figure 3.2: Schematic of Schottky emission in MIS structure. Adapted from [46]

When traps and interface defect states affect the conduction, the thermionic emission
process becomes a trap-limited mechanism: this is the case of modified Schottky
emission, which occurs by definition when the electronic mean free path is less
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than the dielectric thickness. The modified expression is [46]:

J = αT 3/2Eµ

(
m∗

m0

)3/2

exp

[
−
q(ϕB −

√
qE/4πϵrϵ0)

kT

]
(3.5)

where α is a constant and µ the carrier mobility. In this case the plot of log(J/(T 3/2E))

versus E1/2 should show linearity.

log

(
J

T 3/2 · E

)
= log

(
αµ

(
m∗

m0

)3/2
)

− qϕB

kBT
+

√
q3

4πε0

kBT
·
√
E

intercept = log

(
αµ

(
m∗

m0

)3/2
)

− qϕB

kB
· 1
T

slope =

√
q3

4πε0

kB
· 1
T

(3.6)

(3.7)

(3.8)

From the Arrhenius plot of the intercept it is possible to get µ
(

m∗

m0

)
, while from the

Arrhenius of the slope the dynamic dielectric constant ϵr.

• Fowler-Nordheim Tunneling (FNT):
Quanto-mechanical tunneling across a potential barrier allows electrons from the
metal to penetrate into the dielectric conduction band. FNT accounts for carriers
tunneling through a triangular barrier of height qΦB (Figure 3.3), which generates
a measurable tunneling current density only at high fields [46]:

J =
q2E

8πℏqΦB

exp

[
−8π(2qm∗

T )
1/2

3ℏE
ϕ
3/2
B

]
(3.9)

m∗
T is the tunneling effective mass of carriers in the dielectric, and it is generally

assumed to be equal to the carrier effective mass. If FNT is an active conduction
mechanism in the structure, the plot of log(J/E2) versus 1/E should be linear, and
from the slope, the electron effective mass and the barrier height can be extracted:
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log
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= log
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)
+

8π (2qm∗
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B

(
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intercept = log
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· ϕ3/2

B

(3.10)

(3.11)

(3.12)

Figure 3.3: Schematic of Fowler-Nordheim tunneling process in MIS structure. Adapted
from [46]

• Trap-Assisted tunneling (TAT):
The physical model of TAT considers a triangular barrier in the insulator and the
presence of some trapping centers near the conduction band edge (n-type case).
When moderate electric fields, lower than required for FNT, are applied across
the insulator, the electrons from the electrodes can be injected by tunneling into
the trap centers. This type of transport can be divided into three processes: (i)
tunneling from the electrode into the trap, (ii) tunneling from trap to trap, and (iii)
tunneling from the trap into the electrode (Figure 3.4) The tunneling levels could be
different, so tunneling for example from the trap to the next electrode may require
a thermal excitation. If thermal excitation is rapid the conductance is limited by
the tunneling rate to the traps [47, 48]. The TAT current density has a simplified
expression derived by [49]:
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J = A exp

[
− 4

√
2qmox

3ℏ
ϕ
3/2
t

1

E

]
(3.13)

with the trap level represented by ϕt. In this case, A represents a pre-factor. In
this theory, the transport of electrons from one electrode to the other electrode
is supposed to go over one trap only. The tunneling from trap to trap, however,
is neglected. Also, the thickness of the oxide layer and the trap distance are not
considered, which makes the model oversimplified [47]. However, this is a generalized
model which considers the more general case of both triangular and trapezoidal
barrier tunneling, to accurately model J –E curves for a wider range of electric
fields than simple TAT [49]. TAT fit should be linear in the representation log J

versus −1/ |V |, and the slope of the fit yields the trap energy level.

log (J) = − 1

|V |
· 4

√
2qmox

3ℏ
ϕ
3/2
t + log (A)

intercept = log (A)

slope =
4
√
2qmox

3ℏ
ϕ
3/2
t

(3.14)

(3.15)

(3.16)

Figure 3.4: Schematic of Trap-Assisted tunneling process in MIM structure. The induced
field induces a tilted rectangular band structure. The trap level ϕt lies in the oxide band
gap below the conduction band. The phenomenon occurs in three steps:(i) tunneling into
the trap from one electrode, (ii) tunneling from trap to trap, and (iii) tunneling from the
trap into the other electrode. Adapted from [48]



3| Methods 29

• Thermionic-field emission:
The conditions for this conduction mechanism are intermediate between thermionic
(Schottky) emission and field emission (tunneling). This situation is schematized in
Figure 3.8. The current density is expressed as [46]:

J = q2
√
m(kT )1/2E

8ℏ2π5/2
exp

(
− q

qϕB

kT

)
exp

[
ℏ2q2E2

24m(kT )3

]
(3.17)

In this case, one should verify if the plot of log(J/(T 1/2E)) versus E2/T 3 is linear.
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Figure 3.5: Schematic of the energy band diagram of thermionic-field emission in MIS
structure, compared to thermionic emission and field emission. Adapted from [46]
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3.1.3. Bulk-limited conduction mechanisms

Bulk-limited mechanisms include Poole-Frenkel (PF) emission, variable-range hopping
(VRH), Ohmic conduction, and Space-charge limited conduction (SCLC). Ionic and grain-
boundary limited conduction have not been taken into account in this work. From the
analysis of those mechanisms, we can gain insights into the electrical properties of the
dielectric film through the extraction of parameters such as the trap energy level and
density, the trap spacing, the electron mobility, and the effective density of states in the
conduction/valence band.

• Poole-Frenkel (PF) emission:
This mechanism involves thermionic emission from bulk traps. The bulk of the
dielectric is characterized by a certain number of traps that confine electrons inside
high potential barriers. For electrons to escape from the trapping centers a lot of
energy is needed, but it can be reduced by an applied field across the dielectric film.
Thus, thermionic emission of electrons from the traps can become easier (Figure
3.6) and a measurable current is generated. The PF emission current density is [46]:

J = qµNcE exp

[
−q(ϕT −

√
qE/πϵiϵ0)

kT

]
(3.21)

Here, the parameter µ is the carrier drift mobility, Nc is the density of states in the
conduction band (for an n-type material) and qϕT represents the trap energy level.
In this case, the plot of ln(J/E) versus E1/2 must be linear. From the Arrhenius of
the intercept of the fit, the trap level can be extracted, while the slope Arrhenius
yields the optical dielectric constant. Also in this case, it is important to verify
that the square of ϵr matches with the optically measured refractive index. This
mechanism is typically expected to occur at high fields and temperatures.
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Figure 3.6: Schematic of the energy band diagram of Poole-Frenkel emission process in a
MIS structure. Adapted from [46]

• Variable Range hopping (VRH):
Conduction by hopping is due to the tunneling of trapped electrons, "hopping" from
one trap site to another. This situation is better exemplified in Figure 3.7. The
consequent analytical current density is [46]:

J = qanνexp

[
−qaE

kT
− Ea

kT

]
(3.25)

Information about the traps is included in the parameter a, the mean hopping
distance, and Ea, the trap activation energy. Then, n is the electron concentration
in the conduction band of the dielectric and v is the thermal frequency of vibration
of the trapped electrons. For VRH the plot log(J) versus E should yield a linear
fit. From the slope, we can obtain the hopping distance, while the activation energy
from the intercept.

log(J) = log(qanν)− Ea

kBT
+

qa

kBT
· E

intercept = log(qanν)− Ea

kB
· 1
T

slope =
qa

kB
· 1
T

(3.26)

(3.27)

(3.28)

This effect is expected at relatively low electric fields, with an exponential decrease
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of the current density at high temperatures

Figure 3.7: Schematic of the energy band diagram of variable-range hopping process in
MIS structure. Adapted from [46]

• Ohmic conduction:
At very small electric fields it is possible to measure a current of carriers moving in
the conduction and valence bands of the insulator, generated by thermal excitation.
The current density, which is very small, is expressed as [46]:

J = σE = nqµE = qµNcE exp

[
−(Ec − EF )

kT

]
(3.29)

Where σ is the electrical conductivity, µ is the electron mobility, and NC is the
effective density of states in the conduction band. EC is the conduction band edge
and EF the oxide Fermi level. Note that this is valid for a n-type material. For
Ohmic conduction to be observed, the log(J) - log(V ) plot must be linear.

log(J) = log(qµNc)−
(EC − EF )

kBT
+ log(E)

intercept = log(qµNc)−
(EC − EF )

kB
· 1
T

slope = 1

(3.30)

(3.31)

(3.32)

From the intercept, we can extract the conductivity, which has an exponential re-
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Figure 3.8: Schematic of the energy band diagram of Ohmic conduction in a MIS structure.
Adapted from [46]

lation with the temperature i.e. σ ∝ exp

[
(Ec−EF )

kT

]
and the parameters such as

Ec − EF and the product µNc can be obtained using the Arrhenius plot of the
intercept.

• Space-charge-limited conduction (SCLC):
The SCLC characteristics in the log J - log V plot are represented in Figure 3.9. The
log-log plane is bounded by three curves: Ohm’s law a smaller voltages (J ∝ V ),
traps-filled limit (TFL) current (J ∝ V 2), and Child’s law at higher voltages (J ∝
V 2). The voltages Vtr and VTFL set the transition from a region to the neighboring
one. Let’s consider a trap-free insulator sandwiched between two electrodes (MIM
or MIS structure). When the system reaches a dynamic equilibrium, a space-charge
region emerges in the dielectric giving rise to a space-charge limited current of a
certain magnitude. In order to observe a significant amount of current at least one
of the two electrodes must make ohmic contact to the insulator, and the insulator
must be relatively free from trapping defects. The expression for SCL currents is
ruled by the so-called Child’s law for solids [46]:

JChild =
9

8
µϵ

V 2

d3
(3.33)

Where µ, ϵ and d are the carrier mobility, dielectric constant and thickness of the
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Figure 3.9: Typical current density-voltage (J-V) characteristic in the log J-log V plane
for space-charge-limited conduction current for an insulator with a discrete shallow trap
level. The three bounding curves are the Ohm’s law (J ∝ V ), traps-filled limit (TFL)
current (JTFL ∝ V 2), and Child’s law (JChild ∝ V 2). Vtr and VTFL are the transition
voltage at the departure from ohm’s law and TFL curve. Adapted from [46]

dielectric. Let now the insulator have shallow traps, that is, traps lying close enough
to the conduction band to be in thermal equilibrium with the electrons. The same
expression of Child’s law will be obtained, with the difference that the drift mobility
for free carriers is multiplied by the factor θ, indicating the fraction of the total
charge that is free. The value of this fraction is determined by the number and
depth (Et) of traps and is independent of the applied voltage. Accordingly, the
space-charge-limited current has the same square-law dependence on voltage as in
the simple trap-free model, but it decreases in magnitude as observed in the TFL
region [52]. The TFL current is modeled as [46]:

JTFL =
9

8
ϵµθ

V 2

d3
(3.34)

where the free-to-trapped carrier density ratio is:

θ =
Nt

Nc

e−
Et
kT (3.35)

Therefore, the SCLC mechanisms can be explained as follows: at low applied volt-
ages (V < Vtr) the J-V characteristic follows the ohm’s law, which implies that the
density of thermally generated free carriers (n0) inside the films is larger than the
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injected carriers. The ohmic mode takes place when trap centers are partially filled
at weak injection. The transition at Vtr implies that the carrier’s transit time across
the insulator τc is equal to the dielectric relaxation time τd. When instead V < Vtr,
τc > τd, so the injected carriers will not be able to travel across the insulator but
will rather redistribute themselves in order to maintain charge neutrality. This phe-
nomenon is known as dielectric relaxation. This situation is schematized in Figure
3.10.

Figure 3.10: Schematic of the physical mechanisms occurring in SCLC during weak in-
jection. For voltages lower than Vtr conduction is Ohmic (b), until V = Vtr where SCL
conduction starts. Adapted from [46]

As voltage increases we have strong injection, so the injected carriers will dominate
over the thermally generated ones. Since their transit time decreases with increasing
V, they will be able to travel across the insulator, and a space-charge region builds
up. While the voltage reaches VTFL, the increase of the density of free carriers
will reach such a value that the Fermi level moves up above the electron trapping
level, and the traps get gradually saturated. This results in a strong increase in the
number of free electrons, thus explaining the increase of the current at VTFL. This
voltage is defined as the voltage required to fill the traps or, in other words, as the
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voltage at which the Fermi level passes through the trap level. At the voltages V
> VTFL, all traps are filled up and the subsequently injected carriers will be free to
move in the dielectric films, so the current will rapidly jump from its low trap-limited
value to a high trap-free SCL current. This strong injection regime is represented
in Figure 3.11.

Figure 3.11: Schematic of the physical mechanisms occurring in SCLC during weak in-
jection. For Vtr < V < VTFL conduction is trap-filled limited (b), and for V > VTFL it
becomes trap-free.Adapted from [46]

• Space-charge-limited conduction with exponentially-distributed traps
(EDT-SCLC):
A very common situation is that traps are not associated with a single discrete
energy level, but rather with a distribution of energies. Let’s consider an exponential
distribution, and let the steepness of the trap distribution be approximated by a
characteristic temperature TC = ET/k (k is the Boltzmann constant) . Equivalently,
one can characterize the exponential tail of defect density of states in terms of energy
with the characteristic energy ET = TCk. The trap density Nt is thus a function of
exponentially distributed traps with parameter TC (or ET ) [50] :

Nt(E) =
Nt

kTC

exp− E

kTV

(3.36)
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Small values of TC , lead to trap distributions varying rapidly with energy, while
large values of TC approximate a slowly varying trap distribution [51].
The voltage dependence of the SCL current density is given by [52] :

J ∝ V
T
TC

+1 (3.37)

Thus, V has an exponent > 2 if TC > T. For TC < T it reduces to the case of
discrete shallow traps [52]. For SCLC with shallow traps the plot log(J) versus
log(V ) should be linear, and a slope of 2 is expected. From the Arrhenius plot of
the intercept of the fit one can extract information about the characteristic energy
ET and the trap density Nt. In the case of SCLC with exponentially distributed
traps one must seek linearity in the log(J) versus log(V ) with a slope higher than
2, where the slope is the parameter m = T

TC
+ 1. The Arrhenius plot of the slope

yields the value of TC , while information about the trap density can be obtained
with advanced techniques which are discussed in Chapter 5.

3.2. Processing

In this section, all the processing techniques employed for the fabrication of FTJ crossbar
arrays are described. Starting from conventional photolithography, the typical process
flow for microelectronic fabrication is reported, from exposure to pattern transfer, even
with advanced exposure tools. Patterning techniques that are used in this work include
physical and chemical dry etching processes, as well as Chemical and Physical Vapor
Deposition methods for thin films growth. In addition, thermally activated processes are
employed to induce proper crystallization of the materials.

3.2.1. Photolithography

Photolithography is a microfabrication technique employed to pattern parts of a thin film
or bulk of a substrate. The pattern is transferred from a GDSII file onto a light-sensitive
material, the photoresist, which has been previously spun onto the substrate. Light can be
exposed either directly (without mask), or with a projected image by using a customized
photomask. The exposure to light changes the solubility of the photoresist such that
some parts of it can be easily dissolved in a developer solution, depending on the polarity
of the photoresist: in positive resists the exposed polymeric chains become more soluble
in the developer, while for a negative resist, light induces cross-linking of the polymer,
thus the unexposed parts will be removed during development (Figure 3.12). The resist
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Figure 3.12: Schematic representation of the pattern transfer on a negative versus a
positive photoresist after light illumination. Adapted from [53].

is then developed in an alkali solution, which removes either the exposed (for the positive
photoresist) or the unexposed (for the negative photoresist) polymer. Thus, the final
resist pattern is binary: parts of the substrate are covered with resist while other parts
are completely uncovered. This binary pattern is needed to faithfully transfer the desired
pattern since the parts of the substrate covered with resist will be protected during the
subsequent patterning.

Figure 3.13: Schematic process flow during lift-off transfer. Adapted from [53].

There are two basic pattern transfer approaches: subtractive transfer (etching) is the
most common approach, while additive transfer techniques (lift-off) are used whenever
etching processes are not available, for example for copper interconnects. In this case,
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the photoresist is patterned in such a way to open the areas where the new layer must
be grown; then, the material is deposited over the whole area of the wafer, reaching
the surface of the substrate in the unprotected regions and staying on the top of the
photoresist. When stripping the photoresist, the material on the top is lifted off and
washed together with it, while the material remains deposited on the uncovered areas.
Lift-off is schematized in Figure 3.13.

Resolution, the smallest printable feature, is ruled by the Rayleigh criterion:

R = 0.6
λ

NA
(3.38)

R is the minimum feature size, λ is the light source wavelength and NA is the objective
numerical aperture of the projection system (≃ 0.6 for standard systems). However, this
is valid for a particular case of a "point source". A generalized expression defines the
resolving power of the photolithography as:

R = k1
λ

NA
(3.39)

where k1 is the process factor (≃ 0.4 for mass production), an experimentally determined
dimensionless parameter that depends on processing factors. From the above relation, it
is clear that reducing the wavelength of the light is an effective alternative to decrease the
feature size, as it happens for example in the electron-beam lithography described next.
Present photolithography equipment employs deep ultraviolet (DUV) light from excimer
lasers having a wavelength of 248 and 193 nm. Thus the minimum feature sizes can be
reached up to 50 nm [53–57].

• Electron-beam lithography (EBL) :
Traditional photolithography needs the use of a photomask with the customized
CAD pattern, transferred with a mask aligner. On the contrary, with e-beam lithog-
raphy, it is possible to directly expose the resist by scanning a focused electron beam
onto the substrate. The beam reaches a very small spot size that can be less than
10 nm, using a series of condenser lenses and beam deflection coils that deflect the
beam so that it follows the desired pattern. The process flow is similar to con-
ventional photolithography, that is exposure of the sample surface, followed by the
development of the exposed area, and finally the pattern transfer. Also in EBL, it
is possible to have both polarities for the resist, which are now electron-sensitive
materials like poly(methyl methacrylate) denoted as PMMA.
Although the high resolution capability outperforms conventional DUV tools, it
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has significantly slower throughput, which limits its use in high volume commercial
manufacturing [58, 59].

• Laser lithography:
Direct laser writing (DLW) is another maskless photolithography approach, in which
a laser beam and a light modulator are employed to “write” the features directly onto
the surface. A spatial Light Modulator works as a “dynamic mask”, in the sense that
it is used to project the CAD design directly onto the wafer. Applications include
research and small-volume production in most of the areas where optical lithography
is required. The main use for DLW is the fabrication of the photomasks used in
conventional optical lithography, but it is also suitable for the direct exposure of
chips and small wafers, bypassing the need for an expensive mask. In this case,
the process flow is exactly comparable to classical photolithography with the only
difference in the exposure tool. The mask design is loaded in a software and it is
then written directly onto a conventional photosensitive resist. The features are
designed in the form of closed polygons, so it is possible to use two exposure modes:
in the dark field mode the polygons are not exposed, thus in a positive photoresist
they will not be developed, while in the clear field mode, the exposed polygons
become soluble in the developer solution.
The laser beam has typical wavelengths of hundreds of nanometers which allows
for micrometric resolution. Achieving a sub-micrometer resolution by conventional
DLW techniques is more challenging than by EBL, but the latter is more expensive
and requires a high-vacuum environment, while DLW is simpler and low-cost [60].

3.2.2. Deposition methods

In general, the deposition processes are divided into two main categories. If physical
processes are involved in the film growth, we talk about Physical Vapor Deposition (PVD),
but films can also be deposited as a consequence of chemical processes, referred to as
Chemical Vapor Deposition (CVD). In a PVD process, the material to be deposited
(target material) is first vaporized from a solid form into plasma or ions, then transferred
to the substrate surface and allowed to condense. CVD, instead, usually involves a gaseous
target material that reacts near the substrate to produce the desired thin film.

• Atomic layer deposition (ALD):
ALD (or thermal ALD) is a self-limiting deposition method that allows the growth
of thin films with atomic scale deposition control. It is based on surface reactions
between a precursor and the reactant molecules on the surface. Gas precursors
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are released in a sequential way into a vacuum chamber, left to react with the
surface in a self-limiting process, and then, the unreacted precursor is purged away
with the by-products so that the next precursor can be introduced. In each ALD
cycle, the precursor and the co-reactant are pulsed into the chamber to produce a
single monolayer during the "half-reactions" processes. After the purge, a new cycle
starts, and a new monolayer is deposited until the target film thickness is achieved.
Figure 3.14 shows a generic ALD cycle. The growth can be therefore controlled
with high precision by controlling the number of deposition cycles. The equipment
includes a heated reactor (in thermal ALD) inside a chamber where a moderate
vacuum is applied. Typical temperatures for conventional thermal ALD processes
are < 350°C. Temperature affects the growth according to the "ALD temperature
window", specific for each process: temperatures outside of the window generally
result in poor growth rates and non-ALD type deposition due to slow reaction rates
or precursor condensation (at low temperature), or thermal decomposition and rapid
desorption of the precursor (at high temperature).
It is possible to increase the reactivity at lower temperatures involving a plasma,
from which the name Plasma-enhanced (PE) ALD. The gaseous plasma generates
radicals which are more reactive than co-reactants, thus improving the ALD process.
More precursors are available since the ALD window for some materials is expanded,
because of the lower activation energy needed, widening the range of possible films
that can be deposited. The lower temperatures allow for faster deposition times and
avoid precursor decomposition and contaminants, yielding better film properties.
However, more expensive and complex equipment is needed. ALD-deposited films
allow for unique conformality of high aspect ratio and three dimensionally-structured
materials, thanks to its self-limiting characteristics. [61, 62]

Figure 3.14: Typical ALD cycle. Adapted from [44]
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• Pulsed laser deposition (PLD):
Thin films can also be deposited by PLD, where a pulsed laser beam is continuously
focused onto a target of the material to be deposited. When the target spot reaches
a sufficient temperature the material vaporizes, generating a plasma of high-energy
ions. Inside the cavity under vacuum, the gas-phase ions collide with the background
gas in the cavity and finally deposit in thin films on a substrate. In general, PLD
uses a KrF excimer laser with a wavelength of 248 nm. It allows for a controlled
epitaxial growth of thin films, with various crystallinity, with a relatively simple
process. Thickness control is possible by tuning the number of times in which the
laser hits the target in a continuous way. The deposition time is short and it ensures
good film quality, but it suffers from poor adhesion and poor repeatability [37, 44].

Figure 3.15: Schematic representation of a PLD process. Adapted from [44]

• DC-sputtering:
DC sputtering is a PVD technique that uses a direct current as a power source.
The basic configuration of DC Sputtering equipment consists of a vacuum chamber
where the target material (cathode) is placed in front of the substrate to be coated
(anode). The chamber is filled with ionized Ar gas, so when a DC electrical current
(typically in the -2 to -5 kV range) is applied to the target the latter is bombarded
by the gas atoms. These collisions will sputter the target atoms, which are vaporized
in the gas plasma. Finally attracted by the positively biased anode, they condense
in a thin film onto the substrate (Figure 3.16).
DC sputtering is the simplest and most economical process among PVD metal depo-
sition methods, and it has an impressive sputtering rate in comparison. This allows
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to process large substrates quickly, and it is suitable for a wide range of materials,
with problems when it comes to insulating materials [63, 64].

Figure 3.16: Schematic representation of a typical sputtering process. Adapted from [44]

• Plasma-Enhanced Chemical Vapor Deposition (PECVD):
Plasma-enhanced chemical vapor deposition is a CVD process for thin film growth.
The reactants in the gas state (plasma) are involved in chemical reactions with
the substrate, where they condense into a solid state, forming a thin film. The
system comprises a vacuum chamber where the deposition process takes place, and
the plasma is generated by a RF power supply. PECVD can be carried out at a
relatively low temperature than CVD. Indeed, conventional CVD utilizes heat as
an energy source to drive the chemical reactions, thus the substrate must be able
to withstand relatively high temperatures. By utilizing plasma to provide some of
the energy for the chemical reactions, PECVD enables lower temperatures for the
substrates, thus coating occurs with less stress to the thin film interfaces which
allows for stronger bonding. In addition, it shows higher deposition efficiency and
higher tunability of the deposition conditions [65, 66].

3.2.3. Etching methods

During the lithographic process, the areas to be etched are left unprotected by the photore-
sist. The photoresist is generally not damaged by the etching and protects the material
underneath. When the etching is complete, the resist is stripped leaving the desired pat-
tern etched into the previously deposited layer. Etching is performed either using wet
chemicals (Wet etching) or more commonly in a dry plasma environment (Dry etching).
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• Reactive ion etching (RIE):
RIE is classified as a dry etching method since it employs a chemically reactive
plasma to remove material deposited on wafers. The substrate, typically covered
by a patterned photoresist, is placed inside a vacuum chamber where a plasma of
reactive gases is generated by applying an electric field. The high-energy ions ac-
celerated by the electric field towards the substrate are involved in both chemical
reactions and physical sputtering at the surface. The combination of these two
mechanisms removes the material selectively to create the desired pattern.
The ion bombardment in RIE allows for high etch rates and better control of the
etching direction, resulting in high anisotropy. Additionally, RIE is a versatile tech-
nique that can be used on materials including metals, semiconductors, and insu-
lators in several applications. Furthermore, RIE etching is a dry etching method
that avoids drawbacks associated with wet etching like contamination and the han-
dling of hazardous chemicals. Critical parameters that influence the etching are the
pressure, the temperature, and the gas flow rate [67].

• Ion beam etching (IBE):
The IBE tool utilizes a beam of ions focussed on the target to remove material from
it. The ion beam, often made of inert gas ions like Argon, is directed towards the
target surface, where the energetic ions collide with the surface atoms, causing them
to be sputtered away. Unlike RIE, it doesn’t rely on chemically reactive gases but
only on the physical sputtering process.
An ion source produces a collimated beam of ions with well-controlled energy and
direction, which provides IBE with the ability to create anisotropic etch profile with
excellent depth control. Furthermore, since the process does not involve chemically
reactive species, the etching process is relatively clean and less prone to contami-
nation. IBE is compatible with a wide range of materials, making it suitable for
various applications in microelectronics, optics, and materials science. However, ion
beam etching systems can be more expensive and complex compared to other ion
milling techniques due to the requirements for high-vacuum environments and so-
phisticated ion beam generation and control systems. Moreover, it is characterized
by a low etch rate, poor selectivity, and potential for device damage [68, 69].

3.2.4. Annealing methods

Annealing is a heat treatment used in semiconductor manufacturing to improve the crys-
tal quality and surface roughness of wafers. It can also be used to remove defects and
impurities, to activate ion-implanted dopants or to relieve stress in silicon. The normal
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temperature range for annealing processes lies between 900 and 1100°C and it is normally
performed in an inert ambient such as nitrogen. In this work, annealing methods have
been used to induce the crystallization of oxide materials in the ferroelectric phase.

• Rapid Thermal annealing (RTA):
Rapid thermal annealing is a process used in semiconductor device fabrication that
utilizes heat to affect the wafer’s electrical properties. RTA was originally developed
for ion implantation annealing but has broadened its application to oxidation, sili-
cide formation, and advanced applications such as modifying the crystallographic
phase of elements, enhancing lattice interface, or stress relaxation.
During RTA, the wafer is rapidly heated from a low to a high processing temperature
(T > 900◦C) for a short time and then brought back rapidly to a low temperature.
The heat source is typically an array of lamps in an optical system. In contrast to
conventional furnaces, where a batch of wafers is introduced into the furnace and
oxidized at the same time, RTA systems are single-wafer machines. However, due
to the high processing temperature, the processing time required for oxidation is
reduced, ranging from 1 s to 5 min. This makes RTA very suitable for growing thin
oxide films (< 40 nm), where precise temperature control and short oxidation times
are important.
However, the temperature control of the wafer is challenging since a small support
is used to heat the wafer rapidly. This makes it very difficult to use thermocouples
for temperature measurement as it is done in a furnace. An infrared pyrometer can
be used for back-side measurement, but only low precision is possible because the
back-side surface conditions affect the reading. Furthermore, the wafer temperature
can change by approximately 1000◦C in a few seconds, which also complicates an
accurate temperature measurement. Cooling must also be perfectly controlled to
prevent dislocations and sample breakage [70, 71].

• Flash Lamp Annealing (FLA):
FLA is a short-time annealing method that can provide high temperatures on a time
scale of milliseconds or microseconds, at the surface or the near-surface region of a
substrate. During the thermal process, the surface of a wafer is treated with one
or more pulses of a flash lamp. A reflector is put above the substrate to maximize
the light intensity on the front side of it, while an optional halogen lamp preheats
the substrate, up to a maximum of 1670 K, to reduce the energy required from the
flash and consequently attenuate thermal gradients.
The light pulse is absorbed by the substrate or wafer and converted into heat:
light absorption occurs in the front side of the substrate, i.e. the surface, and the
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generated heat is dissipated by thermal conduction towards the backside. As a
result, the temperature on the substrate surface rises, reaches a maximum value,
and then drops to an equilibrium value, while the temperature on the backside rises
continuously to the low equilibrium value. The thermal stress on the backside is
therefore significantly lower than on the front side. This enables higher maximum
temperatures to be reached while reducing thermal stresses on the substrate below,
which is not thermally loaded. Because of that, the use of temperature-sensitive
substrates is possible. Furthermore, FLA allows to limit the thermally-induced
dopant diffusion due to the short process duration.
FLA is suitable for a wider range of temperature-sensitive materials with respect
to RTA. As a drawback, temperature is now much more difficult to estimate as
the temperature profile within a sample depends on the material properties. Also,
thermal stress has to be managed, and additional measures have to be taken in order
to ensure process homogeneity. FLA has already been used in microelectronics,
mostly to activate dopants or to recrystallize amorphous semiconductor layers, but
also in the formation of silicide and germanide materials for contact fabrication
[72–74].
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In this chapter, we will discuss two types of ferroelectric materials, BiFeO3 (BFO) and
HfZrO4 (HZO), that are used to build synaptic weights for two different passive crossbar
arrays. These synaptic weights consist of FTJs fabricated using distinct material systems
for each of the crossbars. We will then provide a comprehensive overview of how the
crossbars are fabricated. In particular, it must be specified that the fabrication of the
BFO crossbar took place prior to the beginning of this thesis, but we report it here for
contextualizing, while the HZO crossbar was personally co-processed during this research
project. A final section will be dedicated to the investigation of the effect of the metal
contact on the resistive switching of BFO crossbars.

4.1. HZO crossbar array

4.1.1. Ferroelectric HZO

In the earlier stages, ferroelectric materials employed in non-volatile memory applica-
tions were developed using Perovskite materials. However, to reach thin films down to
few nanometers, a price must be paid in terms of ferroelectricity suppression due to in-
complete screening of polarization charges. Actually, with recent advancements in film
deposition technologies, this is no longer an issue for most perovskite materials such as
BiFeO3 (treated in section 4.2), BaTiO3 (BTO), SrTiO3 (STO), PbTiO3 [75]. Further
issues regard CMOS process incompatibility due to mismatch with Silicon interfaces and
high processing temperatures [76]. Hafnium Zirconium Oxide (HfZrO4 or HZO in this
work) is a ternary metal oxide composed of two binary oxides with fluorite structure,
HfO2 and ZrO2 [77]. Hafnium oxide (HfO2) has been used for years in high-k field-effect
transistor (FET) technology. Its high dielectric constant, wide bandgap and CMOS com-
patibility made it the most popular material for those applications. In 2011 HfO2 was the
protagonist of a discovery by Boscke et.al that set a breakthrough in the field of ferroelec-
tric non-volatile memories, overcoming many of the issues related to the perovskites. He
found the emergence of ferroelectricity in SiO2-doped HfO2 deposited in ultra-thin films.
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HfO2 exhibit a polycrystalline structure having multiple phases. At room temperature
and pressure, the bulk crystal adopts in its stable form a monoclinic phase (space group
P21/c, m-phase), or tetragonal phase (space group P42/nmc, t-phase) and cubic phase
(space group Fm3̄m, c-phase) stabilized via doping or nanostructuring. Those are cen-
trosymmetric structures, which have dielectric properties but do not show ferroelectricity
[44]. Surprisingly, experimental evidence shows that, under proper doping and annealing
conditions, there exists actually a non-centrosymmetric orthorhombic phase (space group
Pca21) in HfO2, which can thus be ferroelectric [78]. In particular, the polar o-phase has
been postulated as the transformation phase between the t- and m-phases, as shown in
Figure 4.1 [80]. The doping concentration should be enough high to suppress monoclinic
phase formation during the crystallization, but not too high to oppose to the transition
to the orthorhombic phase [37].

Figure 4.1: Illustration of the effect of surface energy and confinement strain in inducing
the polar distorted phase. The cyan arrow represents the anions (cyan) displacement in
the orthorhombic phase with respect to the cations (blue). Grey arrows indicate that sur-
face energy always favors higher symmetry structures (monoclinic −→ orthorhombic −→
tetragonal) while distortion effects enhance lower symmetry (tetragonal −→ orthorhom-
bic). Adapted from [76]

Other recent studies demonstrated the same behaviour by doping with various elements
such as Al, Zr, Y, Ga, and La, using different growth methods, different substrates and
electrodes, and testing the most appropriate annealing method. Among all the dopants,
the most promising element was Zirconium (Zr): the required doping content for maxi-
mum ferroelectric polarization can be stable at 50%, due to its very similar physical and
chemical properties to those of Hafnium, while other dopants are stable at much lower
doping concentrations (< 20%) [78–80]. Ferroelectricity has been demonstrated in 1 nm
thick ALD-grown HZO. The study has also highlighted size and confinement effects pecu-
liar to fluorite oxides, favoring ultrathin inversion symmetry breaking. Thus, HZO has the
most promising characteristics for the development of ultra-thin ferroelectric films [76].
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A challenging factor is the crystallization temperature: after deposition, the annealing
step is mandatory to induce ferroelectricity in the film, thus stabilizing the orthorhombic
phase, but the thermal budget increases as we try to thin down the film. Ferroelectricity in
HZO films can be achieved at relatively low temperatures because the crystallization tem-
perature of Zirconium oxide (ZrO2) is generally lower than that of other high-k dielectrics.
The thermal budget varies in the range 400-500°C, which is the limit for compatibility
with CMOS technology [77, 79]. Annealing occurs mostly under a Nitrogen atmosphere
since it does not oxidize TiN, which is the typical material employed for the electrodes.
The electrode material choice is fundamental in determining the ferroelectric properties
of HZO; experimental results agree on the fact that HZO thin films sandwiched between
TiN top and bottom electrodes show the most excellent ferroelectric properties, reporting
the higher Pr value [77, 79]. Another critical point to consider is the deposition process
to grow HZO thin films: in addition to doping, the stable ferroelectric phase is indeed
influenced by dimensional confinement, mechanical stress, ferroelectric film thickness, or
surface energy induced by electrode capping layers [79, 80]. Deposition methods induce
notable variations in those parameters, thus influencing the film’s ferroelectric properties.
Most works suggest the use of ALD, and ferroelectricity is induced by rapid thermal an-
nealing. Other deposition methods include PVD, PLD, and chemical solution deposition
(CSD). ALD allows for the growth of polycrystalline HZO films with high control of the
deposition conditions. The conformal character of the growth allows to cope with surface
topography problems and gives promising perspectives for 3D integration [81]. Nonethe-
less, it is not straightforward to obtain uniform ferroelectricity in ultra-thin films [37].
The fabrication process of HZO ferroelectric devices is CMOS compatible, and due to the
low thermal budget, they can be integrated in the BEOL [81, 82]. Resistive switching be-
haviour was demonstrated in BEOL-compatible HZO synaptic weights scaled down to 3.5
nm. The electroresistance loop shows that very defined voltage pulses can switch the de-
vice into stable intermediate states. However, the coercive field distribution is very broad.
These results are related to the polycrystalline nature of HZO, where grains have differ-
ent orientations and, therefore require different field amplitudes or duration to switch. As
a consequence, those devices are more suited for non-volatile memory applications and
inference DNNs applications [82].

4.1.2. Nanofabrication

The material system of the single FTJ device for the HZO crossbar consists of a 5.5
nm thick active layer, sandwiched between 20 nm and 10 nm of TiN bottom and top
electrodes. The stack is grown on 200 nm thick SiO2 substrate by PE-ALD. The active
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Figure 4.2: Electroresistance loop measured at 100 mV after the application of voltage
pulses of variable amplitude, in TiN/HZO/WOx/TiN structure. The device has a broad
coercive field distribution and well-defined intermediate resistance states. Adapted from
[82]

layer consists of 2 nm thick WOx and 3.5 nm of HZO ferroelectric layer. Tungsten (W)
is used as a material for the contacts for the top and bottom electrodes.

As specified above, in order to provide HZO with asymmetric interfaces, MFIM or MFS
(metal-ferroelectric-semiconductor) structures are the common choice for HZO ferroelec-
tric devices. TiOx was first studied as a metal oxide interlayer, substituted here by WOx

interlayer, a metal oxide with n-type semi-conducting properties due to the presence of
oxygen vacancies [83]. Here, the use of the WOx interlayer allows to induce an asymme-
try in the energy profile of the memristor and an increased On/Off ratio. The bottom
and top metallic electrodes are made of TiN, to favor the crystallization of HZO in the
ferroelectric phase during annealing [81, 82].

It follows the detailed process flow: a 200 nm thick SiO2 oxide was grown on Si by thermal
oxidation. The active stack was then deposited by PE-ALD: 20 nm of TiN was deposited
at 300°C with Tetrakis(dimethylamino)titanium and N2 as precursors. 2 nm of WOx was
deposited at 375°C with (BuN)2W(NMe2)2 and O2, then 3.5 nm of HZO was deposited
at 300°C alternating one cycle with Tetrakis (ethylmethylamino) hafnium (IV) and O2,
and two cycles with Bis (methylcyclopentadienyl) (methyl) (methoxy) zirconium (IV) and
O2. Ten additional nanometers of TiN were deposited. The crystallization was performed
with the millisecond flash lamp annealing technique: the sample was preheated to 400°C,
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Figure 4.3: Process-flow for HZO crossbar: (a) Deposition of the full material stack after
annealing. (b) Definition of the top electrode by optical lithography and RIE of top TiN
and W layers. (c) Definition of the bottom electrode by optical lithography and IBE of
the HZO, WOx and TiN layers. (d) The devices are isolated from each other by a SiO2

passivation layer deposited by PECVD. (e) Vias to the device contacts are etched, SiO2

layer by RIE, (f) then the HZO and the WOx by IBE. (g) M1 is deposited by sputtering
and patterned by RIE. SiO2 passivation layer is deposited by PECVD and vias to the
bottom electrode are etched. (h) A second passivation layer of SiO2 is deposited to isolate
M2 from M1. Vias to M1 are etched. M2 is deposited by sputtering, then patterned by
RIE.

then a 20 ms long energy pulse of 90 J·cm−2 was applied. A 100 nm thick W metal
electrode was then deposited by sputtering (Figure 4.3 (a)). The top electrode, defining
the area of the junction, was defined by optical lithography and RIE of the W and top
TiN layers. Using this method, the HZO layer acted as an etch stop (Figure 4.3 (b)).
The bottom electrode was then defined by optical lithography and IBE of the HZO, WOx
and TiN layers, as shown in Figure 4.3 (c). A 100 nm thick SiO2 passivation layer was
deposited at 300°C by PECVD, represented in Figure 4.3 (d). Vias to the top and the
bottom electrodes were defined by optical lithography. The SiO2 layer was etched by
RIE, then the HZO and the WOx were etched by IBE, exposing the TiN layer to air. The
etch was immediately followed by the sputtering of 100 nm of W (Figure 4.3 (e) and (f)).
The first metal lines (M1) were then defined by optical lithography and etched by RIE.
A 100 nm thick SiO2 passivation layer was deposited at 300°C by PECVD. Vias to the
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bottom electrode contacts were defined by optical lithography (Figure 4.3 (g)). The SiO2

layer was etched by RIE. 100 nm of W was sputtered. Figure 4.3 (h)) shows the final
cross-section where also the second metal lines (M2) are defined by optical lithography
and RIE.

Two crossbar arrays of sizes 32x32 and 81x10 have been fabricated on a single chip, plus
some 2x2 and 4x4 arrays for device characterization (Figure 4.4).

(a) (b)

(c) (d) (e)

Figure 4.4: Optical microscope snapshots of HZO crossbar arrays. 32x32 array and 2x2
arrays for device characterization (a), 81x10 array (b), 2x2 array (c) and 4x4 array (d).
Snapshot of non-contacted FTJ devices (e).

The mask design of the chip, represented in Figure 4.5, has been designed with the
aid of Klayout software. The design consists of several layers corresponding to different
lithographic steps. The Klayout design is loaded into the DLW software as a GDSII file,
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and for each lithographic step, the proper pattern is selected to be directly written on the
substrate.

Figure 4.5: Mask design for DLW lithography, performed on Klayoyt software. Full chip
with 32x32, 81x10, 2x2, and 4x4 HZO crossbars.

4.2. BFO crossbar array

4.2.1. Ferroelectric BFO

Bismuth ferrite (BiFeO3 or BFO) is a perovskite oxide known for its excellent multifer-
roic properties. Multiferroic materials have gathered a lot of research interest due to
their potential in storage and low-power spintronic applications. They have simultane-
ous ferroelectric, magnetic, and ferroelastic properties [84–86]. Bulk BFO was shown to
have polarization values of ≃ 100µC cm−2 along the [111] direction. This is the highest
reported value for a bulk ferroelectric. It is ferroelectric below a very high Curie tem-
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perature of ≃ 1100K and antiferromagnetic with Néel temperature TN ≃ 640K. First
synthesized in the late 1950s, its bulk form crystallizes in the distorted rhombohedral
structure (space group R3c) [84].

(a) (b)

Figure 4.6: Rhombohedral (a) and Tetragonal (b) BFO unit cells. Adapted from [86].

High-quality thin film BFO can be grown epitaxially on single-crystal substrates. Inter-
estingly, it has been shown that epitaxial strain exerted by the substrate will eventually
cause the film to assume a structure of reduced symmetry with respect to the bulk. In
particular, the growth technique and the substrate can be studied to allow a desired per-
centage of epitaxial strain on the growing film by the so-called strain engineering. For
large compressive strain of a percentage higher than 4.5, along the (001) orientation, a
BFO highly-distorted tetragonal P4mm phase (T-phase) can be stabilized (Figure 4.7).
According to theoretical predictions, values of giant polarization of 150µC cm−2 can be
obtained in thin films. A precise tailoring of growth parameters and substrate choice
in terms of induced epitaxial strain is fundamental for the stabilization of the T-phase
BFO. Most of the progress in BFO epitaxial thin films has been achieved using STO (0
0 1) substrates, which induce a compressive strain to the film. Evidence has shown pure
tetragonal BFO ultrathin films on STO up to 10 nm. Transition to monoclinic BFO after
15 nm is usually obtained and over 30–90 nm the BFO reaches the bulk structure.

Heteroepitaxial growth of thin films has reached great improvements due to recent ad-
vancements in PLD technology. The growth of polar oxide heterostructures and superlat-
tices with perovskite structures is achieved by PLD. However, the lack of Si compatibility
has limited the practical application of the PLD-based polar oxides [87]. Most of the
applications of BFO thin films are appealing for its large polarization. Very attractive
for gate oxides in FeFETs where large carrier density modulation can be achieved in the
channel, and in ferroelectric tunnel junctions, where giant electroresistance effect has been
reported [84]. Previous studies have reported very large non-volatile modulation of the
transport properties in FeFETs based on supertetragonal BFO as gate oxide coupled with
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Figure 4.7: Representation of the various crystal structures that BFO thin film assumes
under epitaxial strain. In blue are the unit cell of the relative structure, in grey the
pseudocubic perovskite unit cell- Adapted from [84].

a CaMnO3 (CMO) channel [88]. CMO is a Mott insulator, belonging to the class of
strongly correlated oxides, that can become metallic upon slight electron doping. This is
the case of Ca1−xCexMnO3, where a concentration of x=0.04 of Ce4+ induces a metallic
transition in the parent material due to electron-doping [88]. Correlated oxides used as
electrodes in FTJs can be subjected to field-induced electronic phase transitions upon
polarization reversal, resulting in enhanced tunnel electroresistance. In a study of 2017
by Boyn et al. [25] synaptic functionality has been demonstrated on a FTJ consisting of
supertetragonal BFO tunnel barrier combined with CCMO and Co electrodes. In order
to stabilize the tetragonal BFO in ultrathin films, the selected substrate is YAlO3 (YAO),
since it can exert enough strain on the BFO thin film. In order to allow epitaxial growth
of BFO, CCMO is chosen as a bottom electrode since it is also well lattice-matched with
YAO [89].

Figure 4.8: Sketch of pre- and post-neurons connected by a biological synapse and an
artificial one, i.e. the Co/BFO/CCMO/YAO ferroelectric tunnel junction. The synaptic
plasticity relies on the causality (∆t) of neuron spikes. Adapted from [25]
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The study demonstrated synaptic functionality with giant electroresistance up to 104,
in addition to high endurance and operation speed. In particular, the electroresistance
hysteresis loop (Figure 4.9) is characterized by well-defined voltage thresholds (V+

th and
V−

th), a feature that allowed to demonstrate STDP in the ferroelectric memristor (Figure
4.8). In fact, the synapse is strengthened (weakened) only if there is a causal (anticausal)
relationship between pre- and post-neuron spikes; in order to achieve this functionality,
only closed-time spikes can produce a conductance change, so it is important that a sin-
gle spike never exceeds the threshold, leading to an unwanted resistance variation. The
study demonstrated that the application of cumulative pulses of constant amplitude leads
to a gradual reversal of the polarization by gradually expanding the existing domains
and nucleating new ones. This cumulative switching feature can be ascribed to the single-
crystal nature of epitaxial BFO, and it is the cause of the sharp coercive field distribution.

Figure 4.9: Electroresistance hysteresis loop of the ferroelectric memristor displaying clear
voltage thresholds V+

th and V−
th. A single voltage pulse is applied to switch the device into

many intermediate states. Adapted from [25]

The next section will present the fabrication process of a crossbar array whose synaptic
weights are the ones reported above and proposed in ref.[25], where instead of Co elec-
trodes, Ni has been tested for the first time as a material for top and bottom electrodes.

4.2.2. Nanofabrication

The material system of the BFO crossbar array consists of a 4 nm thick ferroelectric layer
(BFO) and a 17 nm thick oxide electrode (Ca0.96Ce0.04MnO3 – CCMO) grown on 1 × 1
cm2 single crystal substrates of YAlO3 by pulsed laser deposition. CCMO was grown at
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670°C under an oxygen pressure of 0.2 mbar, and BFO was subsequently grown at 580°C
with an oxygen pressure of 6× 103 mbar. The samples were then annealed for 30 min at
500°C under high oxygen pressure (300 mbar) [90].

Figure 4.10: Process-flow for BFO crossbar: (a) BFO is etched by ion milling to access
the CCMO back electrode. (b) Using the same e-beam resist from (a), Ni contacts to
the CCMO are realized by lift-off. (c) Using a lift-off process, Ni contacts are placed
above BFO to form a FTJ device (Ni/BFO/CCMO). (d) Each device is isolated from
each other by a surrounding trench that is etched by ion milling. (e) A thin passivation
(Al2O3 (5 nm) / SiO2 (100 nm)) is deposited to isolate M1 from the BFO. Vias to the
device contacts are etched, and (f) M1 is deposited by sputtering and patterned by RIE.
(g) A second passivation (Al2O3 (5 nm) / SiO2 (300 nm)) is deposited to isolate M2 from
M1. Vias to M1 are etched. (h) M2 is deposited by sputtering, then patterned by RIE.

To demonstrate the fabrication of crossbars based on FTJ devices with sub-micrometer
size, an EBL process was established. The non-conducting and transparent properties
of the YAlO3 substrate require extra precaution. The original approach reported in this
process-flow consists of using a sacrificial water-soluble polymer, coated on top of the
e-beam resist. Then, chromium is deposited by sputtering to avoid any charging effect
during the e-beam exposure of the resist. After the exposure, the metal is lifted off by
dissolving the polymer in water.
The detailed process flow for the BFO FTJ devices with Ni contacts is the following: EBL
is applied to open the back contact to the device by locally etching the BFO layer (ion
milling tool with an Ar plasma and a beam current of 250 mA, Figure 4.10(a)). Then, by
using the same patterned resist, a Ni lift-off is performed (Figure 4.10(b)). Simultaneously,
e-beam markers are deposited. Next, the top contact (Ni) is realized by a lift-off process
on the BFO to form the FTJ, as represented in Figure 4.10(c). Figure 4.10(d) shows the
result of the device isolation step, necessary to electrically disconnect all devices from each
other. A 100 nm thick SiO2 passivation (with 5 nm Al2O3 as etch stop) is added on top
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by PECVD at 300°C, vias to the device contacts are dry etched by RIE in a CHF3 plasma
(Figure 4.10(e)). Then, tungsten (100 nm) metal line and pads (M1) are formed on top of
the passivation (Figure 4.10(f)). At this stage, a single test device can be measured. An
additional passivation layer (Al2O3 (5 nm) /SiO2 (300 nm), (Figure 4.10(g)) and metal
layer (M2) is then patterned. The final cross-section is depicted in Figure 4.10(h) [91].

4.2.3. Impact of the metal contact processing on the ferroelec-
tric resistive switching

In addition to the crossbar arrays, single devices with access pads at the first and second
metal levels (M1 and M2) were fabricated for device characterization. In particular,
resistance hysteresis measurements were taken from a test FTJ, having a diameter of 1
µm, after processing up to M1 and then, after processing up to M2. The setup is shown
in Figure 4.11, where voltage pulses of varying amplitude are applied to the top electrode
of the FTJ while the CCMO electrode is grounded.

Figure 4.11: Experimental setup for single device characterization, with access pads to
M1 and M2. The device is set to LRS after writing with a positive amplitude (a) and to
HRS with a negative writing amplitude (b).

The measurement process consists first in the application of a write signal, with an am-
plitude “Vwrite” and duration of 10 ms, on the top electrode. Then, the resistance of the
junction “R0.2V ” is read by applying an I-V sweep from -0.2 V to 0.2 V.

After each reading step the write amplitude is increased or decreased, and the same
procedure is repeated until a full resistance hysteresis loop is complete. Starting from 0
V, the write amplitude is increased towards positive values to switch the device into the
Low Resistive State (LRS). From the maximum positive value (4 V), the write amplitude
is then decreased towards the maximum negative value (-4 V) to switch the device into
the HRS (Figure 4.11). In Figure 4.12 five hysteresis cycles are represented, the direction
is indicated by the black arrow. At the M1 stage (blue curve), the low resistive state
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Figure 4.12: Resistance hysteresis measurements of a FTJ (diameter 1 µ m). Each mea-
surement is repeated five times, in each the resistance is measured at Vread = 0.2V after
applying pulses of amplitude Vwrite. Blue curve: after defining the first metal level. Red
curve: after defining the second metal level. The arrow indicates the direction of the
hysteresis. Published in [91].

has a resistance of ROn = 275 kΩ and the On/Off ratio was 152. After finishing the full
process up to M2, the low resistive state has increased more than an order of magnitude
to ROn ≃ 10 MΩ (red curve) and the On/Off ratio decreased to 6, a value comparable to
the On/Off of the HZO crossbar (Figure 4.2). Those devices are subjected to an aging of
the contact to the BFO, leading to the formation of a NiOx layer at the Ni/BFO interface
[91].
To understand the origin of the inverted polarity and of the change in the On/Off ratio,
we investigate the resistive switching mechanisms in the aged system.
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5.1. Conduction mechanisms in BFO FTJ

To understand how the metal contacts affect the On/Off ratio of the aged devices, we
investigated the dominant conduction mechanism for carriers inside the BiFeO3 films. To
this aim, we employed temperature-dependent I-V measurements represented in Figure
5.1. As indicated by the arrows, the applied voltage amplitude is increased towards
positive values starting from 0 V, subsequently decreased towards the maximum negative
voltage value, and increased again to reach 0 V.

Figure 5.1: Temperature-dependent I-V measurements in |log(J)|−V representation. The
arrows are numbered according to the chronological order in which the applied voltage
amplitude is increased or decreased.
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To decorrelate the ferroelectric switching from the transport mechanisms, only the non-
switching curves shown in Figure 5.2 of the full I-V sweep are analyzed. The I-V in
HRS is analyzed for V < 0, while in the LRS, the I-V is analyzed for V > 0. For
voltages smaller than 1.6 V in absolute value, the resistance decreases with increasing
temperature, suggesting that the transport is thermally activated. The possible conduc-
tion mechanisms include interface-limited Schottky emission, space-charge-limited bulk
conduction (SCLC), bulk-limited Poole-Frenkel emission (PF), and variable-range hop-
ping (VRH). A the voltage exceeds 1.6 V, the current becomes temperature dependent,
indicating that in this regime a tunneling mechanism (direct tunneling, Fowler-Nordheim
tunneling [46] or trap-assisted tunneling [49]) is dominant.

Figure 5.2: Non-switching branch of the temperature-dependent I-V measurements. The
positive branch corresponds to the LRS, while the negative branch to the HRS.

To identify the possible conduction mechanisms, the data are represented according to the
analytical expression relative to each process, which shows linear behavior, as proposed
by [46]. Then, a linear regression is performed to fit the data.

5.2. Analysis from low to medium fields

5.2.1. The SCLC model

In the low/medium field range, Poole-Frenkel emission, Schottky emission, and variable-
range hopping fittings were not satisfying. Although the PF emission fit showed linearity
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in a limited range, an attempt to compute the dielectric constant ϵr yielded a value as
high as 100, which is too high when compared to the reported value of ≈ 6.5 [92, 93].

Figure 5.3: Typical current density-voltage (J-V) characteristic in the log J-log V plane
for space-charge-limited conduction current for an insulator with a discrete shallow trap
level. The three bounding curves are the Ohm’s law (J ∝ V ), traps-filled limit (TFL)
current (JTFL ∝ V 2), and Child’s law (JChild ∝ V 2). Vtr and VTFL are the transition
voltage at the departure from ohm’s law and TFL curve. Adapted from [46].

For a SCLC model based on the assumption that the dielectric has a discrete shallow trap
level, we expect behavior in accordance with the predictions shown in Figure 5.3 [46].

Figure 5.4 shows log10(V ) vs. log10(J) curves in both HRS and LRS. At low voltages
(below 70mV), the slope is approximately 1, suggesting linear Ohmic behavior. In the
intermediate bias region (1V < V < 1.58V for LRS and −1.4V < V < 0.5V for HRS), a
power law dependence (J ∝ kV m) yields a good fit, suggesting SCLC mechanism as the
dominant one.

The parameter m(T) represents the slope of the log10 V − log10 J characteristics in region
II. However, the slope values are higher than 2 and they decrease with an increase in
temperature. Furthermore, as shown in Figure 5.5, m(T) varies linearly with T . This
analysis suggests a SCLC current governed by traps that are exponentially distributed in
energy (EDT-SCLC) [52, 94–99].

BFO thin films seem to show high leakage current density due to the presence of acceptor
or donor states in the material band gap. The former may originate from the presence
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Figure 5.4: Current-voltage characteristics in the Ohmic and Space-Charge-limited con-
duction (SCLC) representations. At each temperature, a linear regression is performed
on the negative, increasing branch (HRS, nonswitching) and on the positive, decreasing
branch (LRS, nonswitching).

of Bi deficiencies in the lattice [100, 101], while the presence of oxygen vacancies or the
valence fluctuation of Fe ions would result in n-type conduction [102, 103]. We assume
that BFO films in the present study are p-type due to the high stoichiometry of the films,
which excludes the dominance of oxygen vacancies.

5.2.2. Analysis in the Ohmic regime

The Ohmic current is described by:

J = σE = µqNν exp

[
−EF − Eν

kBT

]
E (5.1)

or equivalently:

log10(J) = log10

(
µqNν

d

)
− EF − Eν

kB
× 1

T
+ log10(V ) (5.2)



5| Analysis of the resistive switching mechanisms in the BFO FTJs 65

Figure 5.5: Arrhenius plot of the slopes (m) obtained in the SCLC region of I-V character-
istics for (a) positive nonswitching branch (LRS) and (b) negative nonswitching branch
(HRS). From the slope of the Arrhenius plot, the parameter TC is calculated in the LRS
and HRS.

where µ is the hole mobility, q is the electronic charge, kB is the Boltzmann constant, and
T is the absolute temperature. EF −Ev is the energy difference between the valence band
and the Fermi level, and Nv is the effective valence band density of states. The electric
field E was assumed to drop mainly across the ferroelectric layer, resulting in E = V/d,
where the thickness d is equal to 4.1 nm.

Figure 5.6 shows the Arrhenius plot of the intercepts of the linear regression in the Ohmic
regime: the position of the Fermi level is then estimated to be at 0.43 eV above the
valence band of BFO in the LRS, and decreases to 0.38 eV in the HRS, indicating that
the barrier height change is not the dominant mechanism for the resistive switching.
The carrier concentration-mobility product µNv can be considered to be temperature-
independent because µ varies as T−3/2 and Nv as T 3/2. The extracted values are µN+

v =

5.48×1020 (cmVs)−1 in LRS, which decreases to µN−
v = 2.68×1019 (cmVs)−1 in the HRS,

consistently with the larger resistance observed.
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Figure 5.6: Arrhenius plots of the intercepts of the linear regressions in the Ohmic regime.
The µNv and EF − Ev parameters are calculated from the intercept and the slope, re-
spectively.

µNv EF − Ev

LRS 5.48× 1020 (cmVs)−1 0.43 eV

HRS 2.68× 1019 (cmVs)−1 0.38 eV

Table 5.1: µNv product and EF − Ev in the Ohmic regime for LRS and HRS.

5.2.3. Analysis of the trap energy distribution in the EDT-

SCLC regime

For EDT-SCLC data are fitted with the following model:

log10(J) = log10(k) +m(T ) log10(V ) (5.3)

According to the Mark and Helfrich model [50], m(T ) = l(T ) + 1 where l(T ) = TC/T .
TC is the characteristic temperature, a parameter that indicates how many shallow traps
exist and determines the profile of the energy distribution of the trap sites. A larger
TC value indicates a smaller number of shallow traps [51] and a narrow profile, and vice
versa, if TC is small. Its physical meaning could be related to the temperature in the
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final cooling-down stage of the preparation of the material at which annealing effectively
ceased [94]. Equivalently, one can characterize the exponential tail of defect density of
states in terms of characteristic energy with the parameter Et = TC · kB.

Figure 5.7: Arrhenius plots of log J for (a) positive nonswitching branch (LRS) and (b)
negative nonswitching branch (HRS). The current density J is computed at 4 different
bias values using Eq. (5.4). The Arrhenius slopes are related to the activation energies.

The slope of the Arrhenius plot of m(T ) (Figure 5.5) directly determines the TC value,
being 489K for LRS and 546K for HRS, for which Et = 0.047 eV and Et = 0.042 eV,
respectively. These characteristic energies indicate that the exponential distribution has a
relatively narrow profile, but they don’t give information about the energy range around
which traps are distributed.

TC Et

LRS 489 K 0.047 eV
HRS 546 K 0.042 eV

Table 5.2: Characteristic temperatures and energies in EDT-SCLC regime for LRS and
HRS.

We expect that the current superlinear increase is due to a dominant shallow level which
can be completely filled up while deep traps start to be filled only partially. These results
lead to the following physical interpretation: Ohmic conduction at low biases indicates
that carriers are injected from the electrode and partially fill the shallow traps, and with
increasing voltage, the shallow traps become completely filled at the transition voltage
Vtr, and then deep traps start to become partially filled.
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Additional information can be recovered from the estimation of the traps’ activation
energies. In fact, the temperature dependence in this regime shows Arrhenius thermal
activation, and the related slopes are directly linked to the traps’ activation energy [51,
97, 98, 104, 105]. The Arrhenius dependence of log(J) is shown in Figure 5.7 for a few
voltages. The fact that the slope changes with voltage is a further confirmation that
traps are distributed exponentially in energy [98]. The activation energies are distributed
around 0.17 eV and 0.23 eV for LRS and 0.15 eV and 0.23 eV for HRS. These are the trap
levels involved in the conduction, which are already known to be distributed exponentially
with parameter TC (Figure 5.8) [106].

Figure 5.8: Schematic representation of shallow traps distributed exponentially with pa-
rameter TC in the BFO band gap. The black solid line denotes the variation of the trap
density Nt with the black arrow, which corresponds to the energy axis along which the
activation energy varies.

5.2.4. Analysis of the trap density in the EDT-SCLC regime

It is worth showing that the Mark and Helfrich model current density can be written in
the Arrhenius form to bring out the temperature dependence [107]:

J =

(
µNνqV

2d

)
exp

[
− Et

kBT
ln

(
qNtd

2

2ϵ0ϵrV

)]
(5.4)

where the slope at constant voltage is the activation energy Ea, expressed as:

Ea = Et ln

(
qNtd

2

2ϵ0ϵrV

)
(5.5)

Figure 5.9 shows the expected linear dependence of the activation energy on log(1/V ).
An examination of the temperature dependence in the EDT-SCLC regime shows that the
current density decreases with decreasing temperature at low voltages, while at higher
voltages, the trend is expected to be reversed. The log(J) - log(V) curves will converge
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at a point corresponding to a critical voltage VC , where the current in Eq. (5.4) is almost
temperature independent, namely Ea ≈ 0 (the variation in current at the crossover voltage
for different values of m is less than 1%). This voltage is actually the trap-filled limit
voltage VTFL. It can be of particular interest since it allows computation of the total trap
density Nt from the following expression [95, 97, 108? ]:

VC =
ed2Nt

2ϵ0ϵr
(5.6)

Figure 5.9: Dependence of the activation energy on log( |V | ). The data show the linear
dependence expected from Eq. 5.5

As shown in Figure 5.10, the extrapolation of the power-law fitted lines in the log10(V )−
log10(J) plot meet at a critical voltage. If all other parameters are known, an estimation
of Nt is straightforward to obtain. However, the value of εr is not experimentally known.
Assuming its value is constant with temperature, it is possible to estimate the ratio Nt/ϵr.
The results are Nt/ϵr ≈ 4.6×1019 cm−3 for LRS data and Nt/ϵr ≈ 1.2×1020 cm−3 for HRS
data. It must be noted that we chose not to include the 328 K data in the positive LRS
extrapolation as we observed some irreversible changes at high bias at this temperature.
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Figure 5.10: Extrapolation of log J − log V curves in (a) LRS and (b) HRS. The fitting
lines intersect at the critical voltage VC = 7V in (a) and VC = 18V in (b).

5.3. Analysis in the high field region

In the high field region, the transport is clearly not thermally activated, indicating that
this phenomenon is related to a kind of tunneling leakage mechanism which can be FNT
or a form of TAT.

5.3.1. Analysis in the TAT regime

A simplified model of TAT shows linearity in the representation log(J) versus −1/ |V | in
a reasonable range between 1.78V and 2V (Figure 5.11). A simplified expression for TAT
current is [110]:

J = A exp

(
−4d

√
2qm∗Φ

3/2
t

3ℏV

)
(5.7)

which is equivalent to:

log(J) = log(A)− 1

V
× 4d

√
2qm∗Φ

3/2
t

3ℏ
. (5.8)

A is a constant, d is the BFO thickness, and m∗ is the electron effective mass in the oxide.
Φt is the level of the trap with respect to the valence band edge. The slope of the log(J)

- −1/ |V | plots allows us to extract the value of Φt: Φt ≈ 1.2 eV for LRS and Φt ≈ 1.5 eV

for HRS.
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Figure 5.11: Current-voltage characteristics in the TAT representation. At each tempera-
ture, a linear regression is performed on the negative, increasing branch (HRS, nonswitch-
ing) and on the positive, decreasing branch (LRS, nonswitching).

5.3.2. Analysis in the FNT regime

In the highest field range (2.8V < V < 3V), the log(J/V 2) versus −1/ |V | curves shown
in Figure 5.12 exhibit linearity, implying that the conduction is governed by FNT.

A simplified expression for the current density in the FNT regime under an electric field
E is given by [46] :

J =
V 2e2

d28πhΦB

exp

(
− 1

V

d8π
√
2m∗(ΦBe)

3

3he

)
(5.9)

ΦB is the potential barrier, and m∗ is the effective mass of the tunneling charge carriers.
For completeness, some correction factors should be included, as suggested by the theory
developed by [111]. Here, we considered the same approach of [112] where they introduce
a free correction factor C which allows to reproduce the experimental data quantitatively:

J = C
V 2e2

d28πhΦB

exp

(
− 1

V

d8π
√
2m∗(ΦBe)

3

3he

)
(5.10)



72 5| Analysis of the resistive switching mechanisms in the BFO FTJs

Figure 5.12: Current-voltage characteristics in the FNT representation. At each tempera-
ture, a linear regression is performed on the negative, increasing branch (HRS, nonswitch-
ing) and on the positive, decreasing branch (LRS, nonswitching).

The slope of the log(J/V 2) - −1/ |V | fit can be used to compute ΦB. We obtain values
of 0.35 eV for LRS and 0.32 eV for HRS.

5.4. Equivalent circuit model

In Figure 5.13 we propose an equivalent circuit model to simulate the J−V curves. Each
conduction mechanism is modeled as a voltage-controlled current source since the electric
field is assumed to be uniform across the insulator [114].

The current density is computed as:

JOhmic + JSCLC +

(
1

JTAT

+
1

JFNT

)−1

(5.11)

where JOhmic is computed with Eq. 5.1, JFNT with Eq. 5.10 and JTAT with Eq. 5.7. The
EDT-SCLC contribution is [50]:

JSCLC = qµNc

(
ϵ0ϵr
qNt

)l
V l+1

d2l+1
(5.12)
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Figure 5.13: Equivalent circuit model describing the J − V behavior of the dielectric.
The bulk-limited and the interface-limited conduction paths contribute in parallel to the
transport. The interface-limited current is modeled with two series-connected current
sources (JTAT and JFNT ) to emphasize the dominance of the smallest contribution.

In this equivalent circuit model, all the separate conduction channels contribute in parallel
to the current. However, the electrode-limited FNT and TAT mechanisms are only active
in their respective electric field ranges, preventing them from contributing simultaneously
to the current. So it is evident that the current in the high-field region is equal to the
reciprocal sum of JTAT and JFNT , therefore the smallest J contribution will dominate
[114]. Figure 5.14 depicts the experimental data and the analytical curves, obtained using
the equivalent circuit model proposed above. In order to calculate the SCL current from
the analytical expression proposed in Eq. 5.12, the value of µNv corresponding to the
EDT-SCLC regime is computed from the fit of the experimental curves. The values are
reported in table 5.3: as expected, a temperature-dependent value lower than the µNv for
the Ohmic regime is obtained.

Temperature (K) µN+
c (cmVs)−1 µN−

c (cmVs)−1

308 0.9797× 1017 1.0709× 1018

318 1.0020× 1017 1.0453× 1018

328 1.1826× 1017 0.9745× 1018

Table 5.3: Values of µNc for the EDT-SCLC regime at different temperatures, for both
LRS and HRS.
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Figure 5.14: Reproduced experimental data using the equivalent circuit model proposed
above.

From Figure 5.14 it is clear that the model successfully emulates the experimental data,
thus it is reasonable to explain the conduction as the interplay between Ohmic, EDT-
SCLC, TAT, and FNT.
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5.5. Resistive switching mechanism

Resistive switching in BFO thin films has been observed to derive mainly from two mech-
anisms: the formation of a conductive filament or the modulation of the interface by
ferroelectric polarization. Local conductive paths of oxygen vacancies or metallic parti-
cles can be reversibly formed inside the material, switching the device from the HRS to
the LRS. The presence of grain boundaries facilitates the movement of defects, so this
mechanism is usually observed in polycrystalline films or MFM structures. In the other
case, a Schottky barrier at the metal/BFO interface can dominate the resistance due to
polarization modulation of the barrier. It can also happen at the interface between BFO
and a n-type semiconductive electrode, thus forming a p-n junction [42, 113]. In this kind
of tunnel junctions, the screening of the polarization charges in the semiconductor creates
an accumulation (resp. depletion) of electrons when the polarization points towards (resp.
outwards) the semiconductor, leading to a LRS (rep. HRS) [91].

The results reported in the previous chapters are fundamental for the interpretation of
the resistive switching mechanisms in the device and justify the moderate On/Off ra-
tio. First, both Ohmic and SCLC are bulk-limited conduction regimes, contrary to the
interface-limited one observed in nanocapacitors on blanket films [90]. Additional infor-
mation can be recovered from the polarity of the switching: considering that CCMO is
n-type (with a carrier density of typically around 1.55 × 1021cm−3) the stack consists
of metal/ferroelectric/n-type semiconductor. The polarization pointing towards (resp.
outwards) the semiconductor should lead to a Low Resistive State (LRS), (resp. to a
High Resistive State (HRS)), and this is in agreement with Figure 4.12 for both the fresh
and the aged devices with Ni electrodes. Instead, previous work with Co/BFO/CCMO
system, showed that the HRS occurs when the polarization points toward the CCMO
electrode. The inverted polarity was explained by the presence of an interfacial dielectric
layer at the Co/BFO interface. The On-Off ratio, in this case caused by the TER, not
only depends on tunneling barrier height modulation through incomplete screening but
also on the electrostatic potential across the ferroelectric by different metal work func-
tions, and tunneling barrier width modulation by enhanced depletion of one electrode or
partial metallization of one of the interfaces to the ferroelectric [91].

In Chapter 4 we mentioned that Ni contacts oxidize at the surface of the BFO, form-
ing a NiOx layer at the Ni/BFO interface. However, it shows an opposite polarity
with respect to the Co/BFO/CCMO (plain film) system discussed in [90], even if both
metal/ferroelectric interfaces are characterized by the formation of a metal oxide layer.
This can be explained by taking into account the whole material system, namely the
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stack Ni/BFO/CCMO/Ni, and in particular the Ni/CCMO interface. The interfacial
oxide may form also at the Ni/CCMO interface, where oxygen is scavenged from the
CCMO, increasing its resistance. In fact, CCMO becomes metallic when about 4% of the
Ca2+ ions are substituted by the smaller Ce4+ ions. This yields a two-electron doping for
the parent material (CaMnO3), leading to mixed valent Mn3+/4+ ions. Removing oxygen
from the compound reduces Mn, which leads to an insulating layer. Such oxidation can
be induced by the high processing temperatures (300°C) of the passivation deposition
(SiO2, PECVD), and occur over time at room temperature. This means that, because of
oxygen scavenging by the Ni bottom electrode contact, the patterned CCMO layer has
a smaller carrier density compared to the CCMO plain film. Therefore, the depletion
length is large and the BFO/CCMO interface controls the FTJ polarity [91]. Other works
reported metal-insulator phase transition in CCMO electrostatically induced by the BFO
[115]. Here the material system is Pt/BFO/CCMO and a reversed polarity is also re-
ported as Co/BFO/CCMO system. In this case, the phenomenon is mainly due to the
induced insulating phase in the CCMO, creating wide space charge regions in both BFO
and CCMO.

Taking in mind the above results, in the following discussion we propose the mechanisms
governing resistive switching. Area-dependent measurements have excluded the presence
of a conductive filament in the structure [91]. To gain insights about the On/Off ratio it
is important to consider the low-field region, where the conduction is bulk-limited. This
implies the presence of space charge regions at the BFO/CCMO and at the Ni/BFO (also
described as Ni/NiOx/BFO) interfaces. Assuming no contribution from the polarization, a
depletion region with a certain width forms across the p-n junction after reaching dynamic
equilibrium. After a positive bias is applied, the polarization points toward the CCMO
layer, so the positive bound charges aggregate at BFO/CCMO interface. Due to the
ferroelectric field effect, the carriers in the n-type semiconductor are attracted toward
the interface by the positive bound charges, resulting in a decrease in the depletion layer
width. This results in a small resistance at the BFO/CCMO interface. On the other
hand, the Ni/BFO interface is characterized by a NiOx interlayer preventing the direct
tunneling of electrons across the BFO. The oxide is depleted from electrons, thus the Ni /
BFO interface has a high resistance. In addition, according to the theory of polarization
screening, the depolarization field developed inside the ferroelectric layer leads to an
energy band bending at the interface which decreases the potential barrier when a positive
pulse is applied. Therefore, when the polarization points downward, the carriers can easily
pass through the depletion region having a narrow width and lower barrier height, but the
former mechanisms is dominant (Figure 5.15 (a)). With the polarization reversal, upon
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the application of a negative voltage, a complementary effect occurs so the resistance of
the BFO/CCMO interface increases while that of the Ni/BFO interface decreases (Figure
5.15 (b)). The two effects cancel each other, so the currents measured in the two opposite
polarities, namely in the LRS and HRS, do not show substantial differences, leading to
the small On/Off ratio [91, 113].

In the high field region the situation is different, since we observed a tunneling-dominated
behaviour. The I-V characteristics in the FNT regime are symmetric, and the tunnel-
ing barriers for carriers computed in section 5.3.2 are comparable in the two different
resistance states. The formation of a NiOx interlayer at both interfaces, for the reasons
explained above, yields a heterostructure of the type Ni/NiOx/BFO/CCMO/NiOx/Ni.
Thus, carriers will see a symmetric potential barrier. The values computed in section
5.3.2 are in good agreement with the potential barrier at the Ni/NiOx interface. The
work function value for Ni is ≃ 5.15 eV [116] while reported values for p-type NiOx are
electron affinity χ ≃ −1.5 eV and band gap of ≃ 3.9 eV [117, 118]. The potential barrier
for carriers at the interface when the system reaches dynamic equilibrium is ≃ 0.3 eV.

The resistive switching in ferroelectrics is influenced by the deposition conditions and the
microstructure of the films. A variety of techniques that can help in the improvement
of the RS behaviour include doping of the ferroelectric layer or controlling the oxygen
vacancy concentration, as well as optimizing the thickness of the ferroelectric and elec-
trode layers or constructing an insertion layer between the ferroelectric material and the
substrate. Doping the ferroelectric layer has been demonstrated to be very simple and
effective, however appropriate element selection is needed. The oxygen vacancy concen-
tration can be controlled by changing the stoichiometry of the film during the deposition
process; a higher oxygen pressure leads to lower oxygen vacancy concentration in the film
and better ferroelectricity. Defects can also induce RS effects related to trapping/de-
trapping or tunneling mediated by defects. They can also induce the creation of local
conductive filament, which typically plays an auxiliary role to the interface-regulated
mechanisms. These methods are devoted to the control of defect concentration, which is
relatively easy to achieve, but they are limited by material type, preparation process, and
related characterization methods. In contrast, regulating the interface is more feasible: a
key factor is the thickness of the ferroelectric layer which affects the microstructure and
the strain state, as well as the electrode thickness.
In the presented case study a more appropriate material for the electrodes must be cho-
sen to recover a better performance in terms of On/Off ratio. As reported in [91], a new
process flow has been developed, where W and Pt have been chosen as top and bottom
electrodes, replacing the Ni. In this structure, the W/BFO interface is dominant over
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Figure 5.15: Resistive switching mechanisms with polarization reversal. Charge distri-
butions and energy-band diagrams of Ni/NiOx/BFO/CCMO heterostructure for the (a)
LRS state and (b) HRS state. The modulation of the barrier height and width by the
polarization reversal at the BFO/CCMO interface determines the resistive switching. V.
For BFO, the band gap is 2.8 eV and the electron affinity is 3.3 eV [119]. Black dots
represent electrons, while positive red signs and blue minus signs are the positive and
negative bound charges, respectively.

the BFO/CCMO interface, and the Pt contact to the CCMO does not scavenge anymore
oxygen from the latter. The measured On/Off ratio is two orders of magnitude larger
than the one measured in the fully processed BFO with Ni electrodes. The design of the
M1 and M2 metal lines has been further optimized for the interconnection of a 784 ×
100 crossbar array to a neuromorphic circuit using an advanced assembly technique, the
controlled collapse chip connection or flip-chip bonding.
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6| Conclusions and future

developements

In this thesis, the fabrication of ferroelectric crossbar arrays based on FTJ devices has
been presented for two technologies differing because of the ferroelectric material used,
namely HZO and BFO. The fluorite HZO is the most widely used material for the real-
ization of ferroelectric memristors due to the well-developed CMOS-friendly fabrication
process which allows co-integration. Its ferroelectric behaviour makes it more suited for
non-volatile memory and inference DNNs applications. In contrast, the perovskite BFO
has shown incredible performances in terms of advanced synaptic functionality such as
STDP, leading to interesting applications such as online learning in DNNs and unsuper-
vised learning in SNNs. Furthermore, the cumulative switching feature is convenient from
an electronic point of view. Even if is it more performant than HZO, its deposition re-
quires extra precaution, in addition to the high processing temperatures required during
epitaxial growth of BFO and CCMO, which are not CMOS-compatible. Thus, there is no
clear advantage in using one technology over the other.
The use of Ni contacts in BFO crossbars, motivated by the large On/Off ratio reported on
Ni/BFO/CCMO/YAO capacitors, led to a degradation of the latter in the fully processed
devices. The origin of the degradation was investigated, in particular using temperature-
dependent measurements. The oxidation of the Ni contacts at the BFO and the CCMO
interfaces is also responsible for a change in the device polarity. It blocks tunneling
currents through BFO at a small bias and changes the conduction from interface (tunnel-
ing) to bulk (Ohmic, SCLC) limited. The use of a different metal electrode system has
demonstrated improved crossbar operation in a larger crossbar array. As a next step, a
demonstrator for the BEOL-integration of the crossbar in a neuromorphic circuit can be
realized via flip-chip bonding.
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