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Abstract

The role of Unmanned Aerial Vehicles, UAVs, in the context of disaster response
has usually been to extend the senses of the responders by providing a bird’s eye view
of the affected area. In contrast, the role of indoor exploration has often been the
purview of Unmanned Ground Vehicles, UGVs, since their greater payload allowed
them to use the heavier sensors needed for such tasks. The recent development of
lighter, cheaper, and more accurate sensors has opened the possibility of deploying
small UAVs to map indoor spaces. UAVs offer many advantages over UGVs, they
are more agile and quicker, they can fly over obstacles that may be insurmountable
for UGVs, and reach structures inaccessible from the ground.

The goal of this work has been to identify the best hardware and software setup
to perform Simultaneous Localization And Mapping, SLAM, in indoor spaces using
a small UAV. To this end we performed an extensive battery of tests in simulated
environments using a custom plugin we developed for this purpose. Having selected
the most promising solution we then implemented drift correction strategies to
increase the robustness and accuracy of the solution.
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Chapter 1

Introduction

1.1 Robotics for Disaster Response

In times of natural or man-made disasters, the ability to quickly and effectively
respond to the crisis can make a significant difference in saving lives and minimizing
damage. Traditional disaster response efforts often face challenges such as limited
resources, time constraints, and hazardous conditions that put human responders
at risk. However, with the rapid advancement of robotics technology, a new wave
of innovative solutions has emerged to augment and improve disaster response
operations.

By utilizing robotics in disaster response, response teams can enhance their
capabilities, improve efficiency, and mitigate risks. Robots can operate in hazardous
conditions without endangering human lives, overcome physical limitations, and
provide real-time data for informed decision-making. The integration of artificial
intelligence and further enhances their autonomy and adaptability, enabling them
to learn and respond dynamically to changing circumstances.

According to [1], as of 2012, rescue robots have been used in the aftermath of at
least 28 disasters worldwide. The first ever deployment of robots in the context
of disaster response dates back to 1986 in the aftermath of the Chernobyl nuclear
disaster[2]. Some robots were remote operated machinery used to remove debris
while other were smaller in size and used for remote sensing through cameras and
radiation dosimeters 1.1.
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Introduction

Figure 1.1: Some of the robots used in Chernobyl, displayed at the Chernobyl
Museum in Kyiv

Another prominent use of robots, often cited as the first ever, occurred following
the 2001 World Trade Center attacks, where small UGV (Unmanned Ground
Vehicle) were used to explore portions of the fallen structure too narrow for humans
to traverse.

Figure 1.2: UGVs used after the World Trade Center collapse

UGVs are designed to operate in various terrains and environments, including
rugged landscapes, collapsed structures, and contaminated areas. UGVs are able
to carry heavier payloads such as manipulator arms, heavy sensors and powerful
processing units. Historically, this has allowed UGVs to perform tasks such as
delivering supplies or conducting remote inspections.
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Whilst UGVs offer many advantages one key limitation stems from their inability
to explore areas inaccessible from the ground and to offer a bird’s eye view of an
area. To tackle this limitation UAV (Unmanned Aerial Vehicle)s are often deployed
alongside them.

UAV is a broad term used to describe aerial platforms with drastically different
capabilities. Figure 1.3 shows two UAVs used for disaster response[3, 4]. UAVs
are often categorised based on their configuration, i.e. fixed wing and multi rotor.
However in this work UAVs will be divided based on their main domain of of
operation:outdoor and indoor UAVs.

(a) Reaper UAV (b) Micro UAV

Figure 1.3: Example of UAV used in disaster response

Outdoor UAV have been used for decades for mapping and remote sensing
applications[5, 6]. Recent advancements have led to the development of more
compact UAVs suitable for indoor exploration of precarious structures in the
aftermath of disasters.

Researchers in the field of disaster response have stressed the importance that
autonomy plays in reducing the cognitive load for first responders. The disaster
robotics community has primarily focused on three domains [7], namely:

• Exploration, planning, and path execution

• Object recognition and scene interpretation

• Localization

• Mapping

3
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A fully autonomous platform capable of operating in disaster scenarios should
excel in all of these domains, accomplishing goals with minimal human interaction
through high-level commands. Outdoor UAVs have already reached a high level
autonomy, being able to fly and create a bird’s eye view map to first responders
with minimal human input[8, 9]. The same cannot be said for indoor UAVs which
so far have relied on human guidance, mediated by a live video feed, to traverse
the inherently hostile and unstructured environments typical of disaster areas.

Indoor UAVs trade flight time and payload for maneuverability. To achieve a
high degree of maneuverability indoor UAV often rely on multi-rotor configurations.
Due to their reduced payload such systems have historically been reliant on low
weight sensors, mainly IMU (Inertial Measurement Unit) and cameras.

This work will focus on improving the localization and real-time mapping capa-
bilities of autonomous UAVs in indoor environments. While indoor localization
and mapping have already reached a high degree of maturity[10, 11] most solution
don’t focus on negotiating with harsh environments. The design choices will be
motivated by the assumption of an uncooperative environments, i.e.:

• No prior map of the environment

• Absent or inconsistent lighting

• Fog or other suspended particulate

• Aggressive motion profiles

• Limited to no access to external positioning system

1.1.1 The challenges of indoor localization
GNSS (Global Navigation Satellite System) signals, such as those provided by the

American GPS (Global Positioning System) or the European Galileo constellations,
are instrumental in facilitating autonomous mapping for outdoor UAVs. These
signals allow outdoor UAVs to accurately determine their precise location and
orientation in real-time. By combining GNSS data with onboard sensors, such
as IMUs and cameras, UAVs can create detailed maps of the environment while
navigating autonomously. GNSS signals provide a reliable and globally available
source of positioning information, allowing UAVs to efficiently localize themselves
even under adverse conditions.

4



Introduction

The availability of GNSS signals simplifies the process of mapping for outdoor
UAVs in disaster scenarios. Instead of relying solely on visual information, which
can be challenging in chaotic and dynamically changing environments, UAVs can
utilize GNSS signals to establish a reference frame and anchor their mapping efforts.
This helps overcome the limitations posed by adverse weather conditions, low
lighting, or obscured visual cues. GNSS signals provide a robust and independent
source of positioning information, allowing UAVs to adapt to various environmental
challenges and maintain accurate mapping capabilities.

Unfortunately, GNSS data is not a reliable source of positioning for indoor
platforms [12]. We can identify many reasons for why this may be the case, see
Figure 1.4.

Figure 1.4: From left to right, reflection, attenuation, correct signal, multi-path

Firstly, indoor environments typically have limited or no direct line-of-sight with
GNSS satellites this leads to reflection of the signal. Moreover, the signals from
these satellites are easily attenuated or completely blocked by structures, walls,
and ceilings, resulting in weak or no reception. As a result, the UAV cannot receive
accurate GNSS signals indoors, leading to significant errors or complete failure in
positioning.

Secondly, the multi-path effect, where GNSS signals reflect off surfaces before
reaching the receiver, is more pronounced indoors. In indoor environments with
reflective surfaces, such as glass windows or metallic objects, the UAV may receive
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multiple signal reflections, causing interference and leading to inaccurate position
calculations. This multi-path effect further deteriorates the reliability of GNSS data
for indoor positioning. These phenomenons are often encountered also outdoor,
especially in urban canyons, but they are never as pronounced as indoor.

To address these challenges, alternative positioning technologies are used for
indoor UAVs. These technologies include but are not limited to: IPS (Indoor
Positioning Systems) [13] based on Wi-Fi, Bluetooth, or other wireless signals.
These techniques rely on sensors and data sources that are specifically designed for
indoor environments, offering higher accuracy and reliability compared to GNSS
in such settings. IPS systems can offer sub centimeter accuracy when properly
deployed and are often used to to generate ground truth positions in benchmark
efforts[14].

However, there are several limitations that make IPS less suitable for disaster
response. IPS heavily relies on infrastructure such as wireless beacons, which may
become damaged or inaccessible during a disaster, rendering the system ineffective.
Moreover, IPS accuracy can still be affected by factors like: signal interference,
multi-path effects, and signal attenuation in complex indoor environments. These
challenges hinder the reliability and robustness of IPS during critical situations. In
the last decade a new avenue of research sitting at the crossroad between robotics
and computer vision has proposed a software solution to the localization and
mapping problem: SLAM (Simultaneous Localization And Mapping).

SLAM offers a more promising approach for localization in indoor environments
during disasters. SLAM algorithms enable autonomous systems to simultaneously
construct a map of the environment and estimate their own position within it,
without relying on pre-existing infrastructure. This self-contained nature of SLAM
makes it highly adaptable to dynamic and challenging scenarios, allowing robots to
navigate and localize themselves even in the absence of reliable external references.
SLAM’s ability to handle uncertainties and adapt to changing environments makes
it a better-suited approach for the localization problem in indoor settings during
disasters. Moreover, SLAM algorithms are able to provide a map of the environment
in real time, Figure 1.5. Such maps can be highly beneficial in the decision making
process of the first-responders[7].

6



Introduction

Figure 1.5: Example of 3D map generated in real-time by our system
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Chapter 2

Foundations for SLAM

2.1 Formulating the problem
The SLAM problem has been described as "deceptively easy to state"[15]. As the

name suggest, SLAM algorithms aim to acquire a spatial model of the environment
and localize the sensing apparatus within said model in real time. Starting from a
position x0 the sensing apparatus roams the environment, if the motion is known
we assume this information to be affected by noise. While it moves, the apparatus
collects noisy data regarding the environment, leveraging these data the SLAM
framework estimates its position and incrementally builds a map of the environment.

We can provide a mathematical formulation of the SLAM problem using a
probabilistic framework. We denote the sequence of locations as:

X(T ) = {x0, x1, ..., xT }

We denote with T some terminal time at which we assume our observations to
end. The location x0 is assumed to be known by arbitrarily fixing it as the origin
of our local frame of reference.

The set of measurements and controls can be similarly be represented with the
vectors Z(T ) and U(T ) respectively. Denoting with m the map itself we can then
formulate the SLAM problem as:

p(xt, m|z1:t, u1:t)

Borrowing the terminology used in [16] we can distinguish between two versions
of the SLAM problem. The previous formulation is called online SLAM. Given
that we only seek to estimate the pose at time t. On the other hand, we could
formulate the SLAM problem also as:

8
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p(x1:t, m|z1:t, u1:t)

This second formulation can be denoted as the full SLAM problem, since at
each iteration t we seek to estimate the full trajectory spanning {0,1, ...t}. Tackling
the full SLAM problem is more challenging than the online SLAM problem due to
several reasons.

First, in the online SLAM formulation, the objective is to estimate the pose at a
specific time, which simplifies the problem. In contrast, the full SLAM problem
aims to estimate the entire trajectory spanning from the initial time step to the
current time step, encompassing all intermediate poses. This extended scope
increases the complexity of the problem as it requires considering and integrating a
larger amount of information.

Second, in the online SLAM problem, the estimation can be updated incrementally
as new measurements and controls are obtained, allowing for a more efficient and
real-time processing. The full SLAM problem, however, requires maintaining and
updating the entire trajectory history as new data becomes available, leading to a
growing computational burden and memory requirements. The accumulation of
errors over time can also impact the accuracy of the estimates in the full SLAM
formulation, as any errors in previous poses can propagate and affect subsequent
estimations.

Furthermore, the full SLAM problem poses additional challenges when it comes
to data association. Data association refers to the task of correctly associating
measurements with the corresponding features or landmarks in the environment.
In the online SLAM formulation, the associations can be resolved incrementally,
relying on the previously estimated poses. In the full SLAM problem, however, the
associations need to be consistently maintained throughout the entire trajectory,
considering all past and future measurements. This requires addressing the data
association problem in a global and coherent manner, which can be more difficult
due to the increased complexity and potential ambiguities.

We will now present two different paradigms to tackle the SLAM problem. Many
SLAM algorithms fall into one of these paradigms which represent two ends of the
spectrum of how to tackle the problem.
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2.2 Filter-based approaches

EKF (Extended Kalman Filter) based approaches have historically been the first
paradigm explored by the robotics community to tackle the online SLAM problem
[17, 18]. Later, more complex filtering approaches, such as those based on particle
filtering [19, 20], gained popularity due to their ability to handle more extreme
motion profiles and localization ambiguities.

2.2.1 Extended Kalman Filter SLAM

In the EKF formulation the map is assumed to be comprised of distinct features,
which can be imagined as one dimensional points and are often referred to as
landmarks. The belief we are trying to estimate will consequently be constituted
by the coordinates of the sensing apparatus and the coordinates of each landmark
in the map. If we assume our system to move and sense in a 3D space our model
will be:

yt = [xt, yt, zt, rt, pt, yt, m1x, m1y, m1z, ..., mNx, mNy, mNz]

The EKF paradigm represents the belief as a multivariate Gaussian distribution:

p(yt|Z(T ), U(T )) = N (µt, Σt)

Indicating by N the number of landmarks constituting our map, the size of
µt is 3N + 6 while the size of the covariance matrix Σt would be its square. The
covariance matrix quantifies the uncertainty about the position of the robot and
each landmark in the space, the off-diagonal elements capture the cross correlations
in the estimate of the different variables.

As the platform moves, the uncertainty represented by the covariance matrix
Σt will grow over time. However, when the platform observes again a previously
mapped landmark the overall uncertainty will decrease. This is due to the correlation
expressed in the covariance matrix of the Gaussian. This phenomenon is illustrated
in Figure 2.1.

10
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Figure 2.1: The dotted line shows the path of the platform and the dots represent
the landmarks position. The shaded ellipses represent the position estimate of the
platform while the red ones the estimate of the landmark. As the platform moves
the uncertainty grows until, after re-observing the original landmark, the EKF
corrects the accumulated drift[16]

The main limitation of the EKF formulation of the SLAM problem is its inherent
poor scalability which stems from the quadratic growth of the covariance matrix.
Over the years many approaches have been deployed to tackle this problem, some
researchers formulated the problem using the inverse of the covariance matrix,
called information matrix, which by it’s very nature is sparse and thus amenable
to efficient inversion algorithms[21, 22]. While others still have been able to
define a measurement model which expresses the geometric constraints between
the landmark poses without having to include the landmark position in the state
vector, resulting in linear complexity over the number of features[23] but with cubic
complexity over the number of old poses.

While filtering based approaches have been at the core of many early seminal
SLAM works, alternative SLAM frameworks have gained in popularity to the
point that in recent reviews the period of EKF dominance has been called "the
classical age" in contrast to the modern age where we can see a prevalence of
optimization-based approaches amongst state of the art frameworks.[24]

2.3 Optimization-based approaches
Optimization-based techniques utilize a graph-like representation of the SLAM

problem. This approach breaks down the comprehensive probability distribution
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inherent to the SLAM issue into a sequence of conditional probabilities. These
probabilities encompass only specific subsets of poses, control inputs, and landmark
measurements. The inherent graph structure in this formulation facilitates intuitive
visual representations, as shown in Figure 2.2.

x0 x1 x2 x3

l0 l1 l2

Figure 2.2: Structure of a general graph SLAM

Such graphs are termed factor graphs [25]. The nodes symbolize the estimable
variables, while the edges, or factors ϕi, connect them. Factors in these graphs
can represent any function, distinguishing them from Bayes nets. It’s a common
practice to model these factors as non-linear functions, h(.), linked to nodes,
and accompanied by Gaussian noise, Σi. Within factor graph terminology, these
non-linear functions are known as measurement prediction functions. Notably,
estimating a factor graph’s nodes, X, equates to determining the MAP (Maximum
A Posteriori) of the joint probability distribution.

XMAP = argmax
X

Φ(X)

= argmax
X

Ù
i

ϕi(Xi)

considering that

ϕi(Xi) ∝ exp{−1
2∥hi(Xi) − zi∥2

Σi
}

we can rewrite the XMAP expression as:

XMAP = argmax
X

Ù
i

exp{−1
2∥hi(Xi) − zi∥2

Σi
}
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If we take the negative log of this expression it is clear how this problem becomes
the minimization of nonlinear least-squares:

XMAP = argmin
X

Ø
i

∥hi(Xi) − zi∥2
Σi

Optimization within the manifold where our nodes reside is intricate, given that
the manifold’s dimension often surpasses that of our measurements. Therefore,
amassing multiple observations becomes essential for discerning a solution, and even
more so for a robust one. While delving into the complexities of such optimization
problems goes beyond the scope of this work and most SLAM practitioners, there
are recognized strategies to approach them. A prevalent method linearizes the
non-linear function around a point Xi, converting the issue into a more tractable
linear least square problem. Yet, several algorithms directly minimize the problem’s
non-linear formulation [26], including: Steepest Descent, Gauss-Newton, Levenberg-
Marquardt [27], and the Dogleg [28]. Machine learning —a domain necessitating
robust non-linear optimizers— has also birthed algorithms adept at minimizing
notably non-convex cost functions, with Adam [29] standing out prominently.

One might observe that the earlier factor-graph-based optimization description
implies the need for complete data availability. While continually optimizing
with each new data-point’s arrival is feasible, it’s computationally redundant.
Without computational constraints, this would be an ideal problem-solving strategy.
Nonetheless, in most scenarios, newly acquired data rarely affects older nodes.
Hence, the ability to execute incremental updates to our estimates—capitalizing on
previous computations—would be invaluable. Recent innovations, like iSAM2[30],
accomplish this by translating factor graphs into a Bayes tree[31]. This allows
for seamless inclusion of new leaf nodes, capitalizing on earlier calculations, and
retaining precision comparable to comprehensive batch optimization.

Pivotal to understanding factor-graph-based optimization in SLAM is distin-
guishing between full factor graphs and pose graphs. While both are graph-based
representations of the SLAM problem, pose graphs are a condensed version, pre-
dominantly capturing the robot’s trajectory or poses over time. In pose graphs,
nodes represent robot poses, and edges depict spatial constraints between these
poses, often arising from motion models or loop closure detections. Contrarily,
full factor graphs encapsulate a richer set of information, including individual
landmark measurements alongside poses. As such, nodes in full factor graphs
denote both robot poses and observed landmarks, with edges linking nodes based
on measurements and motion controls. The simplification offered by pose graphs
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often results in a reduction of computational complexity, making them a favorable
choice for large-scale environments or when real-time processing is paramount.

2.4 Filtering versus Optimization
The question of which paradigm is best to tackle the SLAM challenge often

emerged amongst roboticists [32, 33, 34]. Some like [33] have mathematically
proven that filtering techniques which marginalize out past poses will always be
outperformed by optimization techniques which operate on a selection of most
relevant past data. It is generally accepted that filtering based techniques are able
to run faster and are thus often preferred for embedded systems where real time
operation is crucial. On the other hand, optimization based techniques are often
preferred when accuracy is the main concern. This should make intuitive sense to
those familiar with tasks such as SfM (Structure from Motion) [35].

Choosing which paradigm to subscribe to is not only a matter of raw performance
and many soft-factors play a role in the choice of paradigm. State of the art
optimization-based SLAM libraries[30, 36, 37, 38] often unparalleled modularity
and a high degree of abstraction for the end user which is tasked to mainly work
on the measurement prediction function and many are already provided out of the
box.

The next section, providing a sensor-agnostic overview of modern SLAM solu-
tions, highlights how the choice between filtering and optimization is not a binary
one and often these can work in tandem to achieve the best possible results.

2.5 Frontend, backend, odometry, and SLAM
The previous overview of the SLAM problem proceeded under the assumption

that our system had a preexisting high-level representation of its surrounding. In
practice no sensor is able to measure landmarks themselves: visual sensors output
pixel intensities, LiDAR the distance to the closest obstacle, IMUs accelerations,
and so on. Landmarks are a higher level idea and exist only once identified and,
most importantly, observed over time.

Ever since the seminal PTAM (Parallel Tracking And Mapping) paper[39] the
SLAM community has embraced a general paradigm where the role of landmark
detection and positioning updates is left to the frontend while that of landmark
management and drift correction, also known as loop correction, is left to a backend.
Finding reliable landmarks for the frontend to recognize over time is arguably the
hardest challenge limiting the robustness of SLAM systems and highly platform
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dependent. On the other hand the backend is usually highly generalizable across
many robotics systems and is often left to a general purpose SLAM library.

Since the frontend role is to provide an incremental positional update, they are
often referred to in the literature as "odometries". The use of the term odometry
in this context is likely to have originated in works from the early 2000 where we
can first find the term visual-odometry [40, 41]. This term was selected in analogy
to the term used for other sensors like wheel encoders,wheel-odometry, or IMUs,
inertial-odometry. All these sources of positioning share the limitation of not being
able to correct the accumulated drift.

Modern frontends are also able to incrementally build a map of their environment,
thus blurring the line between odometry and SLAM. For the remainder of this
work a SLAM framework will be defined as any localization and mapping system
able to detect and correct its accumulated drift without the use of GNSS data.
Conversely, any localization and and mapping system unable to do the same will
be referred to with the term odometry.
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Chapter 3

Hardware Selection

The first attempts to tackle the SLAM problem in the context of autonomous
navigation date back to the early days of the Navlab group [42, 43] from Carnegie
Mellon University. The Navlab1 platform, see Figure 3.1, incorporated wheel
encoders, IMUs, RGB cameras, sonars, and 3D laser scanners.

Figure 3.1: Navlab1 development platform from 1986

Sensors can be separated into two families, exteroceptive and interoceptive ones.
Interoceptive sensors measure some aspects of the internal state of the platform.
A wheel encoder measures the rotational position of wheels and by knowing their
geometry, it is possible to estimate the motion of the platform. Wheel odometry
is subjected to drift due mainly to slippage between the wheel and the ground.
Interoceptive sensors, being blind to their surroundings, are inherently unable to
recognize the inevitable drift any localization system is subjected to. This problem
can be mitigated by the use of external positioning systems, IMU-based navigation
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systems, INS (Inertial Navigation System), are for example often equipped with
GNSS receivers to periodically correct the accumulated drift.

On the other hand, an exteroceptive sensor captures information regarding
the environment surrounding the platform itself. The most popular forms of
exteroceptive sensors used for SLAM are cameras[44], LiDARs[45], sonars[46] and
radars[47]. Being able to observe the external world is key to any SLAM framework
which makes these sensors crucial for SLAM applications.

Table 3.1 shows the general characteristics of many popular sensor used for
SLAM. In practice, it is often beneficial to pair exteroceptive and interoceptive
sensors together in order to increase the robustness and accuracy of the SLAM
pipeline. Often the former output data at a much lower rate compared to the
latter, having access to high frequency data is useful to preserve the high frequency
motion of the platform.

Family Frequency Resolution Accuracy SWAP
Camera Exteroceptive 30-60 Hz High Medium Low
LiDAR Exteroceptive 10-20 Hz High High High

IMU Interoceptive 100-1000 Hz Medium Varying Low
Sonar Exteroceptive 10-100 Hz Low Low Low
Radar Exteroceptive 10-20 Hz Low Low High

Table 3.1: Sensor characteristics for UAV SLAM

State of the art SLAM solutions for UGVs use all possible sensors to achieve the
best possible state estimate. UAVs on the other hand are much more constrained
by the maximum payload they can carry while still maintaining airworthiness. For
this reason the vast majority of UAVs rely on cameras as their main exteroceptive
sensor.

Figure 3.2 compiles the localization performances of the top algorithms tested to
date1 on the KITTI benchmark dataset[48]. From the graph we can see that while
camera based algorithms are more popular, LiDAR based ones tend to provide a
lower translational error.

1Rankings as of 2023
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Figure 3.2: Performances of various SLAM algorithms on the KITTI dataset
In red LiDAR based ones, in blue camera based, in green Camera and LiDAR
based ones.

While in the previous chapter we explained how SLAM work in an agnostic
fashion, to explain the difference in performances between LiDAR and visual SLAM
we need to explain how their frontends work and what are the inherent limitations
to each of these sensor modalities.

3.1 Visual SLAM

Visual SLAM relies on visual data captured by the camera or set of cameras.
These visual data are translated in 3D data using many different strategies but
at the core of most of them lies the idea of 3D point triangulation from sets
of 2D features. Figure 3.3 provides an intuitive visual understanding of feature
triangulation. In an ideal scenario, Figure 3.3a, we have a perfect camera calibration
matrix P , this matrix establishes a relationship between the 2D image coordinates,
y1, and 3D world coordinates,x, up to a scale factor k:

y = kP x

We can imagine this relationship as casting a ray passing through the y1 and
x the scalar factor k represents the fact that we can’t gauge depth from a single
image. Using another image observing the same feature we can then find the point
in 3D space in which these points intersect and use this information to triangulate
the position of the point in 3D space.
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There are many limitations to this technique, the first is represented in Figure 3.3b,
the projection matrix P cannot be estimated perfectly during the camera calibration
phase[49]. This leads to imperfect triangulation which gets worse the further the
point we are trying to triangulate is from the camera.
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Figure 3.3: Feature triangulation

Another limitation stems from the problem of recognizing the same 2D point
across images in the first place. The usual pipeline first detects points of interest
in each images and for each computes a visual descriptor. These descriptors act as
identifiers for each point of interest that can be used to then find visually similar
points across images. The most well known are probably SIFT[50], ORB[51], and
SURF[52]. These early hand-crafted descriptors are still very popular in the field
of visual-SLAM but can often fail dramatically if the environment is subjected to
poor lighting conditions, fog or is lacking textured areas.

Recently, so called, learned descriptors have been proposed[53, 54, 55] to address
the shortcomings of older methods. These descriptors are derived from machine
learning models trained on datasets of image pairs and can address most of the
shortcomings of older descriptors[56]. However those descriptors are difficult to
compute at the rate at which cameras generate frames making them too expensive
for many robotics applications.

Moreover, since point triangulation is an expensive process in practice most SLAM
approaches try and triangulate as fewer points as possible while still maintaining
accurate localization performances. This results in maps low point density which,
while detailed enough for a robot to localize itself, are hard to understand for
human operators. Triangulating more points would, in principle, be possible as
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demonstrated by SfM techniques which can be imagined as an offline version of
the visual SLAM problem.

Figure 3.4: Mapping results of State of The Art Visual SLAM[57] on the KITTI[48]
dataset

In practice, Visual SLAM can provide accurate localization with moderate
computational resources. This, however, comes at the cost of sparse real time
mapping performances, see Figure 3.4. Moreover, visual data can be effected by
poor visibility conditions making the entire pipeline more fragile and less than ideal
to operate in the aftermath of a disaster scenario.

3.2 LiDAR SLAM
LiDAR provide direct 3D measurements of the environment with respect to

the sensor itself. These point clouds can be extremely dense, a typical LiDAR
outputs hundreds of thousands of points per second and many go up to millions of
points per second allowing for accurate mapping without the need for triangulation.
This technology is extensively employed for the acquisition of precise 3D spatial
information about the surroundings, making it indispensable in various applications,
including autonomous navigation, environmental mapping, and object recognition.
In this section, we delve into the fundamental principles and operational mechanisms
that underlie LiDAR systems.

At its core, LiDAR operates on the principle of emitting laser pulses and mea-
suring the time it takes for these pulses to return after interacting with objects
within the sensor’s field of view. LiDAR systems employ lasers, typically in the
near-infrared spectrum, to generate brief, high-energy pulses of light. These pulses
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are directed into the environment in a controlled manner, an optomechanical
mechanism, allowing them to cover a wide range of angles and distances.

LiDAR SLAM works by aligning subsequent scans using the ICP (Iterative
Closest Point) algorithm, first proposed in [58]. The ICP algorithm is a widely
used method for registering two 3D point clouds, P (t) and Q(t − 1), by iteratively
refining the transformation that aligns them. The goal of ICP is to find the
roto-translation T (t) (a 3D translation and rotation) that minimizes the distance
between corresponding points in P (t) and Q(t − 1). The general steps in the ICP
algorithms are:

• Start with an initial estimate of the transformation T , often recovered assuming
constant velocity between time t and t−1 or assumed to be the identity matrix.

• For each point pi ∈ P (t) find the closest qi ∈ Q(t).

• Minimize the error E(T ) between corresponding pairs by optimizing the
transformation T

argmin
∆t,∆R

E(T ) = Σi||qi − T pi||2

• Update T using the newly found translation vector ∆t and rotation matrix
∆R

• Iterate until either a maximum number of step is reached or the error falls
below a certain threshold.

LiDAR frontend are thus able to recover the ego-motion of the platform between
each scan and produce an odometry output which can be fed to a pose graph
optimization framework to correct the accumulated drift. The ICP algorithm
derives its robustness from two main assumptions, the fact that the initial alignment
between incoming scans is already close to being correct and that there will be a
great number of points to be observed, thus averaging the noise out over hundreds
of thousands of points.

LiDARs are extremely precise sensors and can provide millions of points per
seconds to centimeter level precision. However, their accuracy is bound by an
inevitable physical phenomenon: diffraction, often referred to as beam divergence
to encompass every aspect which can increase it. The beam divergence angle θ
is typically defined as the angle within which the majority of the laser energy is
concentrated. It can be mathematically expressed as:

θ = λ

πD
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Where λ is the wavelength of the light pulse and D is the diameter of the light
beam at its narrowest point.

This ideal value of represents the best possible beam divergence value for any
given light pulse, a beam approaching this value is said to be diffraction limited. In
real commercial systems this lower bound is never reached and the quality of the
optics plays a much greater role in the actual performances of the LiDAR. However,
while beam divergence plays a pivotal role for systems expected to capture long
range data we expect to operate in indoor environments (10-40m range) where the
beam divergence characteristics of a LiDAR are not mission critical.

LiDARs, as any sensor, can be affected by many disturbances. Since they work
by measuring the time taken by a light pulse to return to the receiver they are
affected by factors which prevent this process to work. In practice we found that
heavy particulate can impede some of the reflection and provide false returns as can
be seen from Figure 3.5. The experiments performed by my colleagues [59] showed
that the LiDAR data, while still effected by smoke are still usable for SLAM.

Figure 3.5: Effects of heavy particulate concentrations on LiDAR point cloud

Except under specific edge cases LiDAR sensor offer an incredible level of precision
and reliability under conditions spanning from fog to total darkness, such scenarios
would prevent RGB-cameras to operate. Moreover, even under ideal conditions
LiDARs can outperform cameras in SLAM applications, see Figure 3.2.
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In applications where accuracy is paramount, such as surveying, LiDARs have
been the de facto standard for decades and have proven themselves to be an essential
tool for autonomous applications ever since the 2007 DARPA challenge[60]. The
reader might then ask why not always use LiDARs in place of cameras? We argue
that the main barriers to LiDAR adoption have been SWAP (Size Weight And
Power).

To illustrate this point, the LiDAR sensor used for the KITTI dataset in 2012 is
a Velodyne HDL-64e2, at the time one of the best sensors on the market. The point
cloud density and accuracy would still make the HDL-64e useful for LiDAR-SLAM
today. However, the size weight and power consumption being 13kg and 60W
respectively, make it unfeasible for indoor UAV platforms.

3.3 LiDARs for indoor UAVs
The last ten years have seen the development of ever smaller and more efficient

LiDAR sensors[61, 62, 63, 64]. Figure 3.6, shows the different kinds of LiDARs
based on their design.

Figure 3.6: Scheme of popular LiDARs technologies available on the market

Optomechanical LiDARs, also known as rotating LiDARs, are designed to capture
detailed 3D spatial information about their surroundings. Optomechanical LiDARs

2HDL-64e datashet
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rely on a rotating mechanism for beam scanning. One of the key features of
optomechanical LiDARs is their mechanical scanning mechanism. This mechanism
includes a motor that rotates a thin circuit board about its vertical axis. Attached
to this circuit board are laser emitters and receivers pairs.

Figure 3.7: Typical design of an Optomechanical LiDAR[65]

Figure 3.7 shows the design of such sensors. Each pair constitutes a beam and
a single sensor can have between 15 and 128 such beams. Due to their rotating
mechanism, they offer a complete 360-degreeFoV (Field Of View), making them
ideal for applications requiring omnidirectional perception. The main limitation of
these technologies stems from SWAP considerations: optomechanical LiDARs tend
to be larger and heavier compared to solid-state LiDARs, which may limit their
suitability for certain UAV applications where SWAP constraints are critical.

On the totally opposite side we have solid state LiDARs, these sensors rely on
technologies like OPA (Optical Phased Arrays)[64]. OPA LiDARs, operate by
leveraging the principles of optical phase manipulation and beam steering. These
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LiDAR systems replace traditional optomechanical scanning mechanisms with an
array of tiny optical emitters, often lasers, and controlling phase shifts in the
emitted light. By carefully adjusting the phase of the light from each emitter, these
LiDARs can precisely steer and combine multiple laser beams, allowing for rapid
and precise scanning of the environment without any moving parts. As these laser
beams hit objects in the surroundings, they bounce back and are detected by an
array of receivers.OPA LiDARs offer the potential for high-resolution 3D mapping,
fast scanning speeds. Unfortunately, while promising these sensors are still in the
research and development stage and are not yet commercially available.

MEMS LiDARs offer the best compromise between availability on the market and
SWAP considerations. These sensors use tiny, highly precise mechanical components
constructed at the microscale. In MEMS LiDAR systems, a micro-mirror or an
array of micro-mirrors, typically etched onto a silicon substrate, plays a pivotal
role. These micro-mirrors can tilt or rotate rapidly, directing laser beams with
extraordinary precision. As the laser pulses are emitted, these micro-mirrors adjust
their angles to steer the beams towards specific points in the environment and then
capture the reflections. MEMS LiDARs excel in terms of their compact size, low
power consumption, and high reliability.

In practice, the majority of MEMS LiDAR sensors available on the market suffer
from a limitation in their FoV when compared to traditional optomechanical LiDAR
sensors, which offer a complete 360° FoV. This reduced FoV poses challenges for
the robustness of the ICP algorithm and necessitates specific SLAM algorithms to
accommodate them[66]. For your reference, Table 3.2 presents the specifications of
some of the most popular MEMS LiDAR sensors currently widely available.

Ouster Os0-128 Blickfeld QB1 Livox Mid70

H-FOV (°) 360 70 70
V-FOV (°) 90 30 70
Points (hz) 2.4M 70k 100k
Range (m) 100 70 130
Weight (g) 500 275 580
Power (W) 15 12 8
Price (Eur) > 10k not available 1K
Release date 2021 2021 2020

Table 3.2: MEMS based LiDARs specifications
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The primary advantage of MEMS LiDARs lies in their lower power consumption,
reduced weight, and cost-effectiveness. Notably, at the commencement of this
project, Livox introduced a groundbreaking sensor: the Livox Mid360, the details
of which can be found in Table 3.3. This innovative sensor represents a significant
milestone in the world of LiDARs as it offers a full 360-degree FoV while still
maintaining the low SWAP, characteristic typical of MEMS LiDARs.

Livox Mid360

H-FOV (°) 360
V-FOV (°) 59
Points (hz) 200k
Range (m) 40
Weight (g) 265
Power (W) 8
Price (Eur) < 1k
Release date 2022

Table 3.3: Livox Mid-360 specifications

The Livox Mid360 sensor achieves the performance metrics detailed in Table 3.3
through a novel approach. It employs a helicoidal non-repeating pattern to guide the
light beams. You can observe the resulting point clouds in Figure 3.8, showcasing
data generated by the sensor after 0.1 seconds and 2 seconds. To produce these
visualizations, we utilized the data provided by the manufacturer, which can be
found in the official pattern file3.

Our analysis of this data, coupled with subsequent experiments, led us to a
significant insight. The Livox Mid360 sensor consists of four diodes strategically
oriented towards a MEMS mirror, responsible for deflecting their beams. This
unique configuration results in a pattern that efficiently saturates the surrounding
space over time.

After careful evaluation of available LiDARs options, we determined that the
Livox Mid360 was the most suitable choice for our project. The primary factor
influencing our decision was its exceptional low SWAP characteristics, which made
it an ideal candidate for mounting on a small indoor UAV. This feature was crucial

3official pattern
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(a) Mid360 pattern after 0.1 seconds (b) Mid360 pattern after 2 seconds

Figure 3.8: Example of the non repeating pattern of the Livox Mid360. Points
from different diodes are coloured in red, green, blue and yellow respectively.

for our specific application, where the UAV’s agility and maneuverability were of
paramount importance.

Moreover, the Livox Mid-360 exhibited performance metrics that we deemed
sufficient for our SLAM requirements. However, it is important to note that the
Livox Mid360 does have a limitation when compared to top-of-the-line optomechan-
ical LiDARs. It offers a lower point cloud density, which can impact the precision
of our mapping and navigation tasks. Moreover it is unclear to what extent the
unique acquisition pattern may effect the LiDAR SLAM developed with traditional
sensors in mind.

To comprehensively assess the implications of this limitation, we conducted a
rigorous benchmarking process. This involved comparing the performance of the
Livox Mid-360 against, arguably, the best LiDAR sensor currently available on
the market: the Ouster Os0-128. While its SWAP characteristics make it a poor
candidate for integration in an indoor-UAV its pointcloud make it an ideal to act
as a baseline for our comparisons. The results of this benchmarking exercise will
be discussed in detail in the following chapter, shedding light on how the Livox
Mid-360’s point cloud density affects its performance in various SLAM scenarios
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Chapter 4

Analysis of state of the art
SLAM algorithms

In the previous chapter, we discussed the challenges arising from the SWAP
characteristics of traditional optomechanical LiDARs. These challenges have
impeded their incorporation into indoor UAVs, leading to a research gap in SLAM
algorithms specifically designed for indoor platforms with LiDAR sensors. While
LiDARs are commonly used on outdoor UAVs for tasks such as surveying[67,
45] and on ground vehicles including UGVs and automobiles, the majority of
research has been directed towards SLAM algorithms suited for these contexts. We
addressed this disparity in our publication [68], detailing our testing campaign in
the following section."

In our pursuit of advancing indoor UAV-based mapping and navigation, we estab-
lished a set of criteria for selecting suitable SLAM algorithms for our experiments.
These criteria encompassed the following key considerations:

• Dual Sensor Support: Central to our objectives was the evaluation of
the Livox Mid360’s performance in comparison to traditional LiDAR sensors.
Consequently we only tested SLAM pipelines which supported both the Livox
Mid360 and the Ouster Os0-128. This dual-sensor support allowed us to
conduct a comprehensive and fair comparisons between the Livox Mid360 and
traditional LiDAR sensors, taking into account the distinct characteristics of
each sensor. Notably, we excluded popular frameworks such as F-LOAM[69]
and LeGo-LOAM[70] from our testing campaign due to their incompatibility
with the point clouds generated by the Mid360. Conversely Livox-LOAM[66]
was excluded as it was incapable of process the pointcloud generated by the
Os0-128.
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• Real-time performances: Given the dynamic and real-time nature of indoor
UAV mapping scenarios, the ability to operate in real-time was an imperative
criterion. This ensured that our chosen SLAM algorithms could deliver timely
and responsive localization and mapping results to first responders and enable
effective UAV navigation and mission execution. For this reason we excluded
PUMA[71] because, although it could process both set of data it was unable
to do so in real time.

• ROS compatibility: Recognizing the ubiquity and versatility of the Robot
Operating System (ROS)[72] framework in in robotics research and devel-
opment, compatibility with ROS was deemed essential. This compatibility
streamlined the integration of our selected SLAM algorithms with the broader
robotic system, ensuring seamless communication and data exchange. We
excluded for this reason MULLS[73] since while able to process data from
both data it was not integrated with ROS.

• Open-Source Availability: An implicit but critical requirement was the
availability of SLAM algorithms as open-source software. This stipulation
was essential to enable thorough testing and evaluation, as access to the
algorithm’s source code is indispensable for a comprehensive understanding
of its functionality and performance. Consequently, the many commercial
LiDAR SLAM solutions that lacked open-source availability were excluded
from consideration.

The subsequent sections of this chapter will delve into the specific SLAM al-
gorithms selected based on these criteria and their comprehensive performance
evaluations under these rigorous conditions. Through this research, we aim to shed
light on the capabilities of the Livox Mid360 and its potential to advance indoor
UAV-based mapping and navigation.

4.1 Presentation of the selected Algorithms

4.1.1 CT-ICP
The core of the CT-ICP [74] algorithm is its novel approach to the scan-to-map
registration step. One of the limitations associated with employing the naive ICP[58]
algorithm for matching successive scans stems from the distortion experienced by
each new scan as the sensor undergoes movement during the acquisition process[75].
This work is not the first to implement a de-skewing strategy prior to the scan
matching step. However, the approach taken here is novel in that it does not rely
on a constant velocity model for the sensor motion or IMU data. This system
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proposes an elastic formulation of the trajectory with continuity of start and end
pose in the scan acquisition step while allowing for discontinuity between adjacent
scans. In particular, during the de-skewing step no assumption is made about the
fact that the pose of the sensor at the beginning of scan Tb(n) is equal to that of
at the end of the previous one Te(n − 1). This approach preserves high-frequency
motion while still correcting for the scan skew. In the same paper, the authors also
introduce a back end pose graph optimizer based on g2o [37] used to implement
Loop Closure. However, it has not been integrated with the ROS framework and
can only be used to process datasets off-line and we consequently did not integrated
it in our tests.

4.1.2 KISS-ICP
The KISS-ICP framework [76] aims to be a general approach applicable to any
LiDAR sensor with minimal to no tuning of its parameters. It does so by having no
assumption on the kind of sensor being used and avoiding point cloud descriptors
to aid in the scan matching step. To this end KISS-ICP forgoes most of the
sophisticated optimization techniques and reduces the odometry estimation loop
to four steps, namely:

• De-skewing the incoming scan using the constant velocity model,

• Sub-sampling of the deskewed point cloud to bound complexity,

• Scan-to-map matching to recover the incremental odometry,

• Updating of the local map stored using a voxel grid using the previously
subsampled point cloud.

During the scan-to-map matching step, the regular ICP algorithm is utilized.
However, instead of establishing a maximum limit for iterations, an adaptive
threshold is employed, using the point-to-point distance between the local map and
the incoming scans as metric.

4.1.3 LIO-SAM
LIO-SAM [77] is an integrated inertial-LiDAR odometry and mapping pipeline.The
utilization of IMU data serves a dual purpose within this framework. First, it plays
a crucial role in the de-skewing step, aligning LiDAR data accurately. Second, the
IMU provides an initial estimation for the scan registration step.

The integrated IMU data and the LiDAR odometry data, together with optionally
loop closure and GNSS signals, are merged into a factor graph which is optimized
using GTSAM [31]. The scan registration step generates the LiDAR odometry
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factor, i.e., each scan is registered to a local map by first extracting edge and planar
features based on the local roughness [78].

The factor graph formulation allows for the integration of loop closure in the
LIO-SAM framework. Loop detection is initialized based on the Euclidean distance
between the current pose and previous key poses in the previous trajectory. Upon
triggering, the current scan is aligned with the one corresponding to the pose
captured by the key pose which activated the loop closure event, the retrieved
rototranslation is used as a constraint for the pose graph. Like depicted in Figure
2.2.

4.1.4 FAST-LIO2
Fast-LIO2 [79] is a SLAM system that relies on both LiDAR and IMU data. In
its previous iteration [80], the system utilized an iterated EKF for point cloud
deskewing and scan matching initialization. However, one notable evolution in the
latest version is the elimination of the need for a feature extraction step in the scan
matching process.

The standout feature of this updated formulation lies in its ability to handle
dense maps effectively, which consequently enables efficient scan-to-map matching.
Unlike many other LiDAR SLAM systems that either rely on sub-sampling or
require feature extraction to make real-time scan matching feasible, FAST-LIO2
introduces a specialized implementation of a k-d tree for storing and managing
map data. K-d trees are data structures designed for fast point matching using
kNN (k-Nearest Neighbor) search.

One challenge with traditional k-d trees is that inserting new points into the map
requires re-balancing the entire tree, potentially causing non-real-time operation,
especially when incremental map generation is necessary. To overcome this issue,
the authors implemented a self-balancing k-d tree based on the Scapegoat Tree
concept proposed in [81]. This innovative approach ensures that the final algorithm
can handle extremely dense maps while maintaining real-time performance.

4.2 Benchmarking methodology and analysis
Having selected a representative sample of LiDAR SLAM algorithms we moved

onto the testing phase. Many datasets have been proposed in the literature and
are usually used as a benchmark for SLAMs. However, most of these datasets have
been collected from sensors mounted on cars[48, 82, 83, 84] or other UGVs [85, 86,
87]. The comparatively slow and smooth trajectories of ground platforms prevents
them from capturing data challenging enough to tease the differences between
different
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The trajectories of ground vehicles typically follow slow and smooth paths, which
limit the complexity of the data they capture. Using LiDAR data collected from
ground vehicles may not provide a reliable basis for predicting which algorithm
will excel when the sensor is mounted on a drone. Some recent datasets[88, 89]
have incorporated hand held sequences using MEMS LiDARs. These datasets
could potentially offer intriguing insights, as hand-held sequences often exhibit
greater motion variation compared to those captured from a vehicle. However,
these datasets do not include data from the specific LiDAR models we aimed to
evaluate.

Recognizing the need for relevant and tailored data, we made the decision to
develop a custom dataset within a simulated environment. This approach allowed
us to precisely replicate the characteristics of both the Mid360 and Os0-128 sensors,
ensuring that the data generated closely resembled the real-world scenarios our
research aimed to address.

Furthermore, the simulation environment presented us with an invaluable op-
portunity: the ability to equip the drone with both virtual sensors simultaneously.
This capability allowed us to capture both point clouds during each flight. This
is impossible to achieve in the real world, given the considerable weight of the
Os0-128 sensor for an indoor drone. During this phase, our primary objective
was to assess whether the Mid360 could reliably generate actionable point clouds,
particularly when subjected to the complex motion patterns typical of indoor UAVs.
This investigation was fundamental in the context of our exploration of SLAM
techniques for indoor UAVs.

By creating this custom dataset, we aimed to bridge the gap between existing
datasets and the unique demands of indoor UAV-based mapping and navigation,
enabling a more accurate and comprehensive evaluation of SLAM algorithms and
the performances of the Mid360.

4.2.1 Simulation Pipeline
We choose to integrate our simulation withing the Gazebo simulation environ-

ment[90]. Compared to other popular simulation environments such as AirSim[91],
Carla[92], or Nvidia Omniverse1, Gazebo offers increased efficiency. This comes at
the cost of decreased visual fidelity, however, since it still supports high quality

1Nvidia Omniverse presentation page
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meshes this will not effect the simulation of lidars. The other simulation pipelines
are be better suited for advanced visual SLAM simulations.

In order to generate the point clouds for the Mid360 sensor we elected to use
the official pattern released by the manufacturer. However the official plugin it
is a part of introduces distortion in the point cloud that unacceptably degraded
the SLAM performances. An example of such distortion can be seen in Figure 4.1.
Both point clouds were generated by placing the virtual sensor in the center of a
cylinder, the left point cloud shows a noticeable distortion. Analysis of the original
code showed that this was caused by improper handling of the zenithal coordinate
when computing the distance to the closest mesh.

Figure 4.1: Comparison of point cloud generated by the original plugin, on the
left, and ours, on the right.

We further improved on the original plugin by adding the timestamp of each
point in the point cloud a behaviour present in the data outputted by the original
sensor but not present in the data generated by the official plugin. Lastly, our
implementation is able to work with the latest version of ROS and Gazebo, this is
not the case for the official plugin. We released our version of the plugin2 to the
benefit of the robotic community as part of our previous publication[68].

To the best of our knowledge only one other work tackling the simulation of
the Mid360 is the recently released MARSIM[93]. MARSIM implementation is a
standalone LiDAR simulation framework which forgoes entirely the use of meshes
and only relies on dense point clouds to represent the environment. Their strategy
yields them higher performances compared even to the already fast Gazebo but
requires highly detailed, and manually refined, point cloud maps. We decided to

2Link to the plugin
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work in as a plugin to gazebo for its deep ROS integration and possibility to use
meshes as maps.

Testing Environments

Being able integrate maps in Gazebo we decided to create two maps as testing
environments. Figure 4.2 shows the two maps we used to run our tests in.

The initial map, referred to as the house, exhibits a relatively compact layout
in comparison to the second map, the cave. Notably, the house map features a
greater number of open spaces, strategically chosen to facilitate the execution of
more aggressive flight maneuvers by our simulated drone. In contrast, the cave map
is characterized substantially larger, maze-like configuration, rendering aggressive
drone piloting unfeasible. However, the extensive network of elongated corridors
within the cave map posed a significant challenge to the overall robustness and
consistency of our SLAM algorithms.

(a) House map (b) Cave map

Figure 4.2: Maps used to run our tests in.

4.2.2 Evaluation procedure
Most benchmarking efforts evaluate only the localization performances of differ-

ent SLAM algorithms. This is partially due to the fact that capturing ground truth
data of the environment is a hard and time consuming endeavour and partially due
to the fact that most of the slam research has focused on improving the localization
accuracy rather than the mapping quality. The metrics most often used to bench-
mark the performances of a SLAM algorithm are the ATE (Absolute Trajectory
Error) and RPE (Relative Pose Error)[94], to measure the global consistency and
the local accuracy respectively.
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To compute the RPE, the reference trajectory is divided into uniformly spaced
intervals, of 1 m in our case. The relative transformation ∆i,j between the pose
at the beginning Pi and at the end Pj of each segment is then computed for both
trajectories. Finally, using the inverse compositional operator [95], denoted as
⊖, we can compute the RPE between each transformation in the reference and
relative trajectory. Using the RPE is possible to quantify the drift per meter in
each run and in doing so have a metric to represent the local accuracy of each
SLAM pipeline.

RPEi,j = ∆esti,j
⊖ ∆refi,j

= (P −1
ref,iPref,j)−1(P −1

est,iPest,j)

Conversely, the ATE measures the overall consistency of the final trajectory by
aligning the estimated one and the ground truth one, optionally the scale error is
also estimated by computing the overall Umeyama[96] transformation between the
two sets of poses. Once aligned the distance between each estimated pose and its
closest neighbour amongst the ground truth ones is computed.

In our tests we decided to use the RPE measurement using[97] to compute the
local drift of each sensor in each run but we used the final point cloud to measure
the overall consistency of our SLAM. In analogy to the ATE we computed the
global consistency by:

• Aligning the point cloud with the ground truth mesh.

• Computing the distance between each point in the point cloud and the closest
vertex in the mesh

• Computing the RMSE (Root Mean Squared Error) over all the point-to-mesh
distances.

In our analysis of the data we identified as outliers all the points whose distance
from the mesh was greater than 20 cm. These points severely effect the quality of
the final map and present themselves as ghosting artifacts[98] in the point cloud.
An example of these artifacts can be seen in Figure 4.3.

Local Accuracy Results

Table 4.1 presents the local accuracy of the selected algorithms on two different
maps: House and Cave. It is notable that most algorithms found the House map
more challenging than the Cave. One possible explanation is the constrained
environment of the Cave, which restricts the range of potential motions available
to the UAV during flight. In contrast, the House offers open spaces, allowing
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Figure 4.3: Section of the final point cloud captured in the cave. The points in
red are those whose distance to the original mesh was greater than 20cm

for abrupt changes in both speed and heading. This poses challenges for LiDAR-
based odometry, as this sensor family typically has a low scan acquisition rate.
While conventional cameras capture images at frequencies ranging from 30-60Hz,
LiDAR sensors commonly operate at a scan acquisition rate of 10Hz, making them
especially sensitive to high-speed motion.

High-speed motion coupled with a low scan acquisition rate results in poorly
overlapping scans, regardless of accurate de-skewing. This adversely affects the
scan-matching process, a critical component in any SLAM algorithm, thereby
compromising the overall state estimation performance. The impact of a low data
acquisition rate on odometry estimation has been extensively examined within the
visual SLAM community [99].

CT-ICP demonstrates remarkable performance, particularly given its non-reliance
on IMU data. The high local accuracy can be attributed to its scan registration
method, which effectively preserves the sensor’s high-frequency motion components.
This is particularly evident in its performance on the House map, where it achieves
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Cave
CT ICP KISS ICP LIO SAM lc LIO SAM Fast LIO2

Mid-360 1.78 3.34 2.50 2.61 1.08
Os0-128 1.53 8.17 1.26 1.24 0.49

House
CT ICP KISS ICP LIO SAM lc LIO SAM Fast LIO2

Mid-360 2.72 6.88 3.54 2.7 1.61
Os0-128 2.79 7.1 1.65 1.51 1.11

Table 4.1: RMSE of the drift in cm per 1 m interval.
In bold the best-performing sensor for each algorithm, underlined the best-
performing algorithm for each sensor

accuracy levels comparable to LIO-SAM.

Examining KISS-ICP we can see the only instance where the local accuracy
decreased going from the Cave to the House map. Nonetheless, it performed worse
than other algorithms. It can be observed that also the other purely LiDAR-
based algorithm outperforms KISS-ICP, as the constant velocity model, employed
to provide the initial guess for scan-to-map registration, frequently experiences
significant violations during our tests where the sensor was mounted on a UAV
subjected to high speed motion.

LIO-SAM, both with and without loop closure, has been able to preserve high
local accuracy in both maps. We attribute this to its use of the IMU pre-integration
used to provide a first guess to the scan alignment step. The local accuracy doesn’t
show a significant improvement by activating the loop closure as loop closure can
only correct the accumulated drift and not the instantaneous one, we will discuss
its impact on global consistency in the next section.

LIO-SAM Fast-LIO2
Mid-360 +3.3% +32.5 %
Os0-128 +17.9% +55.8%

Table 4.2: Percentage of drift increase from Cave to House map
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The performances of Fast-LIO2 are a testament to the impact that dense matching
can have on LiDAR SLAM. Fast-LIO2 shows the lowest drift of all the algorithms
in either map and using either sensor. While both Fast-LIO2 and LIO-SAM rely on
IMU data to remain accurate at high-speed, the use of dense matching improves the
accuracy of each registration yielding more accurate odometry. However, computing
the drift increase going from the Cave to the House map, see Table 4.2, suggests
the pose graph strategy implemented by LIO-SAM[31] may be a comparatively
more robust method than the iterative EKF implemented by Fast-LIO 2, albeit
less precise in absolute terms.

Looking at the impact of the sensor itself, it is evident that the CT-ICP algo-
rithm’s ability to perform odometry estimation in an indoor environment is largely
unaffected by which sensor is being used. By storing the local map in a sparsified
voxel structure CT-ICP, is able to reduce its computational footprint while at the
same time having the side effect of uniformly processing point clouds with different
densities. Conversely, LIO-SAM shows a clear preference for higher-density point
clouds, this is due to the fact that in order to extract the LAOM[78] features
it needs to perform scan matching, and higher-density point clouds are greatly
beneficial in detecting the features in the first place. Overall the Mid360 measurably
decreases the local accuracy of most SLAM algorithms but, while measurable, it’s
not significant. Its average being below three centimeter per meter in the most
challenging map.

Global consistency

Looking at the Table 4.3 we can see that the Cave map has been the most
difficult to maintain global consistency in. All algorithms succeeded in generating
an accurate final map of the House with both sensors. This is likely due to the
fact that the many openings present in the map, combined with its smaller size,
effectively turned any local map into an equivalent global one, this can be seen in
Figure 4.4. Registering points to what amounts to a global map rather than to a
local one improves the overall consistency of the final map.

Looking at the point-to-mesh histograms in Figure 4.5 we can see that, while
CT-ICP did not show a strong preference for either of the two sensors when looking
at the local accuracy, the global consistency decreases significantly using the data
provided by the Mid360. In particular, Table 4.4 shows a tenfold increase in
the number of outliers. As the authors themselves have highlighted, local maps
maintained on the distance d to the last registered scan, and not on a sliding
window of the n most recent frames, are particularly susceptible to degradation
of the global consistency following bad scan insertion. CT-ICP counteracts this
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Cave
CT ICP KISS ICP LIO SAM lc LIO SAM Fast LIO2

Mid-360 20.06 22.58 9.99 14.27 19.98
Os0-128 7.68 51.47 6.26 17.19 5.52

House
CT ICP KISS ICP LIO SAM lc LIO SAM FAST LIO2

Mid-360 6.45 6.86 6.95 5.90 5.27

Os0-128 4.33 4.88 3.65 4.19 5.52

Table 4.3: RMSE in cm compued from the point-to-mesh distance.
In bold the best-performing sensor for each algorithm, underlined the best-
performing algorithm for each sensor

Figure 4.4: Scan from the Os0-128 captured in the House map

by adopting a more cautious approach to scan-to-map registration during abrupt
pose changes. Notably, sensors with longer-range capabilities are more sensitive
to minor yet rapid motion changes, aiding early detection. The limited range of
Mid360’s point cloud, however, makes it less conducive to triggering this preventive
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mechanism, resulting in ghosting artifacts.

Cave
CT ICP KISS ICP LIO SAM lc LIO SAM Fast LIO2

Mid-360 14.95 31.91 3.68 10.68 15.59
Os0-128 1.40 58.25 0.17 21.78 0.18

House
CT ICP KISS ICP LIO SAM lc LIO SAM Fast LIO2

Mid-360 0.13 3.17 4.24 2.28 5.92e-3
Os0-128 0.02 0.45 9.54e-4 9.34e-4 0.02

Table 4.4: Percentages of outliers in each final point cloud.
In bold the best-performing sensor for each algorithm, underlined the best-
performing algorithm for each sensor

Figure 4.5 underscores the efficiency of the optimizations present in CT-ICP.
While KISS-ICP also employs a voxel structure for local map maintenance, it
apparently lacks strategies to counteract poor scan registration. Consequently,
point clouds from the Os0-128 produce amplified ghosting artifacts in the resulting
map.

0.0 0.2 0.4 0.6 0.8 1.0

ct-icp

0.0 0.2 0.4 0.6 0.8 1.0

kiss-icp

0.0 0.2 0.4 0.6 0.8 1.0

lio-sam-lc

0.0 0.2 0.4 0.6 0.8 1.0

lio-sam

0.0 0.2 0.4 0.6 0.8 1.0

fast-lio2

Figure 4.5: Point-to-mesh error distribution for CT-ICP and Kiss-ICP
In blue with the Mid360 and in red with os0-128

The maps generated by LIO-SAM demonstrate the effects that loop closure has
on maintain global consistency. From Figure 4.6 it is possible to see a pronounced
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bulge in the point-to-mesh distance histogram of the final map generated by LIO-
SAM without the loop closure module active. These are due to entirely misaligned
portions of the final map. Activating the loop closure realigns the trajectory and
the map indirectly. These misalignments occur infrequently but are difficult to
predict, loop closure is the best tool to counteract this phenomenon. However,
finding the right set of parameters for loop detection in LIO-SAM is a trade-
off between real-time operation and the global consistency of the map. As the
authors themselves wrote, the loop detection module, being based on the Euclidean
distance between the current pose and the trajectory, is naive but effective and
more advanced methods are present in the literature [100, 101].

0.0 0.2 0.4 0.6 0.8 1.0

ct-icp

0.0 0.2 0.4 0.6 0.8 1.0

kiss-icp

0.0 0.2 0.4 0.6 0.8 1.0

lio-sam-lc

0.0 0.2 0.4 0.6 0.8 1.0

lio-sam

0.0 0.2 0.4 0.6 0.8 1.0

fast-lio2

Figure 4.6: Point-to-mesh error distribution for LIO-SAM with and without loop
closure active
In blue with the Mid360 and in red with os0-128

Fast-LIO 2 produces admirable results in both the House and the Cave envi-
ronments. The inconsistent proportion of outliers across each of the four tests,
see Table 4.4 is indicative of how the dense scan-to-map registration approach
is susceptible to drift accumulation which is never able to correct. Figure 4.3 is
indicative of the results that can be expected in a worst-case scenario.

However, preserving global consistency using a dense global map comes with
the caveat of considerable memory consumption. The i-k-d tree implemented in
Fast-LIO 2 allows for real-time interaction with a dense global map, as far as CPU
utilization is concerned. However, it does not reduce its size. Figure 4.7 shows the
memory utilization of the algorithm over time and it is evident that the memory
utilization grows linearly with time by a factor proportional to the size of the point
cloud being used. In our tests, after a few hundred seconds the map has grown
to occupy a few gigabytes. The algorithm starts to truncate the global map only
when the sensor is detected as being outside a predetermined distance from the
first scan which by default is set to 1 km. This approach is inherently memory
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unsafe, not because of the size of the default distance, but because it is possible for
a sensor to remain static and saturate the system RAM.
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Figure 4.7: Memory usage of Fast-LIO2.
In blue with the Mid360 and in red with os0-128

4.3 Selection of the SLAM algorithm
Upon analysis of the data from each algorithm, we opted for CT-ICP [74] for our
subsequent tests on real hardware. This decision was informed by several factors:

• FAST-LIO2 [79], despite showcasing the best results, exhibited high memory
consumption, rendering it suboptimal for a SLAM framework operating on
power-constrained embedded hardware.

• Kiss-ICP [76], although the simplest to calibrate and execute, performed
the least efficiently among the SLAM systems examined. Notably, while its
constant velocity model suffices for data from ground platforms, it falls short
with data from agile UAV.

• LIO-SAM [77] didn’t present a substantial benefit over CT-ICP. Moreover, its
backend relies on GTSAM [36]. Our team’s path planner [102] incorporates
its backend based on Voxgraph [38] for sub-map maintenance and exploration
decision-making. Hence, to avoid concurrent operation of two backends, we
decided to select CT-ICP and integrate it into the Voxgraph-provided backend.

4.3.1 Performance on real data
The testing platform is depicted in Figure 4.8. Given the minimal size and

power requirements of our sensor, it was integrated into a compact UAV suitable
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for indoor laboratory piloting. The drone’s dimensions are 40X40X30cm (Width,
Length, and Height), with a flight autonomy approximated at 10 minutes.

Figure 4.8: UAV mounting the Livox Mid360

The final map, constructed using LiDAR data captured by the Mid360 affixed
to the drone, is displayed in Figures 1.5 and 4.9. This map results from a 3:54s
mission during which the drone traversed an estimated 120 meters, as determined
by the odometry data from CT-ICP. Notably, we lacked access to a tracking system
for ground truth position validation during testing. Thus, neither local nor global
error quantification is feasible. Yet, a qualitative analysis suggests that the map’s
reconstruction is precise.

Figure 4.10 shows the plot of the estimated vertical position estimated by
CT-ICP. As we took off and landed from the ground we can quantify the overall
accumulated error in the vertical direction at the end of the run. Using the last 20
position estimates we have a final height estimate of -4.5cm. Assuming the floor
to be level and flat, an overall error of less than 5 centimeters makes us confident
that even assuming degraded performances when deployed in a disaster scenario
the overall consistency should be satisfactory.
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Figure 4.9: Top down rendering of the point cloud generated by CT-ICP from
data collected from our flying platform
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Figure 4.10: Plot of the height during real flight as elaborated by CT-ICP
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Chapter 5

Loop Closure
implementation

As described in section 2 a true SLAM framework must incorporate both a way
to detect the accumulated drift and correct it. Amongst the slam framework we
presented in the previous chapter most[74, 79, 76] should be better characterized
as odometries rather tham real slam. The only exception is LIO-SAM which keeps
track of backtracking to take advantage of possible loop closures which it maintains
using GTSAM[36].

In our analysis of the algorithms we selected CT-ICP[74], which does not naively
support loop closure. To mitigate this limitation in this chapter we will present a
possible strategy to integrate true loop detection and correction in the context of
LiDAR SLAM, Figure 5.1 shows the general architecture.

5.1 Loop detection
Many strategies for detecting loop closures with LiDAR data have emerged in the

literature; however, numerous approaches grapple with challenges. Some struggle
to operate in real-time [103], while others cannot recover the full 6 degrees of
freedom correction [100, 74]. To overcome these limitations, our research integrated
a recently proposed methodology: BoW3D [101].

BoW3D is an innovative method that leverages the LinK3D[104] feature descriptor
to offer fast and accurate loop closure detection within 3D point cloud data. The
underlying principle behind this approach is inspired by traditional 2D image
features, such as SIFT[105] and ORB[51], and the method seeks to represent 3D
keypoints using surrounding neighborhood information.

45



Loop Closure implementation

Figure 5.1: Architecture of how we integrated loop closure detection and integra-
tion in a pose graph framework

BoW3D predominantly consists of a vocabulary and associated place sets. The
vocabulary is a compilation of words. Each word represents a unique combination
of dimension values from the LinK3D descriptor. These words encapsulate the
different recognized patterns within the 3D LiDAR data. In essence, they serve as
a summarized representation of the key features found across different frames of
point cloud data.

Accompanying each word in the vocabulary is a respective place set. A place set
enumerates the frames (or scans) in which a particular word (or pattern) has been
identified. The data structure ensures that for any given word in the vocabulary,
all its occurrences across different frames can be quickly ascertained by referencing
its associated place set.

These Binary Words are stored in a hash table allowing for retrieval in constant
time O(1). This speed makes it possible for BoW3D to quickly check each incoming
point clouds against the previously stored binary words to check for possible loop
closure candidates. Once a loop closure candidate is detected the current scan
is matched against the one corresponding to the loop closure position using the
Link3D features to recover the relative transformation as a loop closure constraint.
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In our experiment we corroborated the speed of this technique being able to
operate in concert with CT-ICP with little to no overhead. However we also noticed
an abundance of spurious matches. Since the only filtering step implemented by
BoW3D is based on the ratio of distinctive features present in each scan we also
added the following constraints to mitigate this problem:

• Minimum time distance between current and retrieved scan

• Maximum recovered distance during loop closure

The first constraint is instituted to preclude matches with scans acquired in
close temporal proximity. A threshold of 40 seconds was established, premised
on our observation that such a duration was insufficient to manifest any drift.
Imposing loop corrections within this interval only exacerbated computational
demands without enhancing the system’s precision. The second constraint serves
as a safeguard against false matches in map regions exhibiting self-similarity. Given
that our trials without loop closure never exhibited drifts beyond 5 meters, we
instituted this value as the threshold. Any loop correction exceeding this range
was inherently deemed dubious.

5.2 Loop Correction
To act on the loop closure constraints retrieved by BoW3D, we utilized Voxgraph

[38] as our optimization backend. This tool is adept at transforming sparse point
clouds, commonly sourced from LiDAR SLAM, into dense, consistent, and detailed
meshes of the environment.

At its core, Voxgraph operates on a voxelized truncated signed distance field
(TSDF)[106]. In this grid-like structure, each voxel encodes the shortest distance
to the nearest surface. Depending on the side of the surface the voxel is positioned,
distances are either marked as positive (’empty’ side) or negative (’occupied’ side).
By truncating distances beyond a specific threshold, computational efficiency is
achieved, while also curbing the influence of noise.

The environment is modularly represented through submaps in Voxgraph. A
submap is initiated when the robot traverses beyond a designated distance from the
inception of the prevailing submap or after integrating a predetermined number of
measurements. Each submap maintains its individual TSDF, allowing for localized
dense reconstructions.
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Concurrently, Voxgraph crafts a pose graph where nodes represent submaps and
edges signify spatial constraints, often stemming from sensor readings or detected
loop closures. The optimization of this graph refines the relative poses of submaps,
ensuring a better alignment with the collected data.

In our tests we wanted to isolate the effects of BoW3D on global consistency
so we disabled any pose graph optimization step in Voxgraph except for the loop
closure constraints provided by BoW3D. The full pose graph at the end of the tests
in the cave map can be seen in Figure 5.2.

Figure 5.2: Pose graph generated by Voxgraph in the cave environment.
In black odometry constraints and in red the loop closure constraints. The green
line is the trajectory of the drone computed by CT-ICP

5.3 Results
We performed our tests to validate the effectiveness of BoW3D in the cave map

as it was the map where we saw the highest level of global inconsistency in the final
point cloud and consequent ghosting artifacts. We used the same data collected in
our previous tests but we now used our pipeline detailed in Figure 5.1 to process
them.
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The main limitation of using Voxgraph as our backend is that it is only able to ap-
ply the loop closure corrections to the dense submaps it reconstructs. Consequently
we evaluated the global consistency on the final mesh generated by Voxgraph, with
and without loop closure active. Figure 5.3 shows qualitatively how the loop
closure is able to correct the ghosting artifacts present in the original point cloud.

(a) Ghosting artifacts from accumulated
drift

(b) Loop closure effects on the final re-
constructed mesh

Figure 5.3: BoW3D in concert with Voxgraph is capable of effectively correct the
accumulated drift in the most challenging map.

Figure 5.4 shows the point-to-mesh error distribution of the final map re-
constructed by Voxgraph with and without loop closure. From our analysis we
measured a 22.8% improvement in the number of outliers by activating the loop
closure strategy detailed in Figure 5.1. However, for Voxgraph to run in real time
we had to set the size of the voxels to 0.2m. Such a coarse reconstruction generates
noisy meshes and consequently the outlier percentage without loop closure active
is equal to 41.59%, a substantial increase compared to the overall consistency of
the unprocessed point cloud obtained by CT-ICP.
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Figure 5.4: Point-to-mesh error distribution in our Loop Closure test
In red without loop closure active and in blue with loop closure active
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Conclusions and future work

In our research, we underscored the significant advantages LiDAR technology
can offer in disaster management. Notably, while the majority of UAVs utilized for
indoor exploration predominantly depended on human pilots due to a deficiency
in autonomy, our findings demonstrate that contemporary MEMS-based LiDARs
enhance localization precision. This facilitates real-time three-dimensional recon-
structions of indoor settings for first responders. Given the pronounced accuracy
and robustness of LiDAR, its value is further evident considering its extensive
application in sectors like surveying and autonomous transportation. Additionally,
the maturity of these sensors now permits their integration into compact aerial
platforms.

Nevertheless, our evaluation revealed that LiDAR SLAM systems, initially
designed for terrestrial platforms, face challenges when adapted to agile UAVs. Our
trials pinpointed CT-ICP as the superior LiDAR SLAM method. We subsequently
refined it by embedding it within a comprehensive framework capable of real-
time loop closure detection and rectification using BoW3D and Voxgraph. This
framework emphasized the imperative for precise dense mesh reconstructions, as
existing pipelines compromise the original point cloud’s accuracy.

Our endeavor underscored the vital role of effective simulation pipelines. The
plugin developed for the Livox Mid360 simulation was pivotal in our data acquisition,
enabling sensor comparisons that would have been impractical on our compact
indoor UAV. We aspire to further enhance simulation efficiency in our subsequent
work through GPU acceleration.

In conclusion, our research has illuminated the transformative potential of LiDAR
technology, especially in the realm of disaster management and indoor exploration.
The enhancements in precision, autonomy, and real-time response underscore the
pivotal role of advanced sensor technology in driving forward the capabilities of
UAVs. As technology continues to evolve, it is imperative for research to stay aligned
with these advancements. Our work contributes to this ongoing dialogue, providing
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insights and avenues for further exploration in the field of UAV technologies and
their applications.
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Acronyms

ATE Absolute Trajectory Error

EKF Extended Kalman Filter

FoV Field Of View

GNSS Global Navigation Satellite System

GPS Global Positioning System

ICP Iterative Closest Point

IMU Inertial Measurement Unit

INS Inertial Navigation System

IPS Indoor Positioning Systems

kNN k-Nearest Neighbor

LiDAR Light Detection and Ranging

MAP Maximum A Posteriori

MEMS Micro Electro-Mechanical Systems

OPA Optical Phased Arrays

PTAM Parallel Tracking And Mapping

RMSE Root Mean Squared Error

RPE Relative Pose Error
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Acronyms

SfM Structure from Motion

SLAM Simultaneous Localization And Mapping

SWAP Size Weight And Power

UAV Unmanned Aerial Vehicle

UGV Unmanned Ground Vehicle
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