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Abstract

Human activities have significantly increased the concentration of greenhouse gases in the atmosphere,
intensifying the greenhouse effect and contributing to global climate change. Since CO, is the most
abundant greenhouse gas to be released in the atmosphere, the effect of the others is calculated with
respect to it through the global warming potential, which estimates the energy-trapping capability of a gas
with respect to CO; over a 100-years period. Among all the main other greenhouse gases, N>O has a
global warming potential of around 270, while its concentration is about 3 orders of magnitude smaller
than the one of CO5, leading to a contribution to heat-trapping approximately equal to the 25% of the one
of CO,. This makes an accurate assessment of N,O emissions essential. Unlike CO,, the main source of
N, O released into the atmosphere is agricultural land use. However, many technical challenges associated
with the capability of achieving reliable emission estimates with low uncertainties at the field level come
out due to the significant variations of N>O flux in space and time and they are ultimately attributed to
the lack of suitable sensors and platforms that can precisely capture the in-field variations in a large area
while remaining low cost and non-invasive to farming activities. Researchers have been striving to over-
come these limitations and a novel approach combining piezoelectric MEMS resonators with plasmonic
metamaterials has been recently proposed, offering advantages including ultra-miniaturized footprint, low
power consumption, and high detection accuracy. This innovative approach typically involves an oscillator
loop that includes a resonator covered by a spectrally selective metamaterial layer. When the incident IR
light is absorbed by the metamaterial and converted into heat, the resulting temperature change causes a
shift in the admittance response of the resonator, thereby altering the oscillator frequency.

The purpose of this thesis is to design through numerical simulations, fabricate, and test a sensor
achieving a measurement sensitivity of NoO molecules’ concentration at the ppb level by combining a
MEMS-based spectrally-selective IR detector with an IR spectroscopic gas cell. The enabling technology
is laser absorption spectroscopy, which allows the detection of trace gases molecules through the absorption
of highly coherent IR light at wavelengths that corresponds to their roto-vibrational states: the optical
power of the IR laser beam passing through the gas cell is modulated by the concentration of N>O
molecules and sensed by the detector. This thesis eventually provides the experimental demonstration of
the functioning of all the sub-parts of the designed system. In particular, it presents the first implementation
of a high temperature coefficient of frequency (TCF ~ - 55 ppm/°C) and good electromechanical
properties (Qy;, ~ 800 and k% ~ 3.3%) 30%-doped Sc AIN resonator on a patterned interdigitated bottom
electrode with an enhanced absorption peak of 80% at a wavelength of 4.8 um. This result has been
achieved by replacing SiO, with AIN as the dielectric layer of the metal-insulator-metal metamaterial
absorbers without compromising the IR absorbance.



Contents

Introduction
L1 OVErVIEW . . . . o o o e e e e e e e e e e e e e
1.2 Proposed technology . . . . . . . . . . . . . e
1.3 ThesiSStructure . . . . . . . . . v v v i e e e e e e e e e e e e e e e e e e e
1.4 Thesisnotation . . . . . . . . . . . i v i e e e e e e e e e e
State of the art
2.1 Nitrous oXide SENSOIS . . . . . . v v v v v e e e e e e e e e e e e e
2.2 OPUCS .« . v vt e e e
2.2.1 IRIlightsource . . . . . . . . . . .
222 Multipasscell . . . . . ..
23 MEMS . . e
2.3.1 Plasmonicabsorber . . . . . . . .. ...
2.3.2 Lateral vibrating piezoelectric MEMS resonator . . . . . . . .. ... ... ...
24 Read-outcCircuit . . . . . . . . . ... e e
System architecture and model
3.1 Optics: gascell . . . ... e
3.1.1 Beer-Lambert’sLaw . . . . ... ... .. .. ... .. ... ...
3.1.2 0 MITOTS . . o o v o e e e e e e e e e
32 MEMSdetector . . . . . . .. e
3.2.1 Plasmonicabsorber . . . . . . . . ... ...
3.2.2 Laterally vibrating piezoelectric resonator . . . . . . . . . . . . ... ... ...
3.3 Read-outcCircuit . . . . . . . . . .. e e e e e e
Method
4.1 Refined SWaP milestones . . . . . . . . . . . .. ...
4.1.1 Dataacquisitionrate . . . . . . . . . . .. e e e
4.1.2 Power consumption . . . . . . . . . . it e e e e e e
413 Weightandvolume . . . . . . ... ... ... .. ... ...
4.2  MWIR molecular absorption spectrum extraction . . . . . . . . . . ... .. ... ...
4.3 Fabrication . . . . . . . . .. e e e e
43.1 Firstbatch . . . . . . . . . . e

11
11
12
14
14
16
19

21
22
22
23
25
30
34
39



CONTENTS

432 Secondbatch . . .. .. ...
4.4 Experimental sSEtup . . . . . . . ... L. e e e e e
5 Results

5.1 Design: numerical simulations . . . . . .. .. ... oL oo
5.1.1 Gascell . . oL
5.1.1.1 Optimal wavelength . . . . . . ... ... ... ... ........

5.1.1.2  Other interference sources . . . . . . . . . . .. . oo

5.1.1.3 Optimal optical pathlength . . . ... ... ... ... ........

5.1.14 0 MIITors . . . . . o oo e e

5.1.2 Plasmonic absorber . . . . . . . ... L e

5.1.3 Laterally vibrating piezoelectric resonator . . . . . . . . . . .. ... ... ...

5.1.4 Read-outcircuit. . . . . . . . . ... e e

5.2 Experimental proof . . . . . . . ... L
5.2.1 Spot pattern and multiple reflections . . . . . . .. ... Lo

5.22 FTIR measurement . . . . . . . . . v v v v v v it ittt e

5.2.3 RF electrical response and TCF measurement . . . . . . . . ... ... .....

5.2.4 IR response measurement . . . . . . . . . .o e e e e e e e e e e

5.25 Pierceoscillator. . . . . . ...

6 Conclusions
6.1 Future studies . . . . . ..
6.2  Other potential applications

References

II

59
59
59
59
64
64
66
70
74
75
77
77
78
79
80
81

84
85
85

87



List of Figures

1.1

1.2

2.1

3.1
3.2

33
34
35
3.6
3.7
3.8
39
3.10

3.11

4.1
4.2

4.3

4.4
4.5

Drone-based remote sensing: application example. The payload carried by the drone

includes a sensor capable of properly working on such a platform. . . . ... ... ... 4
Schematic illustration of the proposed gas sensor for drone-based remote sensing. . . . . 5
Different architectures of multipasscells. . . . . .. ... ... ... ... ....... 14

Thermo-electric lumped equivalent circuit of the detector and mBVD model of the resonator. 25
Schematic illustration of the working principle of the resonant IR detector based on a

MEMS resonator. . . . . . . v v v v i e e e e e e e e e e 26
High-level schematic illustration of the signal transduction path of the device. . . . . . . 26
Schematic illustrationof an LVR. . . . . . . ... ... o oo 30
Lumped equivalent circuit model and transmission-line model for MIM IR absorbers. . . 33
Mock-up view of a typical laterally vibrating piezoelectric resonator. . . . . . . .. . .. 35
High-level schematic of the read-out circuit. . . . . . . . ... ... ... ... ..... 40
General block diagram of an oscillator. . . . . . . . ... ... ... .. oL L. 40
General configuration for the feedback network of a Pierce oscillator. . . . . . . .. .. 41

High-level schematic of the Pierce oscillator configuration using a resonator in the feed-
back network instead of areal inductor. . . . . . ... ... L L oL L 42
Results obtained from the analytical BVD model (without taking into account both the
resistance modeling the dielectric losses, i.e. Ry, and the series resistance modeling the
electrical losses associated with metal electrodes and routing, i.e. R;) for a 30%-doped
ScAIN LVR with motional Q equal to 1000, and series and parallel resonance frequencies
equal to around 237 M Hz (dash-dotted black line) and 251 M Hz (dashed black line),
respectively. . . . . L. e 43

Change of the maximum flight time as a function of the payload’s weight (data from [16]). 46
MIR absorption spectra of the main gases in the atmospheric window (3-5 pum) at 296 K
and 1 atm from HITRAN database. . . . . . . ... ... ... ... ... ........ 48
Schematic of fundamental spectroscopic parameters of a line transition in HITRAN (from
[73]). The Lorentzian profileisassumed. . . . . . . . . .. ... ... ... .. ..... 48
SEM picture of the fingers of the bottom interdigitated electrode. . . . . . . . . ... .. 51
Overall schematic illustration of the device after the main microfabrication process steps
followed during the first batch: cross-section on top and top view on the bottom. . . . . . 52

III



LIST OF FIGURES

4.6
4.7
4.8

4.9
4.10

4.11

5.1

5.2

53

54

5.5

5.6

5.7

5.8

5.9
5.10

5.11
5.12
5.13
5.14

SEM picture of a bending resonator fabricated in the first batch. . . . . ... ... ...
SEM picture of the resonator and plasmonic absorber fabricated in the second batch.
Overall schematic illustration of the device after the main microfabrication process steps
followed during the second batch: cross-section on top and top view on the bottom. . . .
Overall schematic illustration of the experimental setup. . . . . . . ... ... ... ...
Experimental IR testing optical table setup with a commercial QCL: a dichroic filter is
properly set up in a cage system to co-align a red laser beam with the QCL collimated
beam to facilitate the visual alignment with the device placed inside the vacuum chamber
(the red laser is ON during the alignment and OFF during IR testing). The cage system
perfectly aligns the combined red-IR beam with the entrance of the gas cell and a flat
reflective mirror mounted at the exit of the gas cell on a 3-axis linear translation stage is
used to align the device placed inside the vacuum chamber to the red laser spot. . . . . .
Experimental setup for the gas flow system needed to pump the targeted mixing ratio of
moleculesinthe gascell. . . . ... ... ... ... ... .. ... ...

MWIR absorption spectra of gases involved in the operating wavelength region from
HITRAN database. . . . . . . . . . . .. e
MWIR absorption spectra ratio of NpO with respect to interfering background gases in
the operating wavelength region from HITRAN database. . . . . . ... ... ... ...
Comparison between the chance in transmittance due to 1 ppb variation of N,O concen-
tration and the one due to the worst-case fluctuation of all the interference sources.
Comparison between the change in transmittance due to 1 ppb variation of N,O con-
centration with respect to the one due to each source of interference and all of them
together. . . . . . . L e
Normalized change in transmittance due to 1 ppb variation of N,O concentration. . . . .
Minimum optical path length necessary to achieve a 1 ppb (20.80 m), 2 ppb (10.25 m),
and 5 ppb (4.06 m) sensitivity. . . . . .. ..o
Graphs up to an optical path length of 5 km to show the contribution of all the /-dependent
factors. . . . .. e
Schematic representation of the Herriottcell. . . . . . . .. ... ... ... ......
Reflection pattern on the mirrors and beam size evolution. . . . . . .. ... ... ...
Minimum optical path length necessary to achieve a 1 ppb (not achievable), 2 ppb (26.74
m, i.e. 191 reflections among two mirrors spaced by a 14 cm distance) and 5 ppb (4.62
m, i.e. 33 reflections among two mirrors spaced by a 14 cm distance) sensitivity taking
into account the mirror losses of mirrors with reflectivity equal t0 99.5 %. . . . .. . ..
Effect of the variability on the beam’s entering coordinates. . . . . . . . ... ... ...
Effect of the variability on the beam’s entering inclination angles. . . . . ... ... ..
Effect of the variability on both the beam’s entering coordinates and inclination angles. .
Results obtained from the analytical model for a plasmonic absorber with an AIN dielec-
tric spacer and values of the geometrical parameters equal to the ones reported in Table
5.2. The position of the peak of the absorption efficiency is approximately where the
resonance occurs, i.e. the wavelength at which the imaginary part of the effective surface
impedance goes to 0 (), while its height depends on the mismatch of the real part of the
effective surface impedance with respect to the characteristic impedance of the free space,

v

54

57

58

65



LIST OF FIGURES

5.15
5.16
5.17
5.18
5.19
5.20

5.21
5.22
5.23
5.24
5.25

5.26

5.27

CST simulation of cross-shaped patches. . . . . . . . ... ... ... ... .......
CST simulation of square-shaped patches. . . . . . . ... ... ... ..........
COMSOL simulation of the proposed device. . . . . ... ... ... ... .......
Schematic of the Pierce oscillatorin ADS. . . . . . . ... .. ... ... ..
ADS simulationresults. . . . . . . ..o
Optical setup built to prove the Herriott cell analytical model with the spot pattern obtained
onthe farmirror. . . . . . . . .. L e e
FTIR measurementresults. . . . . . . . . . . . . . ..
RF electrical response and TCF measurement. . . . . . . . . ... ... .. .......
Experimental setup for IR response measurement. . . . . . . . .. . ... ... ...
IR-induced frequency shiftinthe device. . . . . . . . ... ... ... ... .......
PCB layout: the board includes all the components specified in the simulated circuit
in section 5.1.4, an SMA connector used to connect the output of the circuit to the
oscilloscope during the testing, the pins used to power the circuit with bench-top DC
power supplies, and an area where the fabricated die is taped to wire-bond the resonator
and include it in the feedback loop of the oscillator. . . . . . . .. ... ... ... ...
Experimental setup for the analysis of the Pierce oscillator. Two bench-top DC power
supplies are used to power the circuit at the two needed voltage levels through 3 pins
inserted on the PCB. The output of the circuit is monitored by an oscilloscope connected
to the PCB throughan SMA cable. . . . . . . . ... ... ... ... ..........
Experimental results from the analysis of the Pierce oscillator. . . . . . ... ... ...

74

82



List of Tables

1.1

2.1

4.1
4.2

5.1

5.2

53
54

Description of the symbols and acronyms used throughout the thesis. . . . . . ... ... 7
Comparison of the state-of-the-art greenhouse gas sensors . . . . . . . ... ... ... 9
Summary of process steps for the first batch of the fabrication. . . . . .. ... ... .. 52
Summary of process steps for the second batch of the fabrication. . . . . . ... ... .. 54

Material properties involved in the selection of the dielectric spacer material (average

values from [82]). . . . . . . . e 71
Optimal set of values for the tunable geometrical parameters obtained from the analytical

model. . . ..o 71
Material properties involved in the selection of the piezoelectric material. . . . . . . .. 74
Phase noise values at specific frequency offsets. . . . . . . .. ... ... L. 83

VI



Chapter

Introduction

Earth’s atmosphere is a gaseous layer that regulates the exchange of energy between the planet and
outer space. Changing its composition changes the net energy absorbed in the atmosphere, affecting its
temperature and climate patterns. This is referred to as the greenhouse effect. There are 4 main greenhouse
gases (GHG) that are released into the atmosphere by human activity: carbon dioxide (CO;), methane
(CHy), nitrous oxide (N>0O), and water vapor H,O. Since CO; is the most abundant gas to be released in
the atmosphere, the effect of the other GHG is calculated with respect to it through the Global Warming
Potential (GWP), which estimates the energy-trapping capability of a gas with respect to CO; over a
100-years period. N>O has a GWP of around 270, while its concentration is about 3 orders of magnitude
smaller the one of CO, (nowadays the average concentration of N>O is around 350 ppb, while the one
of CO; is around 400 ppm). This means that the contribution of N>O to heat-trapping is approximately
equal to the 25% of the one of CO,. However, unlike CO;, the main source of N,O released into the
atmosphere is not fossil fuels burning, but rather agricultural land use. In fact, the main cause of the
increase of N,O atmospheric concentration is anthropogenic emissions, and over 80% of the current
global anthropogenic flux is related to agriculture, including associated land-use change.

In particular, agricultural soil management-produced N,O is a primary contributor to the total N>O
emissions in the United States [1]. Therefore, monitoring N>O emissions from agricultural lands will
have a significant impact on the agricultural and energy sectors because:

1. N>O molecules are ~ 300 times more powerful than CO; as a greenhouse gas (GWP of ~ 270),
and have an atmospheric lifetime of ~ 114 years, thereby making N>O the third most important
anthropogenic GHG [2];

2. N>O is a dominant ozone-depleting substance [3];

3. N>O emissions to the atmosphere are extremely heterogeneous with a high spatial and temporal
variability [4], and are often characterized by high episodic fluxes [5];

4. N,O emissions are expected to increase by 20% through land-use change and agricultural intensifi-
cation (in particular, fertilizer use) by 2030 [6].

Therefore, an accurate assessment of NoO emissions from agriculture activities is vital not only for
understanding the global N>O balance and its impact on climate but also for designing crop systems
with lower GHG emissions, since any irregular N>O emissions in farmlands can be an indicator of

1



CHAPTER 1. INTRODUCTION

over-fertilization [7]. However, such assessments are currently hampered by the lack of instrumentation
and methodologies to measure ecosystem-level fluxes at appropriate spatial and temporal scales. In
fact, there are many technical challenges associated with producing reliable emission estimates with low
uncertainties at the field level due to the significant variations of N>O flux in space and time. These
unresolved challenges are ultimately attributed to the lack of suitable N>O sensors and platforms that
can precisely capture the in-field variations in a large area while remaining low-cost and non-invasive to
farming activities.

For example, a typical Eddy Covariance (EC) system requires a stationary tower mounted with
complex and expensive instrumentation for near-continuous and highly accurate measurements of gas
concentrations and air movements, which are not only not scalable due to the cost but also disruptive
to the farming management. Therefore, drone-based remote sensing of N>O emissions was recently
proposed with the hope to address the challenges associated with coverage, cost, and interference with
farming practices. Indeed, thanks to the airborne advantage, drone-based sensing can provide wide-area
sensing without large costs or big equipment. In fact, this concept of using drones and onboard imaging
sensors for the survey of large areas of agricultural lands gathering information about crop, soil, and field
conditions has long existed and is well-studied in both research and industrial domains. However, in terms
of greenhouse gas emission monitoring, the drone-based approach remained a largely unexplored area
primarily due to the complexity involved with integrating an EC system with the constantly moving aerial
platform.

However, while being a promising approach considered from these aspects, new challenges emerged
because of the drastically changed sensing platform, which is now highly mobile and extremely sensitive
to the size, weight, and power (SWaP) of the attached instruments. In fact, commercially available
N,O sensors that meet the performance requirement for stationary EC systems are simply too heavy
and power-hungry for drone operation. Furthermore, their sampling speed is not fast enough to capture
the concentration of N>O when the drone is cruising at a high speed. As a consequence, the severely
impacted flight time per charge and the insufficient time resolution of N>O measurement greatly limits
the capability of the drone system to capture the temporal variation of N;O flux in the field, hence the
accuracy of the estimated overall emission throughout a growing season. Therefore, innovations at the
sensor level aiming at greatly reduced SWaP and fast speed are required to enable the integration of N>O
sensors with drones for greenhouse gas emission monitoring and reduction.

1.1 Overview

Molecular absorption spectroscopy has a number of applications in the detection and quantification of
small traces of biomarkers, toxins, or other interesting molecules in gaseous samples. Examples of these
applications are atmospheric and environmental monitoring of trace gases.

From the fundamental point of view, the detection sensitivity can be optimized by doing spectroscopy
in the mid-wavelength infrared (MWIR) region, where many trace gas molecules have their strongest ab-
sorption features. In fact, most trace gas molecules have their fundamental rotational-vibrational bands in
this region. These latter are typically at least two orders of magnitude stronger than the respective overtone
bands. The so-called atmospheric window at 3—-5 um is particularly important, as it occupies the strongest
absorption bands of the carbohydrates (CH stretch) and molecules with NH or OH stretching vibra-

2



CHAPTER 1. INTRODUCTION

tion. It is also worth noting that within the atmospheric window water vapour absorption is relatively small.

Direct laser absorption spectroscopy (DAS), in which the mid-infrared laser beam is passed through
the gas sample and then detected using a photodetector, is the simplest method for trace gas analysis.
When used for spectroscopy of strong fundamental vibrational transitions of molecules, this translates
into a detection limit of 1 ppm with a typical absorption path length of 1 m. An obvious solution to
improve the sensitivity of trace gas detection is to increase the absorption path length. Apart from certain
applications in atmospheric monitoring, an increase of the path length simply by placing the detector
far away from the light source is impractical. A common approach to achieve a path length of up to
a couple of hundred meters is to use a multipass cell (MPC). The spectrometers based on multipass
cells are relatively simple, compact, and robust, and hence suitable for field applications of trace gas
detection. While the increase of absorption path length by use of an MPC aims at enhancement of the
absorption signal, the spectrometer performance can also be improved by noise-reduction techniques,
based on modulation. The detection sensitivity of DAS can be improved by 2-3 orders of magnitude by
using wavelength modulation spectroscopy (WMS) or frequency modulation spectroscopy (FMS). As
an example, a 3.3 pum light source combined with an 80 m Herriot cell has been used to detect CHy in
the air with a sub-ppb detection sensitivity. Other compounds measured in air with similar setups and
with essentially similar performances include CO (5 ppb), NoO (2 ppb), and CO; (100 ppb). As usual,
these measurements were carried out using a sample pressure lower than the atmospheric pressure, to
reduce pressure broadening of the absorption lines and hence to improve the spectroscopic resolution and
selectivity [8].

In recent years, the field of infrared (IR) sensing has witnessed significant advancements. IR sensing
is a versatile technology that finds applications in a variety of domains, including thermal imaging,
medical diagnostics, and spectroscopy for chemical fingerprinting and threat detection [9] [10] [11].
The mechanics of IR sensors can be broadly classified into two categories: photon detection-based and
temperature measurement-based. While photon detection-based sensing offers high resolution, it comes at
the cost of increased system complexity, necessitating active cooling in most cases. On the other hand,
temperature-based sensing approaches typically feature simpler designs, but their sensitivity is limited.
Therefore, researchers have been striving to overcome this trade-off by developing methods to improve
the sensitivity of temperature-based IR sensors. Notably, examples of such methods include bolometers
[12], thermopiles [13], and pyroelectric [14] detectors. More recently, a novel approach combining
piezoelectric microelectromechanical system (MEMS) resonators with plasmonic metamaterials has been
proposed, offering advantages including ultra-miniaturized footprint (chip area < 1 mm?), low power
consumption (~ 1 mW), and high detection accuracy (ppb level). This innovative approach typically
involves an oscillator loop that includes a resonator covered by a spectrally selective metamaterial layer.
When incident IR is absorbed by the metamaterial and converted into heat, the resulting temperature
change causes a shift in the admittance response of the resonator, thereby altering the oscillator frequency.

The main aim of this project is the implementation of a N>O concentration sensor with an accuracy ~
1 ppb based on IR-absorption spectroscopy. However, the detector is not a photodetector, but a MEMS
based on a resonator on top of which plasmonic metamaterial absorbers are integrated to selectively
absorb IR radiations at the required wavelength. The overall system design is constrained by SWaP
matrices coming from its final application since it is going to be mounted on a drone in order to map the
concentration of NpO over crop fields.
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1.2 Proposed technology

The use of unmanned aerial vehicles (UAVs) for atmospheric research is rapidly growing. In fact, UAV
platforms have demonstrated promise for atmospheric chemistry field studies, and, as an example shown
in Figure 1.1, they are already used for such a kind of purpose. The ease of deployment and high
maneuverability of UAVs allow sampling areas relatively inaccessible with conventional platforms, par-
ticularly within the planetary boundary layer of the troposphere. The main alternatives to such a kind
of application are suborbital research aircraft with onboard pilots, but they do not fly over populated
areas at low altitudes, volcanoes, or into severe weather for safety reasons. Moreover, remote sensing
measurements from satellites do not have the vertical or horizontal spatial resolution to identify local
sources, sinks, and distributions of air pollutants and trace gases within the Earth’s boundary layer, while
tethered balloons and kites can provide vertical resolution measurements but only over a single location,
and their deployment is limited to specific weather conditions.

- ’ E3 . g o - F ¢ . ’ Al . > v
Figure 1.1: Drone-based remote sensing: application example. The payload carried by the drone includes a sensor
capable of properly working on such a platform.

Following this trend, the proposed solution uses a new class of high-performance and miniature gas
sensors based on laser absorption spectrometry (LAS) and advanced MEMS resonant IR detectors to
implement a lightweight and power-efficient IR-spectroscopy N,O sensing system suitable for drone
mounting, dramatically increasing the area that can be monitored compared to EC systems at a fraction of
the cost. In particular, taking into account both SWaP constraints and the performance of current EC flux
towers [15], the initial target specifications for the proposed system were the following:

1. < 1 W power consumption (drone constrained);
2. <400 g weight and < 0.5 L volume (drone constrained);
3. ~ 1 ppb accuracy (comparable to EC systems);

4. > 20 Hz sampling rate (based on EC system 1 Hz rate for 7 mph wind).

It is worth mentioning that, after a more detailed analysis of the system, these specifications have been
slightly refined in section 4.1 to make the sensor more feasible without losing applicability and quality
in its performance. Therefore, a high-performance (~ 1 ppb accuracy with > 10 Hz sampling rate),



CHAPTER 1. INTRODUCTION

low-power (< 2.5 W power consumption), and ultra-miniaturized (< 0.5 L volume and < 500 g weight) IR
spectroscopy-based N»O gas sensor suitable for drone-based remote sensing, as the one shown in Figure
1.2, will be eventually developed. Such an unprecedented combination of high performance and SWaP is
achieved by the combination of a Herriott cell with the development of ultra-fast detection speed and high-
resolution uncooled MEMS IR detector, together with the adoption of state-of-the-art uncooled low-power
quantum cascade laser (QCL) and the design of a proper low-noise and low-power read-out circuit. In fact,
MEMS-based spectrally-selective IR detectors, as a newly emerged counterpart to conventional thermal
detectors, allow for fast and high-resolution IR detection enabled by their low noise performance, high
thermal sensitivity, and the seamless integration with spectral filters at the microdevice level. In particular,
the enabling technology consists of a Scandium-doped Aluminum Nitride (ScAIN) laterally vibrating
resonator (LVR) on top of which a near-perfect nano-plasmonic narrowband IR absorbers suitable for
ultra-high resolution and fast spectroscopic IR sensing is integrated. The unique combination of such a
piezoelectric-plasmonic MEMS sensing technology with a low-noise and low-power read-out circuitry
results in an IR spectrometer microsystem characterized by an excellent IR detection capability (noise
equivalent power, NEP ~ 100 pW / Hz! /2), ultra-miniaturized footprint (total chip area of < 2 mm?), low
power consumption (~ 1 mW), and fast response (< 100 ms per spectral scan).

N
TN

MEMS Resonant
IR Detector

Air Intake

Sensor
Readout IC
~ Multipass Gas Cell
LS 4 20 1g 1 1x
1 1 \ A
| Microcontrolier e Power, data
/ data storage Exhaust interface

Figure 1.2: Schematic illustration of the proposed gas sensor for drone-based remote sensing.

The innovation lies in the integration of the plasmonic metamaterial absorber on top of the piezoelec-
tric LVR. The integration of plasmonic structures in the design of ScAIN nanoplate resonant thermal
detectors allows to achieve of strong and narrowband absorption in such deeply subwavelength thin
resonant structures while maintaining high piezoelectric transduction and quality factor, hence low noise
performance. In fact, a plasmonic absorber allows to have high spectral resolution to absorb a specific
wavelength and this is what is needed for the final application because N>O absorption peak is centered
at 4.5 um, being sandwiched between the CO (4.7 yum) and CO, one (4.3 pum). Such a high spectral
resolution cannot be achieved without bulky and/or expensive cooling and filtering systems to limit
noise in the current state-of-the-art IR sensors previously described, except with plasmonic metamaterial
absorbers.
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1.3

Thesis structure

The thesis has been divided into six main chapters:

1.4

Chapter 1 - brief introduction of the thesis work, including its context, aims, main starting hypothesis,
and assumptions;

Chapter 2 - presentation of the state of the art. It refers to the frame taken at the moment the thesis
work started of the level of the general development of the technology used to achieve the N,O
concentration detection problem. It defines the context where the thesis’ work takes place and
shows its starting point and background;

Chapter 3 - description of the operating principle of the system under study from the purely
theoretical standpoint;

Chapter 4 - presentation of the methods used to identify the final specifications of the system, the
steps followed to fabricate its core, and the experimental setup needed to test its correct functioning;

Chapter 5 - description of the performed numerical simulations, presentation of the obtained results
on which a first design of the system has been conducted, and first experimental proof of the single
sub-parts of the system;

Chapter 6 - discussion of the experimental results shown in the previous chapter, potential different
applications of the same technology, and possible future studies.

Thesis notation

The notation used throughout this thesis is specified in Table 1.1.

Symbol or acronym Definition

AC Alternating Current

ADC Analog-to-Digital Converter

Al Aluminum

AIN Aluminum Nitride

BAW Bulk Acoustic Wave

CHy Methane

CMOS Complementary Metal-Oxide-Semiconductor
CcO Carbon Monoxide

CO, Carbon Dioxide

COTS Commercial Off The Shelf

CwW Continuous Wave

DAS Direct Absorption Spectroscopy

DC Direct Current

EC Eddy Covariance

FBAR thin Film Bulk Acoustic wave Resonator
FEM Finite Element Method

FIT Finite Integration Technique

FMS Frequency Modulation Spectroscopy
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FoM
FTIR
FWHM
GC
GHG
GWP
H,O
HWHM
IC

ICL
IDE
IoT

IR

LAS
LED
LiNbOs3
LVR
MBVD
MEMS
MIM
MWIR
MPA
MPC
N,O
NaCl
NDIR
NEMS
NEP
Pt
PZT
QCL
RF
ScAIN
SEM
510,
SNR
SOP
SP
SWaP
WMS
2M
TCF
TIPS
VNA
Zn0O

Figure of Merit

Fourier Transform Infrared

Full Width at Half Maximum
Gas Chromatography
GreenHouse Gas

Global Warming Potential

Water

Half-Width at Half-Maximum
Integrated Circuit

Interband Cascade Laser
InterDigitated Electrode

Internet of Things

InfraRed

Laser Absorption Spectroscopy
Light Emitting Diode

Lithium Niobate

Laterally Vibrating Resonator
Modified Butterworth-Van Dyke
MicroElectroMechanical Systems
Metal Insulator Metal
Mid-Wavelength InfraRed
Metamaterial Perfect Absorber
MultiPass Cell

Nitrous Oxide

Sodium Chloride
Non-Dispersive InfraRed
NanoElectroMechanical Systems
Noise Equivalent Power
Platinum

Lead Zirconate Titanate
Quantum Cascade Laser

Radio Frequency
Scandium-doped Aluminum Nitride
Scanning Electron Microscope
Silicon Dioxide

Signal-to-Noise Ratio

Short Open Load

Surface Plasmon

Size Weight and Power
Wavelength Modulation Spectroscopy
Technology-to-Market
Temperature Coefficient of Frequency
Total Internal Partition Sums
Vector Network Analyzer

Zinc Oxide

Table 1.1: Description of the symbols and acronyms used throughout the thesis.
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Chapter

State of the art

This section deeply describes the state of the art of every technology involved in this project.

2.1 Nitrous oxide sensors

The rapid development of advanced and versatile drones in commercial space has enabled a number of
applications for agriculture purposes. However, the constraints on payload weight and size still prevent
the use of drones for more sophisticated remote sensing other than imaging. For instance, even an
industrial-grade drone optimized for loading capacity suffers a flight time reduction of ~ 40% when
carrying a payload of only 3 kg [16]. In the context of monitoring N,O emissions with drones, this
shortened flight time per charge means smaller coverage and possibly missed pulse emission events (i.e.,
"hot moments"), which leads to increased operational cost and inaccurate estimation of season-long
emissions. While the hybrid drones currently under development may provide relief to the problem to
some extent, miniaturization of high-precision sensors represents a more sustainable approach leading to
enhanced capabilities and reduced cost of any kind of drone-based remote sensing platforms.

Nowadays NoO monitoring mostly uses tower-mounted EC systems. This technology is bulky and
power-hungry. As such, it is not scalable. In fact, state-of-the-art N>O sensors that meet the performance
requirement for stationary EC systems are simply too heavy and power-hungry for drone operation.
Furthermore, their sampling speed is not fast enough for the measurement of N>O concentration when the
drone is cruising at a high speed. As a consequence, the severely impacted flight time per charge and the
insufficient time resolution of N,O measurement will greatly limit the capability of the drone system to
capture the temporal variation of N;O flux in the field.

In general, state-of-the-art gas sensors are either high-performance or highly portable, but not both.
Conventional N>O concentration sensing methodologies including gas chromatography and IR spec-
troscopy have been used in quantifying N>O emissions in the agricultural sector. A comparison of
state-of-the-art gas sensing technologies is shown in Table 2.1.
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FTIR Electron Gas Electro- Thermopile LAS MEMS
Capture = Chromatography  chemical NDIR Gas Sensors
Resolution ~ 1ppb ~ 10 ppb ~ 10 - 100 ppb ~10ppm  ~ 10 ppm ~ 1-1000 ppb
Power use High High High Moderate Low Moderate / High
Cost High High High Moderate Moderate ~ Moderate / High
Size Benchtop Benchtop Benchtop / Portable  Portable Portable Portable

Table 2.1: Comparison of the state-of-the-art greenhouse gas sensors

For low-cost in-field N,O flux measurements, a chamber is typically used for monitoring N>O
concentration change above the soil for a short duration of time. Static and automatic chambers are
the most widely used techniques for quantifying soil N,O flux in the field. These devices allow for a
fine-scale study of fields and are relatively inexpensive. However, static chambers are often associated
with significant labor efforts and reduced measurement reliability due to the need of manually collecting
air samples. Furthermore, laboratory offline analysis of collected samples by gas chromatography (GC)
is required to determine the N>O concentrations. Automatic chambers can achieve higher reliability by
substituting manual sample collection with an automated configuration but at the cost of increased system
complexity (GC analysis is still required). There have been few demonstrations of chamber-based in-field
N,O measurement setups that combine both sample collection automation and in-field gas analysis.
However, they have been used only for research purposes in test fields due to the massive size of the
setup (that would inevitably interfere with regular farming activities), as well as the high cost of the
required equipment. Nevertheless, compared to EC analyzers, the coverage of a chamber is very limited
and therefore does not sufficiently address spatial heterogeneity. Dense deployment of chambers could
solve the problem, but the installation of many chambers can introduce disturbances to soil, plants, and
field operations.

Benchtop GC requires a continuous supply of high-purity carrier gases which leads to an overall bulky
and power-inefficient system. The transportation from the field to the lab and the slow throughput (each
analysis can take up to 10 minutes) further prevent frequent sampling to acquire high-resolution data (both
spatial and temporal) even from the lab [17]. On the other hand, IR spectroscopy technologies provide
a reliable alternative solution for non-disruptive analysis of gas composition with a fast measurement
speed and high resolution. In fact, in the past decade IR spectroscopy has become a key technique
in laboratory environments for accurate and non-disruptive analysis of chemical composition [18]. In
general, IR sensing is a versatile technology that finds applications in a variety of domains, including
thermal imaging, medical diagnostics, and spectroscopy for chemical fingerprinting and threat detection.
The mechanics of IR sensors can be broadly classified into two categories: photon detection-based and
temperature measurement-based. While photon detection-based sensing offers high resolution, it comes at
the cost of increased system complexity, necessitating active cooling in most cases. On the other hand,
temperature-based sensing approaches typically feature simpler designs, but their sensitivity is limited. In
particular, photonic detectors exploit the interaction between photons and electrons in a semiconductor
material to produce an electrical output signal upon exposure to infrared radiation. They have the advan-
tages of a high signal-to-noise ratio (hence high resolution) and fast response time. However, to achieve
such a high performance, they typically need cryogenic cooling to prevent thermally generated carriers,
making them bulky, expensive, and power inefficient. On the other hand, thermal detectors rely on the
temperature-induced change of material physical properties upon exposure to infrared radiation. They are
generally less expensive, more compact, and power efficient than semiconductor photon detectors, given
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their intrinsic capability to operate at room temperature, but they exhibit relatively worse resolution and
slower response time [19].

Generally, two types of IR spectroscopic gas sensors are available: non-dispersive infrared (NDIR)
and laser absorption spectroscopy (LAS). Although both are based on IR absorption spectroscopy, NDIR
gas sensors do not require a laser to operate since they rely on optical filters in front of the IR sensors
to achieve spectral selectivity. Therefore, they feature a small footprint, low-cost, and power-efficient
solutions for fast and reliable measurements on the go. However, the NDIR technique for in-field
measurement of N>O has not been extensively utilized due to the fundamental challenges associated
with the state-of-the-art MWIR detectors and the inherent spectral interference by other environmental
species. The resolution of state-of-the-art NDIR gas sensors (~ 10 of ppm) is limited by the poor noise
performance (noise equivalent power, NEP ~ 10 nW /Hz!/?) of the commercially available uncooled IR
detector technologies (i.e. thermal detectors) [20]. Furthermore, existing NDIR sensors inherently require
additional external filtering elements for spectral analysis making the spectral resolution, the sensitivity
(i.e. the detection of low concentration N> O, for example within other background gases such as CO5),
and the possibility of miniaturization particularly poor. The reason is that N,O (main absorption peak at
A ~ 4.5 um) is closely located CO, (main absorption peak at A ~ 4.3 um) in their IR absorption spectra,
which causes strong interference if the band-pass IR filters are not ideal (moreover, it is worth noting
that CO; concentration in atmosphere is about 3 orders of magnitude higher than that of N,O). For this
reason, commercially available N,O detectors are equipped with a pre-detection gas absorbent (such
as soda lime desiccant to reduce the interfering gas concentration) and multiple narrowband IR filters
(leads to high cost), which are unfavorable for in-field N,O sensing applications that require low cost
and miniaturization [21]. Another challenge associated with the miniaturization of NDIR N,O sensors
is the requirement of a relatively large multipass optical gas cell. Extending the optical path length is
an effective way to achieve high resolution (i.e., low minimum detectable gas concentration) for all IR
absorption spectroscopy gas sensors (with the trade-off of power and speed). However, the non-dispersive
broadband IR source used in NDIR sensors produces diverging light, hence impossible to achieve a long
path (> 5 m) in a compact gas cell (< 1 L). In this context, the coherent and collimated light produced
from a laser is advantageous in terms of immunity to interference from CO, and the miniaturization
of gas cells. However, in most LAS systems designed for Eddy Covariance measurement (with ~ ppb
accuracy), the laser source itself is cumbersome and power-hungry due to the high output power and the
active cooling. The high-power laser also leads to the use of a large capacity battery pack for untethered
operation which further increases the size and weight of the system. In principle, the MWIR laser can
be miniaturized thanks to the recent advances in uncooled low-power QCLs [22]. However, in order
to achieve ~ 1 ppb level detection limit, a cooled IR photodetector must be used which again leads to
increased size and power consumption due to the cooling requirement. With existing uncooled thermal
detector technologies (i.e., thermoelectric and pyroelectric sensors), such miniaturization directly results
in a 400 times reduced accuracy for greenhouse gas measurement [23] making them incapable of in-field
monitoring of greenhouse gas emissions. On the other hand, existing uncooled thermal detectors also limit
the maximum sampling speed of the gas sensor to ~ 1 Hz due to their relatively large thermal constant
and the required long averaging time in the readout circuit to reduce the noise. Such a sampling rate is
sufficient for stationary EC systems but too slow for the measurement conducted on a cruising drone since
the required sampling rate increases as average wind speed increases [15]. This essentially means the
drone must be kept at a low speed for continuous measurement or operated in a stop-and-go mode for
discreet measurement.
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More recently, there has been a growing demand for exploring such IR spectroscopy techniques
beyond traditional laboratory settings. In fact, the ongoing trend in sensor development toward compact
size, power efficiency, and reliable measurement has accompanied the increasing effort to implement
ultra-miniaturized IR spectrometers, in lieu of the conventional IR spectrometers that are bulky, costly, and
power inefficient. The implementation of compact IR spectrometers can enable fast and accurate chemical
composition analysis on the go, allowing for the IR spectroscopy technique to be easily accessible in
diverse applications. In this context, resonant IR detectors are the ideal candidates, thanks to the fast
response and high resolution enabled by their low noise performance, high thermal sensitivity, and
the use of frequency shift as the output parameter for high measurement accuracy. In fact, among
different micro/nano electromechanical systems (MEMS/NEMS) sensor technologies, the one based
on a resonant-sensing mechanism offers significant advantages over other non-resonant approaches. In
general, micro—nanoresonant sensors are characterized by a unique combination of high sensitivity to
external perturbations, due to the greatly reduced dimensions of the sensing element, and ultra-low noise
performance, due to the intrinsically high quality factor of such resonant systems. Furthermore, resonant
sensors use frequency as the output variable, which is one of the physical quantities that can be monitored
with the highest accuracy and converted to digital form by simply measuring zero crossings. In particular,
among different resonant IR sensor technologies the one based on aluminum nitride (AIN) piezoelectric
nanoplate resonant thermal detectors has shown unique advantages in terms of detection limit, response
time, and detector size. This is due to the fact that, differently from any other piezoelectric materials,
high-quality AN thin films can be deposited on any arbitrary substrate using a low-temperature sputtering
process, enabling the fabrication of ultralow volume resonators with high electromechanical performance
due to the significantly reduced thermal mass of the resonant element. Such advantages combined with the
post-Complementary Metal-Oxide-Semiconductor (CMOS) compatible microfabrication process make the
AIN resonant thermal detector technology one of the most promising candidates for the implementation
of ultra-compact, high resolution, and fast IR detectors [24].

2.2  Optics

2.2.1 IR light source

From the technological point of view, the highest sensitivity, i.e., the capability of detecting small con-
centrations can usually be obtained by using laser spectroscopy. This results from the high brightness
and spatial coherence of lasers, which makes it possible to reach high signal-to-noise ratios and long
absorption path lengths. The high brightness also means that the high measurement sensitivity can be
obtained with a short averaging time, which leads to fast, in practice real-time measurements. Also the
spectroscopic selectivity, i.e., the capability of resolving one molecular absorption line or species from
another, is superior in laser spectroscopy, as compared to more conventional methods. In particular, the
high spectral resolution and hence high selectivity can be obtained by using single-mode continuous-wave
(CW) lasers [8].

Mid-infrared molecular spectroscopy and, in particular, its application to trace gas analysis, has
progressed significantly during the past two decades, owing to the development of coherent mid-infrared
sources, detectors, and methods. One of the important enabling technological advances has been the
invention of room-temperature quantum cascade lasers (QCL) and interband cascade lasers (ICL), which
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have extended the operating range of tunable semiconductor lasers from the visible and near-infrared to
the mid-infrared. In particular, the use of recently introduced ICL as an alternative to the QCL operating
at ambient temperature led to the huge benefit of operating at substantially lower power.

2.2.2 Multipass cell

In laser spectroscopy, it is often needed to measure the absorption coefficient of light in a gas, or some
other effect resulting from the interaction of the gas with light. The gas under test is often within some
type of gas cell because, in order to obtain a high detection sensitivity of the spectroscopic measurement,
it is often needed to realize a long path length of the light in the gas [25].

In principle, it could be possible to use a correspondingly long single-pass gas cell. This approach,
however, is often not practical, mostly because the gas cell would become too bulky to be integrated into
a compact device. Therefore, for these kinds of applications, it is usual practice to use multipass cells
(MPCs), where a long path length is realized by multiple passes through a moderately long cell. Moreover,
realizing a small gas volume for a given path length can be important for some applications. For example,
it could be necessary to achieve a fast turnover of the gas in the cell in order to rapidly monitor changes in
the composition of the gas in the environment [26].

A common feature of MPCs is that the beam path is folded by some kind of highly reflecting mirrors
that are often characterized by concave surfaces, which provide some refocusing of the beam so that
the beam radius can be kept relatively small throughout the cell, even when realizing a long beam path.
Curvatures of mirrors also often serve the purpose of appropriately modifying the propagation direction
of the laser beam. Further, a large number of reflections is usually obtained by using only two or three
different mirrors so that reflections occur on multiple points on the same mirrors. Different designs of
such MPCs differ in various aspects such as:

* how many passes can be realized;

* whether it is possible to vary the number of passes;

how difficult and critical the alignment of the mirrors is;
* how small the gas volume can be made;
* how sophisticated mechanical parts are required;

* how the beam radius evolves during the passage.

A particularly simple MPC is the Pfund cell (see Figure 2.1a), invented by August Pfund in the late
1930s for atmospheric studies, which consists of two identical concave spherical mirrors, each one having
a hole carefully machined at their center. An input beam is injected through such a hole at some angle,
such that it hits the reflecting part of the other mirror and, after one reflection, the beam is always parallel
to the axis of the gas cell. The second reflection directs the beam toward the hole in the other mirror. The
distance D between the mirrors is set to be half their curvature radius 7, i.e. equal to their focal length f.
The precise direction of the input beam and the beam divergence are not critical. A modified version has a
hole only in the first mirror so that the output beam passes back through the hole of the input mirror after
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five reflections, i.e. six passes instead of three.

Circular MPCs (see Figure 2.1b) were first introduced by Thoma and co-workers in 1994 [27]. This
type of MPC has all the reflection points around a circle, so that beam enters the cell under a certain angle
and propagates depicting a path with a star-shaped pattern. The path length can be varied by adjusting
the incidence angle ¢ of the beam. It is possible to use a separate spherical mirror for each reflection
point arranged along a circular shape so that its curvature radius can be arbitrarily chosen. Alternatively,
a single circular mirror can be used, which can essentially be the only part of the whole cell, making it
mechanically simple and robust. In fact, the main advantage lies in their robustness towards mechanical
stress such as vibrations or temperature changes. However, in the latter case, the radius of curvature is of
course half the diameter of the mentioned circle and cannot be freely chosen. Such cells can be used to
realize a relatively large number of passes in combination with a rather small cell volume [28].

The White cell was first described in 1942 by John U. White and was a significant improvement over
previous long-path spectroscopic measurement techniques [29]. It is made of three spherical concave
mirrors (see Figure 2.1c), in particular a larger one on one side and two smaller ones on the other side, all
having the same radius of curvature. They are separated by a distance equal to their radii of curvature
r, i.e. equal to twice their focal length f. Due to the splitting of the mirrors on one side, i.e. mirrors
M2 and M3, one can independently adjust their orientation to the laser beam by making slight rotational
adjustments, which allows to realize different numbers of passes. However, the total number of traversals
is always an integer multiple of four. The input beam is injected from the side of mirror M1, rather than
through a hole as for the Pfund cell. The entering and exiting beams do not change position as passes are
added or removed, while the total number of traversals can be increased many times without changing the
volume of the cell, and therefore the total optical path length can be made large compared to the volume
of the sample under test. The spots from various passes can overlap on mirrors M2 and M3 but must be
distinct on mirror M 1. If the input beam is focused in the plane of M1, then each round trip will also be
focused in this plane. The tighter the focus, the more nonoverlapping spots there can be on M1 and so the
higher the maximum path length.

However, for realizing a large number of passes, it is common practice to use the design of the Herriott
cell, named after Doland R. Herriott [30] [31], which consist of only two facing spherically curved mirrors
(see Figure 2.1d), or alternatively a flat and a curved mirror. A hole is machined into one of the mirrors to
allow the input and output beams to enter and exit the cavity. Alternatively, the beam may exit through
a hole in the opposite mirror. In a Herriott cell, the beam is somewhat away from that axis so that the
reflection points on each mirror lie in a circle around the mirror center. After each round trip, the reflection
point advances by a certain angle that depends on the ratio of mirror distance D and curvature radius,
which affects also the evolution of beam radius. Moreover, unlike the White cell, also the number of
passes is controlled by adjusting the separation distance between the two mirrors.

At present the White cell is still the most commonly used MPC and provides many advantages. For
example, the number of passes is easily controlled so that it is available with path lengths ranging from
less than a meter to many hundreds of meters, it allows for high numerical aperture, and it is reasonably
stable [32]. Howeyver, the Herriott cell has some advantages over the White cell. In particular, the Herriott
cell is simpler than the White cell because it has only two mirrors that are easier to position and less
susceptible to mechanical disturbance of the cell. This makes the Herriott cell more stable than the White
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cell to small perturbations. However, the Herriot cell does not accept high numerical aperture beams. In
addition, larger-sized mirrors must be used when longer path lengths are needed.

The mechanical stability is the main reason why the Herriott cell has been selected for this project due
to the highly unstable platform on which the system will be mounted.
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(a) Pfund cell. (b) Circular cell.
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(c) White cell. (d) Herriott cell.
Figure 2.1: Different architectures of multipass cells.
2.3 MEMS

2.3.1 Plasmonic absorber

In a general IR absorption spectroscopy system, the characteristic IR response of a sample is recorded by
a detector, which typically relies on a highly IR-absorbing material. Spectrally selective IR absorbers, in
particular, are key components for implementing compact IR spectroscopy systems, as they completely
eliminate the need for additional narrowband filter elements to discriminate spectral regions of interest.
The achievement of high absorbance in a narrow spectral band is particularly important for IR spec-
troscopy, since multiple chemical species may exhibit strongly confined spectral emission/absorption
bands closely located to each other, like the current example of the N>O molecule absorption peak, which
is centered around 4.5 pum, thereby being sandwiched between the CO (4.7 ym) and CO; one (4.3 um).
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Moreover, both the acceptance angle and polarization sensitivity of the absorbers play a significant role in
maximizing the total absorption. On the other hand, due to the burgeoning development of miniaturized
sensors with the advent of the Internet of Things (IoT), nowadays the demand for compact IR sensor
arrays capable of addressing multiple wavelengths in a small form factor has been steadily growing.
Therefore, the key challenge lies in realizing miniaturized multispectral absorber arrays monolithically
integrated on the same chip, with a minimized footprint. This challenge has been tackled in the field of
plasmonics and metamaterials, which is a rapidly growing research field that has enabled the design of
materials with optical properties not found in nature, which allows overcoming the diffraction limit and
focusing light in deep subwavelength volumes. Metamaterial perfect absorbers (MPAs), in particular, are
artificial materials composed of an array of subwavelength structures that manipulate electromagnetic
waves to achieve extraordinary light absorption properties and plasmonic IR absorbers leverage the strong
light—matter interaction enabled by surface plasmons (SPs) at deep subwavelength scales to achieve
ideal absorber responses. Therefore, driven by the advent of the IoT, MPAs have been employed in
microelectromechanical systems for the development of efficient and miniaturized IR detectors thanks to
their lithographically tunable peak absorption, ultra-narrow spectral selectivity, and ultrathin thickness. In
fact, MPAs characterized by high near-unity absorbance in narrow spectral bands are particularly desirable
for the implementation of high-resolution IR spectroscopic sensors.

The Metal-Insulator-Metal (MIM) Metamaterial IR absorbers have been studied and employed in
a variety of applications due to their unique characteristics of lithographically-controlled absorption
wavelengths and near-unity absorption with little constraints on angle and polarization [33]. As a matter of
fact, these characteristics have made these absorbers the ideal candidates for a new class of plasmonically-
enhanced IR sensing microsystems, such as spectrally selective microbolometers [34], MEMS resonance
IR sensors, solar cells [35], refractive index sensors [36] [37], thermal sensors [38] [39], surface-enhanced
spectroscopy [40], and optically actuated micromechanical photoswitches [41].

The MIM IR absorbers used in this project adopt a similar structural configuration as the artificial
metamaterial with magnetic response reported in [42], which consists of an array of two parallel layers of
metallic structures separated by a thin dielectric gap inducing the effective electric and magnetic responses
that are different from the bulk-state materials. However, differently from the last mentioned approach,
the here adopted structure for the MIM IR absorbers has an un-patterned bottom metallic layer that is
an optically thick continuous plane to suppress any transmitted power of incident IR, separated from
an array of plasmonic nanostructures by a subwavelength thick dielectric spacer. Furthermore, even if
other arbitrary structures such as square and circular patches have been demonstrated in the past, the
strong 2D plasmon excitation of 4-fold symmetric cross-shaped nanostructures ensures a better field
confinement and a response with minimal constraints on the property of incident IR waves (i.e., angle
and polarization insensitivity), while maintaining spectral selective near-unity absorption [43]. Therefore,
MIM IR absorbers with 4-fold symmetric cross-shaped nanostructures are almost independent of incident
angle and polarization of the impinging IR radiation. In fact, it is found that the cross-shaped nanostruc-
tures with a high length-to-width ratio and a wider periodicity result in maximized field confinement
and reduced cross-talk (minimized capacitive coupling between neighboring plasmonic nanostructures),
leading to the narrow absorption bandwidth reaching its limit, while maintaining a near unity absorp-
tion at peak wavelength and angle and polarization insensitivity due to both the axial X Y-symmetry of
the cross-type nanostructure and the vertical field confinement in the sub-wavelength thickness of the
structure [44]. These unprecedented absorption properties are key enablers for the development of a
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new class of miniaturized, low-cost, and high-resolution plasmonically enhanced IR sensing microsystems.

An analytical tool that captures the physics of the system, i.e. that directly relates absorption
properties, with respect to the characteristic parameters, such as geometric dimensions and constituent
materials, of MIM IR absorbers, is particularly important when designing an absorber with specific
process constraints, such as lithography limits or material compatibility, or for specific high-performance
applications. However, many analytical models proposed to date unfortunately failed to provide all
the characteristic absorption properties or did not give insights into the geometric configurations of the
plasmonic nanostructures or the electric dipole resonance between them. Sakurai et al. first proposed an
RLC equivalent circuit model to describe the magnetic response of the MIM IR absorbers by interpreting
the plasmonic absorption as an RLC resonance inside the system and the associated loss [45] [46]. In
particular, an LC circuit model provided a helpful understanding of the MIM IR absorber, such as the
prediction of the resonance frequency, i.e. location of peak absorption wavelength of an arbitrary MIM
IR absorber [45]. Nevertheless, in addition to the resonance frequency, the bandwidth of the absorption
peak is also important for the proper design of metamaterial absorbers. This is the reason why an updated
RLC circuit model, consisting in a single RLC resonance branch of lumped circuit elements as functions
of width, length, and dielectric spacing, has been developed to predict not only the resonance frequency
but also the Full Width at Half Maximum (FWH M) and the quality factor (Q) [46]. However, the
latter model lacks the off-resonance reactance coming from the capacitive coupling between neighboring
nanostructures. Therefore, a modified circuit model has been proposed by Kang, which provides an
accurate description of the effective surface impedance of the absorbers to be eventually used in the
transmission line theory to compute the absorption spectral response of absorption, thereby allowing for
the analysis of all absorption characteristics, included the peak wavelength, absorptance, and bandwidth,
of a given MIM IR absorber simultaneously [43]. This last model is the one here adopted and it is
extensively described in section 3.2.1.

2.3.2 Lateral vibrating piezoelectric MEMS resonator

Historically, the adoption of thin films of piezoelectric materials for manufacturing MEMS followed a
relatively bumpy path. Many of the engineers working in the integrated circuit (IC) industry used to
label piezoelectric materials as exotic. To add to this perception, many of the materials initially used
for piezoelectric MEMS, such as zinc oxide (Zn0O) and lead zirconate titanate (PZT), were indeed not
compatible with semiconductor-focused manufacturing facilities. The advent of new materials, such
as aluminum nitride (AIN), has transformed the space and generated a growing interest in the use of
piezoelectric materials for the making of MEMS.

However, piezoelectric thin films are of interest for MEMS devices since the earliest developments
in MEMS technology because the piezoelectric effect is an electromechanical effect. In the 1970s and
1980s, the investigated thin film materials were mainly ZnO and AIN and, in the 1990s, PZT was added
to the list for having a stronger piezoelectric material for actuators. In particular, for higher-frequency
applications as pass-band filters for telecommunication in the GHz frequency range, the two wurtzite
structures of AIN and ZnO remained the best solution, simply because they exhibit much higher me-
chanical quality factors than PZT, and they are much more easily grown in thin film form in comparison
to lithium niobate (LiNDQO3). Moreover, integration and process compatibility with the rest of the device
are less difficult using the relatively simple wurtzite materials. In addition, the strong polarity of their
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crystalline structure allows for a polar growth and a stable piezoelectric response with time, whereas
ferroelectrics always risk depoling.

Nowadays, among the two aforementioned wurtzite crystals, AIN is the elective material for practi-
cally all radio frequency (RF) devices based on piezoelectric thin films, even if its maximum piezoelectric
coefficient is slightly lower than that of ZnO. Here are explained the two main reasons for this choice:

1. the deposition process of AIN thin films appears to be very well reproducible and it is CMOS
compatible, in contrast to PZT and ZnO. In fact, reactive magnetron sputtering enables deposition
at rather moderate temperatures below 400° of high-quality thin films with thickness from 10 nm
to several ym, making the process post-CMOS compatible and so allowing integration on silicon
substrates, which means also large-scale manufacturing in modern lines;

2. AIN exhibits a high thermal conductivity for an electrically insulating material.

In particular, AIN grows in the wurtzite structure that allows for piezoelectricity and pyroelectricity,
but not ferroelectricity. Moreover, like many nitrides, AIN is a very chemically stable material with excel-
lent acoustic properties such as high hardness, low loss, and large stiffness constants. In fact, it is a hard
material with light atoms and exhibits a high mechanical quality up to very large microwave frequencies
together with a relatively large Poisson ratio. The relative dielectric constant of thin films amounts to
typically 10-11 and a rather specific feature of AIN is its high sound velocity. Future applications may
also include devices operated at high temperatures because AIN exhibits a very high melting point of
2470 K and a quite a large bandgap of 6.1 eV at room temperature so that it is a good dielectric material
up to high temperatures [47].

In conclusion, AIN offers some unique advantages compared with other piezoelectric materials: high-
quality thin films of various thicknesses can be easily deposited on a silicon substrate by low-temperature
sputtering process showing very reproducible properties with high quality factor Q and intermediate
values of electromechanical coupling k%. Furthermore, this deposition process enables the staking of
multiple AIN and electrode layers which can be properly configured to efficiently transduce the desired
mode of vibration of the structure and simultaneously achieve the optimum input and output impedance
values. For these reasons, AIN has been often considered as a preferred material for the fabrication of
purely piezoelectric laterally vibrating resonators.

Some years ago, ScAIN was discovered as a stronger piezoelectric material than AIN and looks very
promising [48]. In fact, since Sc is a strictly 3-valent cation like Al, Al substitution by Sc in the wurtzite
phase of AIN is possible and it allows for an increase of the piezoelectric response due to mainly two
reasons:

1. Sc atoms are larger than Al ones. In fact, ARt (32 pm) has most likely a tetrahedral coordination
with N, while Sc3* is in general not found in tetrahedral coordination because its radius is too large
(88.5 pm) and so the natural ScN structure is the rock-salt, i.e. sodium chloride, (NaCl) structure
with octahedral coordination. This means that Sc in AIN spreads the N tetrahedron to find more
space, leading to a distortion of the unit cell;

2. Sc atoms are less electronegative than Al ones so that their bonds have a larger ionic nature.
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This material is progressively being integrated into mass-produced products such as acoustic filters
for RF front-ends [49]. Moreover, in addition to its higher coupling, Sc-doping of AIN films has been
found to exhibit a significantly higher temperature coefficient of frequency (T'CF). While this property is
commonly deemed undesirable in filtering applications, where SiO> is frequently employed as a thermal
compensation layer in acoustic resonators owing to its positive TCF (one of the few materials that exhibit
this characteristic) [50], it can be advantageous in resonant thermal IR-sensing applications like the one
described in this thesis, where larger changes in acoustic properties from temperature fluctuations can
enhance system sensitivity. This is the reason why ScAIN has been selected as a piezoelectric material
for the fabrication of the LVR on which the proposed IR detector is based.

In general, micro and nano-electromechanical piezoelectric resonators have been used successfully
as ultra-sensitive detectors for sensing mass, fluids flow, and specific chemical or biological agents, but
the fundamental advantage of MEMS/NEMS resonant sensors over other existing sensor technologies is
related to the unique combination of extremely high sensitivity to external perturbations (due to their very
reduces dimensions) and ultra-low noise performance (due to the intrinsically high quality factor of such
resonant systems). Among them, LVRs belong to this category and represent one of the most suitable
technologies to devise high-performance resonant sensors.

Being a resonator, LVRs are formed either entirely by a thin piezoelectric film sandwiched between
metallic electrodes or by a composite constituted by the same piezoelectric film stacked on top of another
structural layer such as semiconducting or insulating material. However, the substantial difference between
laterally vibrating piezoelectric resonant sensors and the other MEMS/NEMS resonant sensors technolo-
gies is that the sensitivity of a laterally vibrating resonator to the particular external perturbation of interest
can be set independently of its vibration frequency. In fact, differently from more conventional piezoelec-
tric resonant sensors, whose sensitivity per unit area and operating frequency are highly dependent on
the thickness of the structure, in a laterally vibrating resonant sensor the sensitivity per unit area can be
adjusted by varying the thickness of the piezoelectric layer without any significant effect on the chosen
optimal operating frequency of the device. This is an important and unique feature that offers a further
degree of flexibility in the sensor design when its operation is constrained to a particular frequency that is
dictated by the application requirements such as in wireless or radio frequency identification components.
Furthermore, attaining high sensitivity at a low frequency translates into the use of lower power electronic
readout circuits than what is possible with other devices, which require operating at approximately two
orders of magnitude higher frequencies in order to achieve the same levels of sensitivity. In fact, the power
consumption of the CMOS circuitry used as readout typically increases with the square of the operating
frequency. In conclusion, for laterally vibrating resonators, once the desired frequency of operation has
been set, the performance of the sensor can be improved by reducing the thickness of the piezoelectric
layer up to the limit for which a high Q is preserved. Thanks to these unique features, LVRs can address
some of the most important challenges in the areas of physical, chemical, and biological detection and can
be simultaneously used to synthesize high-Q multifrequency RF resonant devices. In fact, piezoelectric
LVRs have also shown great potential for the development of high-resolution and low-power chemical
physical and biological sensors.

Combining the aforementioned features of AIN as novel piezoelectric material and LVRs as highly

performing devices, the AIN Nano-Plate Resonator (NPR) technology has been successfully used for
the implementation of multiple high-performance physical, chemical, and biological sensors. Recently,
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the extraordinary transduction properties of this technology have also been combined with the unique
physical, optical, and electrical properties of advanced materials such as graphene, photonic metamaterials,
and magnetic materials, to devise laterally vibrating resonant sensors with unprecedented sensitivity to
infrared radiation and magnetic field. In particular, the combination of nanoplasmonic and piezoelectric
resonances enabled the simultaneous achievement of efficient transduction, high-quality factor, low
detection limit, and strong, polarization-independent and spectrally selective absorption of infrared
radiation, addressing all fundamental challenges associated with the development of performing resonant
IR detectors which could potentially lead to a new paradigm for high-performance, miniaturized, power-
efficient IR spectroscopy and multispectral imaging systems. Moreover, replacing AIN thin films with
ScAIN ones will lead to further improvement.

2.4 Read-out circuit

The read-out circuit is based on the detection of the frequency of oscillation of a signal, which has to be
somehow related to the temperature-sensitive resonance frequency of the resonant body.

First of all, in general, in order to realize oscillations, the following elements are strictly required:

1. an active element producing amplification;
2. a positive feedback;
3. afrequency selective network to determine the oscillation frequency;

4. anonlinearity to maintain the oscillation amplitude in stable equilibrium.

Therefore, a harmonic oscillator in its basic form consists of an electronic amplifier connected to a
feedback loop with its output fed back into its input through a frequency-selective filter to provide positive
feedback. In this way, when the amplifier is switched on, its output consists only of noise, which travels
around the loop and is progressively filtered and re-amplified until it resembles a sine wave at a single
frequency.

The oscillators can be classified according to the type of frequency-selective filter used in the feedback
loop:

* RC oscillators, where the filtering element is a network of resistors and capacitors. Common types
of RC oscillator circuits are the phase shift oscillator and the Wien bridge oscillator;

* LC oscillators, where the filtering element is a tank circuit consisting of an inductor and a capacitor
connected together. Typical LC oscillator circuits are the Hartley, Colpitts, and Clapp circuits;

* crystal oscillators, where the frequency selective element in the feedback network is a piezoelectric
crystal acting as a resonator whose resonance frequency determines the output frequency of the
oscillation. Quartz crystals are commonly used to cover frequencies up to a few hundred M Hz, but
also piezoelectric resonators allow to achieve much higher operating frequencies up to a few GHz,
have a small form factor, and can be fully integrated with CMOS IC [51]. In general, piezoelectric
crystals have a higher quality factor and also better temperature stability, thereby allowing them to
achieve much better frequency stability than LC or RC oscillators. Crystal oscillators often use the
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same circuits as LC ones by simply replacing the tank circuit with the piezoelectric crystal. The
typical crystal oscillator circuit is the Pierce oscillator.

Significant advancements have been made in the development of MEMS resonator technologies based
on both electrostatic and piezoelectric transduction mechanisms for use in reference oscillator applications
[52]. Notably, the AIN contour-mode RF MEMS technology is distinctive [53], as it can be considered
as the MEMS counterpart of quartz crystal Bulk Acoustic Wave (BAW) resonators and it is the only
technology that can consistently cover a broad frequency spectrum from 10 MHz to several GHz. At
the same time, it provides a high quality factor in the air and a low motional resistance, eliminating the
requirement for special circuit design or complex matching networks, thus allowing for straightforward
integration with traditional electronics.

Due to its excellent performance in terms of stability and reliability [54], the elective oscillator for
this kind of application turns out to be a Pierce oscillator, i.e. a circuit that uses a piezoelectric crystal (in
this case a ScAIN LVR) as a frequency-selective element in its passive feedback network. In particular,
the problem arising from using a real inductor in the Pierce oscillator is related to its relatively low quality
factor. Therefore, it is typically substituted by a high-quality factor piezoelectric resonator, which satisfies
the Barkhausen criterion just in the narrow spectral range between the series and parallel resonance
frequencies. Moreover, using a MEMS resonator whose resonance frequency is sensitive to temperature
changes, a detection mechanism is built.

In fact, a change in the resonance frequency of a resonator is typically monitored by an oscillator-
based interface. In particular, an example of a low-power sensor interface IC suitable for a differential
frequency measurement application was already demonstrated by [55], where it was used in a thin Film
Bulk Acoustic wave Resonator (FBAR)-based mass or pressure sensor system that integrates two matched
Pierce oscillator structures with two separate resonators (the actual sensor and a reference FBAR) in
close proximity and uses one of them as a reference to track the resonance frequency change due to
unwanted variables like temperature, humidity, package stress, and aging in order to cancel out any
unwanted resonance frequency drift to first order. In this way, a differential input resulting from a sensor
variable (mass or pressure) change affects only the sensor oscillator and changes the output, which directly
provides the sensor response since the close proximity of the sensor FBAR with the reference one makes
them experience the same resonance frequency drift due to the aforementioned unwanted variables. In
this thesis, a similar approach is followed and described in section 3.3.
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System architecture and model

This section is aimed to extensively describe the operating principles of the system and its sub-parts from
a theoretical standpoint. In particular, the system is composed of three main parts:

1. Optics: a custom QCL to target the optimal wavelength needed to detect NoO molecules and a
Herriott multipass cell [56] [57] [30] [58]. In general, LAS quantifies the concentration of analytes
by exploiting the absorption due to the characteristic resonant mode of vibration of a target gas at a
specific IR wavelength, which results in a reduced IR laser power delivered to an IR sensor after
passing through a gas cell. Moreover, as the method primarily relies on the intrinsic IR absorption
of a gas sample, in order to achieve a high sensor detection sensitivity, the system requires a gas cell
to allow for a long optical path length. Here, a Herriott-type optical cell is exploited and optimized
to minimize the gas cell volume without compromising the effective optical path length. Therefore,
the IR power delivered by the QCL to the MEMS-based IR detector is attenuated as the IR beam
passes through the long-path optical cell and gets absorbed by the gas-specific characteristic IR
absorption. The reduction in the available IR power can be detected by the MEMS-based IR detector
and translated into a corresponding concentration level of a target gas;

2. MEMS: plasmonic metamaterial absorbers integrated on top of a piezoelectric LVR [43] [44]
[24] [59]. In particular, a ScAIN resonator covered by near-perfect nano-plasmonic metamaterial
narrowband absorbers suitable for ultra-low noise and fast spectroscopic IR sensing is used in
order to exploit its volume scaling (ensuring reduced thermal capacitance), excellent thermal
isolation (translating into a high thermal resistance), and the use of frequency shift as the output
parameter (guaranteeing high measurement accuracy) for the fast and high-resolution thermal
sensing performance. Its unique advantage of compatibility with CMOS fabrication for on-chip
frequency read-out will be eventually exploited for the development of a complete chip-level
sensor-1C integration. In fact, the low-temperature sputtering process used for the deposition of
ultra-high quality ScAIN thin films on an arbitrary substrate indicates that the technology can be
realized post-CMOS process, allowing for the seamless MEMS-CMOS integration;

3. Read-out circuitry: integrated circuit properly designed to perform the read-out of the shift in
resonance frequency of the resonator covered by plasmonic metamaterial absorbers, where a pair of
independent oscillators is used for differential reading. In particular, the frequency shift differential
read-out is carried out using as a reference oscillator a Sc AIN resonator identical to the IR detector,
but covered with an IR-reflective coating instead of the plasmonic metamaterial absorber;

21



CHAPTER 3. SYSTEM ARCHITECTURE AND MODEL

Furthermore, monolithically integrated and properly characterized in-situ commercial off-the-shelf
(COTS) temperature, humidity, and CO; sensors are also included in order to compensate for any inherent
frequency drift of the detector in response to any change of:

* concentration of molecules whose absorption spectrum partially overlaps with the N>O one, like
CO; and CO, thereby interfering with the measurement since the power of the IR beam is partially
modulated also by them;

* humidity conditions, since also the absorption spectrum of H,O molecules partially overlap with
the N>O one;

* ambient temperature, since the absorption spectrum of each molecule in the atmosphere is sensitive
on both the temperature and pressure conditions. In particular, since the sensor will eventually
operate at the typical altitudes of drones’ flight, where the air pressure they experience does not
distance itself from the one at the sea level, the pressure fluctuations from the atmospheric one, i.e.
1 atm at the sea level, are considered negligible, while temperature fluctuations can be significant,
especially if the sensor operates over a long period of time or during different seasons, and so their
assessment necessary. Moreover, due to the inherent characteristics of the resonant thermal detector,
there exists an output error related to the intrinsic shift in resonance frequency due to a change in
ambient temperature according to the TCF of the resonant body.

Such errors will be eventually mitigated by compensation, i.e. using the measurement of the integrated
COTS sensor to offset the output signal from the MEMS IR detector.

3.1 Optics: gas cell

3.1.1 Beer-Lambert’s Law

The absorption of just specific bands of the IR radiation spectrum by molecules depends on their constituent
bonds that have characteristic resonant modes of vibration at different wavelengths. Therefore, when the
IR radiation wavelength matches the one related to the resonant mode of vibration of a certain bond of the
molecule, the electromagnetic energy gets coupled to the vibrational resonant mode of the bond, resulting
in a reduced IR power exiting the sample. In particular, the ratio of IR power entering the sample with the
exiting one, i.e. the transmittance T, is governed by the Beer-Lambert’s Law:

Pout
b;

where P;, and P,,; is the IR radiation power (W) entering and exiting the sample, respectively, while:

T =

=104, (3.1)

A=1) e (3.2)
i

is the so-called absorbance, where [ is the optical path length (cm), c; the molar concentration
(mol /cm®) and €; the molar absorption cross-section (cm?/mol) of the i-th molecule contained inside
the sample.

As a consequence, for a certain molecule (i.e. a fixed molar concentration €; at a specific IR radiation
wavelength) and optical path length I, the molar concentration c; of that specific molecule can be
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determined by measuring the IR radiation power transmitted through the sample. This is achieved through
an ScAIN resonant IR detector with a narrowband plasmonic metamaterial IR absorber integrated on
top of it whose absorption wavelength is specifically designed to match the chemical bond’s resonance
wavelength of the target molecule.

3.1.2 Mirrors

The elective approach implemented to obtain high detection sensitivity is to increase the optical path
length | covered by the IR laser beam while interacting with the gas sample by using a commercial or
custom MPC, which is constructed with two facing highly reflective mirrors. However, the traditional
Herriott cell [30], which is based on two spherical mirrors, yields a standard low-density circular or
elliptical spot pattern with a low utilization efficiency of the mirror surfaces that makes difficult to achieve
long optical path length | in a small form factor to realize compact sensor systems. Many variants based on
the Herriott cell, such as astigmatic mirror cells, can produce dense spot patterns to take better advantage
of the entire mirror surfaces, thereby realizing a compact size sensor with a long optical path length .
However, the manufacturing of aspheric surfaces is more complex. Moreover, it is difficult to produce a
mirror of sufficient surface accuracy to follow the designed curvature. Therefore, spherical mirrors are
usually required in MPCs because of their low requirements for mirror processing technology, more easily
controlled surface quality, and, more importantly, lower cost [60].

Conventional calculations of a two-identical-spherical-mirrors MPC, such as a Herriott cell, are based
on a standard ABCD matrix within the paraxial approximation of a thin lens, which models the one pass
count as the product between a standard transmission matrix describing a ray propagating through the
free-space and a standard reflection matrix describing a ray reflecting off a concave spherical mirror:

1 d
B

where R is the curvature radius of the spherical mirrors and d their spacing since all the rays are

A B
C D

1 0
—2/R 1

supposed to make small angles to the optical axial of the system so that the optical path lengths of any rays
between two mirrors are constantly equal to the mirror spacing d. Therefore, describing a ray propagating
between the two mirrors as a column vector containing the coordinate x (or i) and the inclination angle 0y
or 6y, the ray characteristics at each pass count 7 can be retrieved from those of the one at the (1 — 1)-th

as follows:
xn| |A B | Xn
O, |Cc D On—1,
(3.4)
Yn _ A B . Yn-1
Gny C D anly

However, with a more highly curved surface of the reflective mirrors and more pass counts in the MPCs,
the conventional ray calculations based on a standard ABCD matrix, specifically marginal rays, generate
deviations from the actual trajectories on account of spherical mirror aberrations. These deviations
accumulate and are amplified, ultimately distorting the real spot pattern. In fact, these intrinsic aberrations
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can be effectively exploited to produce a set of intricate variants with respect to a Herriott circular or
elliptical spot pattern, which can be completed by manipulating these parameters, such as the mirror
spacing d, the initial entry location (xo, /o), and the incident angle of the ray (6o, , 90y). Therefore, in order
to take into account the spherical mirror aberrations, a modified ABCD matrix describing the one-pass
count of both the paraxial and marginal rays without the paraxial approximation of a thin lens can be

1 0] [1 4,8
:[L 1]'[0 1]’ -2)

where d,, is the optical path length for the 7-th transmission between two spherical mirrors, and L and

expressed as follows:

A B
C D

S represent two operators introduced in order to remove the paraxial approximation, which are defined as
L¢ = —2arcsin(¢/R) and S¢ = sing, respectively. Here, ¢ is an arbitrary rational number. Therefore,
the new ABCD matrix consists of a modified transmission matrix and a modified reflection matrix. With
an incident ray of a specific initial location (xg, o) and incident angle (6, Goy), the spot coordinates
(xn, Yn) on the spherical mirror surfaces and the ray trajectories between them expressed as inclination
angles (6, 0,,) at each pass count 1 can be exactly traced knowing their values at the n — 1-th pass
count, thereby using an iterative algorithm described as follows according to the modified ABCD matrix:

Xn = Xn—1 —+4 di’l . Sii’l(@n_lx) yi’l = y}’l—l + dn : Sin(en_ly) (3 6)
On, = —2-arcsin(%) + 60,1, |0y, = —2-arcsin(L) 4 6,_1,. :
The above iterative equations can be carried out as long as d,, is obtained at each pass count 7 as
follows:
Zn — Zp—1
dp = ————, 3.7
" sin(6,1.) S
where
, b b\
zy = sin*(Op-1,) - |—% + (=" 1. (f’) —y - Cy
(3.8)
. arcsin\/l—sinz(an)—sinz(Gny)
n. = 1y
with
ay = sin~2(0,_1.)
n—1° 1 9117 x +Yn-1- 1 9;17 —1)n-1
by = [HE et ) (1 i) -z — (B D+ (<17 ) 2
; 2 in(6,_ 2 _1\n—1 2
en = (w1 = Sty 2n) o+ (o1~ g zn) + (H D (D) -
(3.9)

The initial location zp and inclination angle 6y, with respect to the optical axis can be calculated by
using the spherical equation as follows:

zo=1— /12— x3— 3

(3.10)
6o, = arcsin \/1 — sin?(6o,) — sin®(f, ).
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3.2 MEMS detector

To model the plasmonic piezoelectric MEMS resonant IR detector, the two-port electrothermal equivalent
circuit with both electrical and mechanical inputs shown in Figure 3.1 is utilized. In particular, the circuit
comprises of two input sources: the voltage that drives the acoustic resonance, and the infrared power
converted into heat by the plasmonic absorbers. At the thermal port, the device is modeled by a shunt
between a thermal capacitance Cyy, and a thermal resistance Ry;,. The value of the thermal capacitance is
determined by the materials stack specific heat and the total volume of the suspended plate. Conversely,
the thermal resistance is primarily determined by the thickness and width of the anchors connecting the
free-standing resonance body to the substrate, as well as the thermal conductance of the stack. On the
other hand, at the electrical port, the device is modeled by the modified Butterworth-Van Dyke (mBVD)
equivalent circuit, extensively described in section 3.2.2.

J_ Ry| _|fo8D) "
AT 2 = Vi,
T, & - _-1° ~

Thermal port Electrical port

I L

I 2!

1 ':'IRS
| -4l
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|
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1

T )

EI Electrical loading L
| EI Dielectric losses m |

Figure 3.1: Thermo-electric lumped equivalent circuit of the detector and mBVD model of the resonator.

The fraction of power of the IR beam P,,; impinging the device after exiting the gas cell, where it
is subjected to a modulation due to the presence of gas molecules inside the cell according to equation
3.1, is absorbed by the plasmonically enhanced resonant body and converted into heat Q;r, which causes
a large and fast increase of the resonant body’s temperature AT due to the high thermal resistance Ry,
and extremely low thermal capacitance Cy, of the freestanding nanomechanical structure, respectively,
according to the following equation:

77QIR 77Q1R

\/ th + w2ct2h \/ R2

where 7 is the IR absorption efficiency of the plasmonic metamaterial absorber. The approximation

= R QIr, (3.11)

holds in the case of slowly modulated, i.e low angular modulation frequency w, impinging IR radiation.
From the general definition of the TCF of a resonant plate, stated in equation 3.60 later on, and
according to equation 3.11, the downshift Af in the acoustic resonance frequency fo of the piezoelectric

LVR due to the IR-induced temperature rise AT occurring in the resonant body (see Figure 3.2) can be
evaluated as follows:

Af = fo- TCF-AT = fo - TCF - nRyQJr- (3.12)
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Figure 3.2: Schematic illustration of the working principle of the resonant IR detector based on a MEMS resonator.

In conclusion, as shown in Figure 3.3, a variation of the molar concentration Ac in the gas cell function
of the variation of incident optical power can be detected by monitoring the resonance frequency shift
Af of the resonant body, which is one of the physical quantities that can be monitored with the highest
accuracy via the readout IC. The latter includes also a frequency-to-voltage conversion module and an
analog-to-digital converter to finally obtain a voltage output signal V1 readable by a micro-controller.

IR DETECTOR

PIEZOELECTRIC

LATERALLY READ-OUT

VIBRATING CIRCUIT
RESONATOR

PLASMONIC Vour
METAMATERIAL

ABSORBER

Figure 3.3: High-level schematic illustration of the signal transduction path of the device.

The responsivity R of the proposed resonant IR detector is defined as the resonant frequency shift of
the device Af in response to the heating induced by the impinging power of the IR radiation Q;r, and can
be expressed as follows in the case of slowly modulated impinging IR radiation:

A
R:—f:fo-TCPﬂ-Rth:ﬂ'fO'S/ (3.13)
QIr

where S (equal to the product between the TCF and the thermal resistance R;;) is defined as the
sensitivity of the sensor, i.e. a measure of how efficiently the heating induced by the impinging power of
the IR radiation is converted into a shift of the resonance frequency.
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Therefore, the responsivity must be maximized in order to obtain the largest possible shift of resonance

frequency with the same amount of impinging optical IR power. In particular, a high responsivity can be

achieved by maximizing:

the resonance frequency fy by miniaturizing the device as much as possible;
the temperature coefficient of frequency TCF by properly designing the material stack;

the absorption efficiency # of the plasmonic absorber at the IR frequency of the impinging wave by
properly designing the metasurface;

the thermal resistance R, by improving the thermal isolation of the resonator from the substrate,
i.e. by properly designing the anchors that directly connect the resonant body to the substrate.

A crucial parameter that ought to be considered for the design and optimization of the proposed

resonant IR thermal detector is the noise equivalent power (N EP), which represents the IR power that

gives a signal-to-noise ratio equal to 1 in a 1 Hz measurement bandwidth (minimum detectable IR power)

and it is defined as the noise-induced frequency fluctuation f, divided by the responsivity R of the detector:

_fn fn
NEP_R_fo-TCF-iy-Rth' (3.14)

Among different noise sources, the fundamental limit to frequency stability of a thermal resonant

sensor is given by:

1.

the thermal fluctuation noise associated with the spontaneous temperature fluctuations of the detector
element due to the finite heat conductance Gy, to the surroundings, which leads to a contribution to
the total NEP equal to:

NEP,, = 2To | Kp, (3.15)
n Ry

. the background fluctuation noise due to radiative heat exchange with the environment, which leads

to a contribution to the total NEP equal to:

NEP,,; = ;\/16A60'KBT5; (3.16)

. the thermomechanical noise originated from the thermally driven random motion of the mechanical

structure, which leads to a contribution to the total NEP that has been identified to be inversely
proportional to the quality factor Q of the resonator:

[KpTy 1
EPyec = ; 1
NELec 4P. TCF -1 Ry - Q’ G-17

where Kp is the Boltzmann constant, Ty is the temperature of the resonant body, A is the area of

the device, € is the emissivity, o is the Stefan-Boltzman constant, and P, is the power used to drive the

mechanical resonance in the structure. The total NEP can be expressed as:

NEP = \/NEP}, + NEF2,, + NEP,. (3.18)
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Differently from the other two noise sources, the thermomechanical noise originating internally from
the MEMS resonator itself is the dominant source of frequency fluctuation. Therefore, the NEP can be
minimized not only by maximizing R, as illustrated before, but also by maximizing the quality factor Q,
and power handling P,.

Another crucial parameter to be considered for the design of a high-performance IR thermal detector
is its response time which is limited by the thermal time constant T of the device, defined as the product
between its thermal resistance Ry, and thermal capacitance Cy:

T = Rth : Cth- (319)

Therefore, the T must be minimized in order to obtain the highest possible speed of the sensor while
reaching a stable temperature. In particular, a low thermal time constant can be achieved by minimizing
both Rth and Cth'

However, equation (3.14) indicates that by increasing R;;, the NEP of the device is reduced, while on
the other hand equation (3.19) indicates that its response time is increased. Therefore, a trade-off between
these two important performance metrics needs to be generally considered for the design of the detector
and, in particular, a common figure of merit (FoM) that is considered for such a kind of device is the
product between the NEP and the response time:

[KgTo  Cy
F = NEP -7~ NEP,.-T= . 3.20
oM T mec © T 4P, TCE-1-Q (3.20)

Therefore, this FoM is independent of the thermal resistance Ry, and the device should be designed
to have its FoM as small as possible. Nevertheless, for a given thermal resistance Ry, guaranteeing a

satisfactory NEP, the response time of the sensor can be reduced by minimizing its thermal capacitance
C1,, which directly translates into reducing the volume of the resonant structure through its miniaturization
because:

Cth — Ceq . pgq . V — Ceq . pgq . A . t, (3.21)

where ¢, and peq are the equivalent specific heat capacity and density of the device, respectively,
while V is its volume (equal to the product between the area A of the device and the total thickness ¢
of the material stack forming the resonator). Although the device lateral dimensions can in principle be
lithographically scaled, a reduction in device area directly causes a considerable decrease in the device
static electrical capacitance Cy, which is proportional to the device area and inversely proportional to the
device thickness if the resonator is simplified to a parallel plate capacitor:

€A

=
where € is the permittivity of ScAIN. When the device capacitance falls below the substrate parasitic

capacitance, the effective electromechanical coupling of the resonant element can be heavily deteriorated

Co 3.22)

(higher electrical impedance and insertion loss) [61]. Therefore, in order to maintain a reasonably high
Co, the three dimensions of the device need to be scaled proportionally.
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In conclusion, if a minimum Cj that needs to be maintained to ensure a high electromechanical
coupling and ease electronic readout is set, the equations 3.20, 3.21, and 3.22 lead to:

Co-t2
X —,
TCF-n-Q

This last equation indicates that the scaling of the device thickness, while maintaining the resonator

FoM (3.23)

static electrical capacitance constant to a value larger than the substrate parasitic capacitance, inevitably
yields a greatly improved IR detector figure of merit. Moreover, it is worth mentioning again that the
absence of thermal resistance suggests that it can be freely tailored (by altering the anchor design of the
resonant IR detector) to fit the requirements of detector resolution or speed of specific applications without
affecting the figure of merit.

Current state-of-the-art devices have already demonstrated ultrafast (thermal time constant T ~ 166
us) and high resolution (noise equivalent power NEP ~ 549 pW / HzY/ 2) thermal detectors based on
high-quality factor 50 nm-thick AIN piezoelectric resonant nanoplates [62], so that an over doubled FoM
is achieved if compared to the previous devices with thicker AIN.

In this work, the core element of the proposed IR thermal detector is an LVR (see Figure 3.4). The
resonant body is composed of a 350 nm-thick 30%-doped ScAIN piezoelectric layer sandwiched by a
100 nm-thick bottom Pt interdigitated electrode (IDE, used to excite a lateral-extensional vibrational
mode when an AC current signal with the same frequency of the natural resonance frequency of the
resonator is applied) and a 100 nm-thick top Al floating plate (used to confine and route the electric field
in the piezoelectric layer across its thickness and so increase the electromechanical coupling by exploiting
the high e3; piezoelectric coefficient). Therefore, since the structure is suspended and supported by two
anchors to allow it to vibrate freely, given the sound velocity vy of the material stack, i.e. the equivalent
Young’s modulus E.; and equivalent mass density p., of the Sc AIN-metal electrodes stack that forms the
resonator, the mechanical resonance frequency fy is primarily set by the pitch Wy of the IDE:

1 1 [Ee

= — Y= — . 3.24
fo ZWOVO 2Wo || peg (3.24)

In this way a further degree of freedom is gained due to the dependence of the resonance frequency
not on the geometry of the resonator itself, but just on the lithographically definable pitch size of the IDE.

Since the pitch size of the IDE is fixed to be 19 um, the resonance frequency is ~ 160 MHz.
Therefore, when an alternating current (AC) signal is applied to the bottom 100 nm-thick Pt IDE of
the device and its frequency coincides with the natural resonance frequency f of the resonator, the top
electrically floating 100 nm-thick Al electrode acts to confine the electric field across the device thickness
and a high order contour-extensional mode of vibration is excited in the 350 nm-thick Sc AIN nanoplate
through the equivalent e3; piezoelectric coefficient.
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Figure 3.4: Schematic illustration of an LVR.

3.2.1 Plasmonic absorber

The adopted technology is based on a stack which, going from the bottom to the top, consists in:

1. acontinuous and optically thick ground metal layer acting as reflector;
2. asubwavelength thickness dielectric spacer where the impinging field is confined;

3. an array of cross-type plasmonic metal nanostructures whose geometrical parameters select the
targeted wavelength at which the absorption has to be maximized.

When the transmitted electromagnetic waves in a specific spectral band impinge on the absorber, both
the electric and magnetic dipole resonances are excited in the array of top metal nanostructures, inducing
an image current in the ground layer via plasmonic coupling in the subwavelength dielectric gap so that a
loop due to a pair of plasmonically-coupled anti-parallel currents is formed between the metasurface and
the ground plane acting as a reflector. This current loop gives rise to a strong and efficient confinement
of both impinging electric and magnetic fields and, if the right level of intrinsic material Ohmic loss is
present to support critical coupling and conjugate matching, i.e. the effective surface impedance of the
MIM IR absorber matches the impedance of free space, a near-unity and narrowband absorption at the
designed spectral band range is achieved so that the fraction of energy of the incident electromagnetic
wave in that particular spectral range is efficiently absorbed and turns into heat.

In order to design and optimize the geometry of the plasmonic absorber without the need of time-
consuming numerical computations, a resistor-inductor-capacitor (RLC) lumped equivalent circuit model
is exploited. It describes the magnetic resonances, i.e. magnetic polaritons (MPs), inside the metamaterial
nanostructures and the associated less (both Ohmic and dielectric losses), allowing the prediction of not
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only the resonance frequency f,x but also the bandwidth, i.e. the full width at half maximum FWHM
of the absorption peak for various geometric patterns. In fact, absorption characteristics of metamaterials
strongly depend on the geometric shape and size of the nanostructures and this is the reason why the
lumped circuit elements are defined as a function of their geometrical parameters and layers’ thickness
and material properties.

In particular, this RLC lumped element equivalent circuit allows the modeling of the effective surface
impedance of the MIM structure Zg, face to be used in the equivalent transmission line circuit in order to
evaluate the absorption spectral response through simple impedance matching theory, i.e. to predict the
condition for critical coupling and conjugate impedance matching that leads to a strong absorption (see
Figure 3.5). It consists of the series between:

* the periodic capacitance Cp, which contributes to the electric dipole resonance and the out-of-
resonance impedance level. It originates from the capacitive coupling between neighboring cross-
shaped nanostructures due to the air gap between them and is approximated by the capacitance
between two neighboring wires as follows:

a

In [<>+ (2<At;b>)2_1]

¢ the RLC circuit branch, which models the magnetic dipole resonance by describing the near-field

Cp = 7eg ; (3.25)

coupling of localized plasmons and current loop. It consists of a pair of:

— mutual inductances L,,, which is originated from the magnetic energy stored in the dielectric
spacer and equal in both branches to:
1 t;b
Ly = zuo—; 3.26
m 2,”0 1 ( )
— gap capacitances Cy,, which is due to the dielectric spacer separating the top metal structure
from the ground plate that serves as a capacitor on each side and expressed as a parallel-plate

capacitance:
1 ba
Cpn = c=€p€4—, (3.27)
2 ty
where c is a constant appropriately chosen to take into consideration the fringe effect of the

capacitance and non-uniform electric field distribution along the surfaces of the capacitor;

— kinetic inductances L, which arise from the imaginary part of the top and bottom metallic
layers and model the phase delay in high-frequency current flow, originated from the finite
kinetic energy of the electrons inside the metal due to their finite inertia. The kinetic inductance
of the bottom continuous ground plane Ly is different from the one of the top cross-shaped
nanostructures L;_because of the different field (and so current) distribution due to the
different electrons confinement:

b1
Ly, = ——5— 3.28
ke aéy w%ceo (3.28)
b 1
Ly = 5 e (3.29)
a gwpgeo
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where wy, and w), are the plasma frequencies of the top and bottom metals, respectively,
while é; and J¢ are the penetration depths of the top and bottom metals, respectively:

A

g = W, (3.30)

where A and Kclg(/\> are the wavelength in free space and the extinction coefficient.

— resistances, which arise from the real part of the top and bottom metallic layers. Also in this
case, the resistance of the bottom continuous ground plane R, is different from the one of the
top cross-shaped nanostructures R, because of the different field (and so current) distribution
due to the different electrons confinement:

/

Ro= b1 (3.31)
ad. o,
b 1

= g (3.32)

where ¢’ = 1 — ¢ is a correction factor related to both the fringing effect and the non-uniform
electric field distribution, while 0 and o are the plasma frequencies of the top and bottom
metals, respectively:

Ocg = €0Wp, , Tegs (3.33)

where T ¢ is the relaxation time.

In all the aforementioned formulas, €y and pg are the permittivity and permeability of free space,
respectively, while € is the relative permittivity of the dielectric spacer. Moreover, all lumped circuit
elements are expressed in terms of geometric variables a (width of the cross-type nanostructure)
and a’ (effective width of the cross-type nanostructure approximately equal to half the length 0.5b),
b (Iength of the cross-type nanostructure) and b’ (effective length of the cross-type nanostructure
equal to ¢'b and so smaller than the designed length due to the uneven current distribution), A
(periodicity of the cross-type nanostructures), t. o (thickness of the top and bottom metal layers,
respectively) and f; (thickness of the dielectric spacer).

Based on a conventional transmission-line model used to describe the interaction of the metasurface
with the impinging wave, the absorption efficiency 1 is evaluated as follows:
2
Zsur face — Zy

(3.34)
Zsurface + Zo

qzl—Rmzl—WMZ:l—‘

where Z is the impedance of free space, i.e. 377 (). Therefore, when the value of Zg,; 4 =
Rsurface + ] Xsur face 18 close to Zo, i.e. the real and imaginary parts of Zg; 4. are close to 377 (Y and 0 (),
respectively, the reflectance R;;, approaches zero, leading to near-unity absorption. In fact, the conjugate
impedance matching condition is obtained when the total resistance Ry face 18 equal to 377 (), while the
resonance condition can be obtained by zeroing the total reactance X, face-
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Figure 3.5: Lumped equivalent circuit model and transmission-line model for MIM IR absorbers.

In the end, this RLC lumped element equivalent circuit model allows to express the FWHM and the
fpeak in terms of geometric parameters as follows:

1
Fpeak o< 3 (3.35)

a
FWHM « m (3.36)

Equation (3.36) indicates that one can achieve narrow bandwidth by:

* maximizing the periodicity A while reducing the width a. However, the upper limit of A is set by
the wavelength of operation because:

/\peak

A = —
T 4+ sind’

(3.37)

where 0° < 8 < 90° is the angle of incidence. For A exceeding this limit, diffraction occurs and
the RLC lumped element equivalent circuit model is no longer valid. Moreover, this limit is more
stringent, i.e. smaller /,,,y, at oblique incidence, i.e. 6 > 0, making the device more susceptible to
diffraction.

* reducing the width a up to the point when the absorption starts to decrease due to impedance
mismatch because Zg, face >> Zo with smaller a, which sets the limit of scaling for a.

On the other hand, equation (3.35) indicates that the position of the peak can be independently tuned
by changing the length b. Therefore, for a given fpeak’ an optimal set of A and a which guarantees a
narrow FWHM and a near-unity 7 exists.

In this work, the proposed plasmonic absorber is formed by 90 nm-thick periodically spaced squared-
shaped Au patches, sitting through a 10 nm-thick Ti adhesion layer on top of a 250 nm-thick AIN layer
placed on top of a 100 nm-thick Al continuous plate. As a matter of fact, SiO; is conventionally used as
the dielectric layer, but other materials were investigated and AIN was finally chosen instead, since SiO,
has a positive TCF, thereby resulting in the decrease of the overall TCF of the sensor. More details about
the choice of the patches’ shape and size, together with the one for the dielectric material, are reported in
section 5.1.2.
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3.2.2 Laterally vibrating piezoelectric resonator

In general, a piezoelectric-based resonator is an electromechanical device in which electrical and me-
chanical energies are reciprocally converted to each other at a resonance frequency through the two-way
coupling between stress and electric field in a piezoelectric material. Moreover, the mechanical energy in
the resonator body and the applied electrical energy through the metallic electrodes convert from potential
to kinetic and back in every vibration half cycle. Therefore, the overall performance of a resonant system
is determined by both of the energy conversion mechanisms mentioned above. To quantify the efficiency
of these energy conversions in a resonator, there are two specific parameters defined as [63]:

1. effective electromechanical coupling factor k?, which is a unitless quantity (usually expressed in
terms of percentage) that describes the efficiency of energy conversion processes in a resonator.
It is different from the piezoelectric coupling factor K> of the material used in the resonator
because, as expected, even if both unitless quantities, the latter is solely dependent on material
properties and is not a function of the resonator design/implementation so that it could be used to
compare the efficiency of different piezoelectric material in mutually converting electrical energy to
mechanical energy. Therefore, once a piezoelectric material is used in a resonant device, the energy
conversion efficiency at resonance is of great interest to the designers, and the K> will be always
the upper bound of the k% of a resonator that uses a certain type of piezoelectric material because
part of it is always lost because of the non-ideal design, even though optimal. In fact, the effective
electromechanical coupling factor is largely affected by the properties of the piezoelectric material
used as a transducer (i.e. its piezoelectric coupling coefficient), but it is also affected by the design
of the resonator.

To quantify this conversion efficiency, the effective electromechanical coupling factor can be
extracted from the features of the frequency response plot as follows:

kzzf;%_fsz
t fr% ’

where fs and f, are the frequencies at which the magnitude of the impedance is minimum and

(3.38)

maximum, respectively. In particular, f; is the resonance frequency where the series resonance
occurs, while f, is the anti-resonance frequency where the parallel resonance occurs.

An alternative definition for the effective electromechanical coupling factor of a resonator is
developed based on the equivalent electrical circuit representing the electrical characteristic of the
resonator, which will be described later in this section.

2. quality factor QQ, which represents a measure of energy loss in a resonator. As the energies convert
from one form to the other, a portion of the energy contained in the system will either directly
escape or repetitively turns into a form that could no longer be restored. It is generally defined as
follows:

energy stored per cycle

Q=2n (3.39)

energy dissipated per cycle’

There are several distinct dissipation mechanisms in a resonator. In particular, any loss mechanism
is a coupling between the energy of the resonator and other forms of undesirable energy that
randomly fluctuate. Therefore, each of these mechanisms can create a path for such energy
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fluctuations to perturb the energy of the system so that such random influx of energies are sources
of noise/interference.

In principle, the overall quality factor of a system can be found by summing up the dissipated
energies, but also in this case, since resonators are commonly characterized by their frequency
response, it is practically convenient to extract it from the features of the frequency response plot as
follows:

fo

Q= BWars’ (3.40)
where fq is the fundamental resonance frequency and BWj;p stands for the -3 dB frequency
bandwidth. Therefore, as expected, the Q increases in a resonator when the frequency response
becomes sharper or, in other words, when the energy is more confined to the resonance frequency.
A high quality factor is therefore desirable because it minimizes the amount of energy that is
dissipated.

In conclusion, the figure of merit (FoM) for a piezoelectric-based resonator is proportional to both Q
and k% as follows:

FoM = k2. Q. (3.41)

In particular, a typical laterally vibrating piezoelectric resonator is formed by a thin piezoelectric
film sandwiched between metallic electrodes (see Figure 3.6). The application of a potential across the
thickness of the piezoelectric film induces a lateral strain in the plane of the device. When the frequency of
the excitation signal coincides with the mechanical resonance of the piezoelectric body, the device exhibits
an enhanced amplitude of vibration, which is translated to an electrical signal by the direct piezoelectric
effect and generates a charge proportional to the amplitude of the displacement.

For a longitudinal bar resonator vibrating along its width, the wave equation in one space dimension
can be written as follows:

o’u o%u
peqﬁ — Leg ﬁ/ (3.42)

where p.; and E, are respectively the equivalent density and Young’s modulus of the material stack
forming the resonator, t is the time and x is the direction of vibration along which the displacement u

occurs.

electrodes

FEM Simulation: Mode shape of
vibration

Figure 3.6: Mock-up view of a typical laterally vibrating piezoelectric resonator.
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Considering a resonator of width W and applying the boundary conditions that there is no stress and
no stress gradient at the free lateral boundaries of the resonator, i.e. at x = =W /2, the solution of the wave
equation for the width-extensional vibration of the resonator becomes the product of a spatial component
U (x) representing the vibration mode shape and a temporal one X (t):

u(x, t) = U(x) - X(t) = sin(Bnx)elt, (3.43)
where
Bu=(n—1), (3.44)

from which it is possible to derive the fundamental resonant frequency fo by computing the solution

S . 4
fo 2t 2W Y\ peq (3.45)

Equation (3.45) highlights one of the main features of laterally vibrating resonators, i.e. the operating

forn=1:

frequency of the resonator is set by the width W only. This allows to lithographically define its operating
frequency independently from the thickness T and length L of the piezoelectric structure. Therefore, the
device thickness and length can be independently selected to properly design both:

o the electrical static capacitance Cy, in order to keep it larger than the substrate parasitic capacitance
so that the deterioration of the electromechanical coupling factor is avoided;

* the motional resistance R, in order to keep it as small as possible so that the direct interface of the
device with compact and low-power 50-() electronics can be achieved;

of the piezoelectric transducer, which will be described in detail later in this section.
In fact, an LVR, as any other second-order mechanical system, can be represented by an equivalent

lumped mass M.y, a spring with constant ke, and a damper with coefficient c,, that depend on the mode
of vibration of the structure and of its quality factor Q as follows:

LTW
Mg = peqT (3.46)
7 LT
keg = 5 Eeq (3.47)
Meg
=4 & (3.48)

These lumped mechanical variables of the LVR can be made to correspond to equivalent electrical
variables in order to model the behavior of this mechanical structure in terms of circuit parameters and the
most common equivalent electrical circuit of a resonator is known as the Butterworth - Van Dyke (BV D)
model, shown in Figure 3.1 as the electrical port of the detector, which consists of the parallel between:

* aseries RLC circuit called the motional or acoustic branch, composed by the series combination
of the motional resistance Ry, (quantifying dissipative losses and so directly proportional to the
equivalent damping coefficient ceq), the motional capacitance Cy, (quantifying the elasticity of
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the resonant body and so inversely proportional to the equivalent stiffness constant k;) and the
motional inductance L,, (quantifying the mass of the resonant body and so directly proportional to
the equivalent mass 1,;):

Ru =7 (3.49)
2
_

Cm__km (3.50)
mgq

Ln =2 (3.51)

where 7 is the electromechanical transduction factor that, relating force to voltage and so charge to
displacement, represents the intrinsic capability of the piezoelectric structure to convert mechanical
displacement into an electrical signal (and vice versa):

_F _q
=3 = (3.52)

Therefore, for a given geometry and material properties of the mechanical structure, the value of

1 determines the equivalent electrical impedance of the resonator. In particular, labeling the axis
direction x, y, and z with numbers 1, 2, and 3, respectively, and assuming that:

— auniform electric field E3 applied across the thickness of the piezoelectric layer generates an
orthogonal stress T; along the width of the structure;

— the electrode covers the entire surface of the piezoelectric material;

— the force is applied on both the electrode edges (i.e. at x = =W /2) in order to maximize
the efficiency of this force in exciting the vibration mode described because it depends on
the location where the force is applied along the width of the piezoelectric material and,
indeed, the structure is most efficiently actuated from the two ends since they have the highest
vibration amplitude;

the electromechanical transduction factor 1 of a width-extensional LVR can be expressed as
follows:

n= 2831L, (353)

where e3; is the piezoelectric coefficient (in C/m?) relating the electric field along the z direction
(i.e. 3) to the longitudinal stress along the x direction (i.e. 1). Therefore, now it is possible to
express the lumped elements of the equivalent electrical circuit describing the width-extensional
resonator as functions of the device’s geometrical dimensions and material properties as follows:

E
R, — LTV afe (3.54)

8L &0

8 WL é3
Cp= ————L 3.55
m 7_[2 T Eeq ( )
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1WT
L = g5 (3.56)
€31
* the static or electrical branch, composed by the static electrical capacitance Cy of the piezoelectric
transducer, which expresses the electrostatic coupling between two electrodes and is modeled as
a parallel plate capacitance formed by the piezoelectric material sandwiched between two metal

electrodes:

LW
Co = €0€33 (3.57)

where € is the permittivity of the free space and €33 is the relative permittivity (i.e. the dielectric
constant) of the piezoelectric material in the direction of the electric filed (i.e. along z) applied in
order to excite the vibration mode.

The modified BVD model, named mBVD, shown in Figure 3.1 includes also R; in series with the
parallel of the two branches described before, which models the electrical losses associated with the
ohmic resistance of metal electrodes and traces’ routing, and Ry in parallel with Cy in the electrical
branch, which models the dielectric losses in the piezoelectric film. Other loss mechanisms such as the
acoustic leakage may be also included in R; and/or Ry. In fact, electric losses introduced by metal lines
with relatively high resistivity such as Pt (knowing that Pt resistivity is about four times that of Al) can
become significant especially if the motional resistance R, of the resonators keeps decreasing up to very
low values, which is what it is crucially necessary to achieve for the direct interface of the device with
compact and low-power 50-() electronics. It is worth noting that this model neglects the intrinsic coupling
between transversal and axial strains determined by the Poisson’s ratio Ve, of the material stack.

From the BVD model, it is possible to define the two parameters that best describe the performance of
an electromechanical resonator, i.e. the quality factor Q:

Q_WOLm_l\/H_l 7T \/Eegpeg (3.58)
- Rm _Rm Cm_Rm 8L 8%1 .

knowing that wo = \/keq /Mg =1/+/Cpy Ly, and the effective electromechanical coupling factor k2

2 Cu €

=TT S
78 Co evexsEey

3.59)

where e31 is the piezoelectric constant (with the unit of C/ m? ) in the direction of the electric field
and mechanical stress, E,; is the stiffness (i.e. elastic constant with the unit of N /m?) at zero electric
fields, € is the permittivity of the free space (with the unit of F/m) and €33 (dimensionless) is the relative
permittivity or dielectric constant of the piezoelectric material in the direction of the electric field at zero
stress so that in the end k? is dimensionless and expressed in percentage %.

In general, a temperature rise AT occurring in a resonant body leads to a shift Af in the acoustic
resonance frequency fp of the piezoelectric resonator due to its intrinsically large change of the Young’s
modulus of the material stack that forms the resonant body, which is quantified as the temperature
coefficient of frequency TCF [64]. In fact, a resonator’s resonance frequency often drifts as a result
of temperature variation, due to the dependency of its material properties and physical dimensions on
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temperature so that the variation of fo with T is one of its most important characteristics. In particular, at
a certain temperature point, the TCF of an LVR is given by the rate of frequency change with respect to
temperature (with the unit of ppm /K or ppb/K):

TCF = - S AL
~ U 2R, oT 2T

where a1 and a3 are the linear coefficient of thermal expansion along x (i.e. in-plane) and z (out-of-
plane), respectively, while a(lnqu) /9T quantifies the temperature variation of the in-plane equivalent
Young’s modulus. Therefore, equation 3.60 states that, since the resonance frequency of a resonator
is a function of the elastic constants of its materials and its physical dimensions, the sensitivity of the
resonance frequency with respect to the temperature mainly comes from both the temperature coefficients
of each material’s elastic constants, i.e. the Young’s modulus, and the thermal expansion coefficient of
each material. However, between these two factors, the temperature coefficients of the elastic constants
are usually at least an order of magnitude larger than the thermal expansion coefficients of the materials
and so they play the dominant role.

It is worth mentioning once again that the fabrication process of an Sc AIN nano-plate resonator is
post-CMOS compatible, which means that the micro-fabrication process starts with a CMOS wafer and
only uses materials that are post-CMOS compatible, i.e. which can be deposited with temperature < 400
°C and dry etched using standard CMOS tools.

3.3 Read-out circuit

The MEMS-CMOS read-out circuit consists of a Pierce oscillator incorporating the IR detector, i.e. the
ScAIN resonator with plasmonic metamaterial absorbers integrated on top of it, in its feedback loop.
A reference oscillator, which uses the same ScAIN resonator, but simply coated with a blanket Au
layer acting as a reflector for IR light, is used to differentially estimate the shift in resonance frequency
caused by the N>O concentration-modulated IR beam impinging on the chip. The output of the mixer
is fed to a frequency-to-voltage converter and an analog-to-digital converter (ADC) to obtain a voltage
output ready to be correlated to the gas concentration. The circuit also includes a COTS (Commercial
Off-The-Shelf) temperature and humidity sensor, and an NDIR CO, sensor to monitor and compensate for
temperature, humidity, and CO; fluctuations, respectively. The overall system is powered by a compact
and light-weighted 12 V battery. Figure 3.7 shows the high-level schematic of the proposed read-out
circuit.

39



CHAPTER 3. SYSTEM ARCHITECTURE AND MODEL

Microcontroller
"""""""""""" 12V
IR-sensitive l
Pierce Oscillator =
Amplifier E— ADC
converter

| Pierce Oscillator
0l
|

IE
I]
1
I|
1
(2]

N

-
i i
[ 1
I 1
[ 1
[ 1
I 1
[ 1
I 1
[ 1
[ ]
[ 1
[ 1
| :
1 1
: § R, : : Reference
1
I : !
I 1
[ 1
[ 1
1 1
I 1
[ 1
I 1
I 1
I 1
[ 1
I 1
[ 1
[ 1
! 1

Figure 3.7: High-level schematic of the read-out circuit.

In general, oscillators are circuits that are typically used to generate a time reference, consisting of a
signal that is as close as possible to be perfectly periodical, i.e. as stable as possible. In particular, any
oscillator can be described by an amplifier connected in a feedback loop with its output fed back into its
input through a frequency selective component to provide positive feedback, such as the one shown in
Figure 3.8 so that, at a steady state, the closed-loop voltage gain is given by:

o _ Ay
v 1- BA,

where A, is the voltage gain of the amplifier and B is the frequency response of the feedback network.

(3.61)

Their product is defined as loop gain.

Figure 3.8: General block diagram of an oscillator.

In order to generate a sustained oscillation, i.e. a sinusoidal output signal that neither dies out nor goes
unstable at a certain frequency (while all the other frequency components die out), the input noise signal
v; must be progressively filtered and amplified traveling around the loop. In particular, for oscillation to
occur, the output signal v, must exist when no input signal v; is applied, which means that, when v; is
0, v, must be finite. This condition is satisfied when the loop gain is equal to 1, known as Barkhausen
criterion:

Aop = 1. (3.62)
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In fact, when v; is equal to 0, vy is finite only when the denominator of equation 3.61 is equal to 0. In
particular, since A, and 8 are complex, when v; is equal to 0, v, has a finite value different from 0 if:

|Avﬁ| =1
{LAvﬁ = +n360° (3.63)

where 7 is an integer. In particular, the amplitude condition states that the voltage gain A, of the
amplifier must perfectly compensate the losses 8 introduced by the feedback path to make the oscillation
stable. However, to start the oscillation, the loop gain must be greater than unity. On the other hand, the
frequency of oscillation condition states that the total phase shift associated with the closed-loop must
be equal to zero or a multiple of 360°, so that, if the amplifier is an inverter, the feedback network must
provide an additional phase shift of 180° & 360 °.

The Pierce, Colpitts, and Clapp oscillators consist of the same circuit, but their ground is placed
in a different location [65]. There are many other circuit configurations, but they are generally more
complicated to design and use a larger amount of parts. Among them, the most common is the Pierce
oscillator, where:

* the amplifier is an inverter, i.e. its voltage gain A, is negative;

* the feedback network is a frequency-selective 7t-network (see Figure 3.9), so that:

(3.64)

Figure 3.9: General configuration for the feedback network of a Pierce oscillator.

Assuming that Zy, Z5, and Z3 are purely reactive impedances equal to j X1, j X, and j X3, respectively,
the phase condition of the Barkhausen criterion can be demonstrated to be satisfied at a certain frequency
fosc such that:

Xq (fosc) + Xz(fosc) + XB(fosc) =0. (3.65)

From equation 3.65 the frequency of oscillation of the oscillator can be determined. Moreover,
equation 3.64 can be rewritten at the frequency of oscillation as follows:

B(fosc) = —%, (3.66)

so that the loop gain at the frequency of oscillation is now equal to:

Av(fosc)ﬁ(fosc) — _Av<fosc)§2§:2z;; (367)
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which means that, since A, is negative, X1 (fosc) and Xa( fosc) must have the same sign in order to
satisfy the amplitude condition of the Barkhausen criterion.

Typically, Z; and Z, are pure capacitive reactances, thereby implying that Z3 is a pure inductive
reactance. Therefore, in this case, the oscillator circuit becomes the one shown in Figure 3.10 and equation
3.66 can be rewritten as follows:

1
_27Tfosccl C2
_ __ G 3.68
,B(fosc) _27Tf1 - C ( )

Equation 3.68 states that the phase shift induced by this feedback network is equal to 180°. Therefore,
since the amplifier is an inverter, i.e. the induced phase shift is equal to 180°, the overall loop gain has a
phase shift equal to 360°, thereby satisfying the phase condition of the Barkhausen criterion. Moreover,
from the amplitude condition of the Barkhausen criterion, it follows that the absolute value of the voltage
gain of the amplifier must be larger than the ratio between C; and C;.

The problem arising from using a real inductor in the Pierce oscillator is related to its relatively
low quality factor. Therefore, it is typically substituted by a high-quality factor piezoelectric resonator,
which satisfies the phase condition, i.e. it behaves as a pure inductor (see Figure 3.11), just in the narrow
spectral range between the series and parallel resonance frequencies [66]. All the other harmonics whose
frequency is out of that range violate the Barkhausen criterion, thereby being suppressed and so allowing
to generate an oscillation exactly around the resonance of the piezoelectric resonator.

It can be demonstrated that, replacing a pure inductor with a piezoelectric resonator in the feedback
network of a Pierce oscillator as shown in Figure 3.10, the oscillation frequency turns out to be equal to:

fose = fr, [1 + 3(Cot CL)] , (3.69)

where f,. and Cp are the series resonance frequency and the static capacitance of the resonator,
respectively, while Cy is the load capacitance, defined as the series combination of C; and C; :
1 1 1

c, = C + G (3.70)

.|||_-|‘ |_
.|||_| |_

Figure 3.10: High-level schematic of the Pierce oscillator configuration using a resonator in the feedback network
instead of a real inductor.
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Figure 3.11: Results obtained from the analytical BVD model (without taking into account both the resistance

modeling the dielectric losses, i.e. Ry, and the series resistance modeling the electrical losses
associated with metal electrodes and routing, i.e. R;) for a 30%-doped Sc AIN LVR with motional Q
equal to 1000, and series and parallel resonance frequencies equal to around 237 M Hz (dash-dotted
black line) and 251 M Hz (dashed black line), respectively.

Another important design equation for a Pierce oscillator with a piezoelectric resonator in its feedback
network is the one that quantifies the drive level, i.e. the amount of power dissipated by the resonator.
Monitoring this value is crucial to ensure good performance: if the drive level is too low, the oscillator
might fail to oscillate or might have degraded performance in terms of phase noise, while a high drive
level might damage the resonator or burn it. It can be evaluated as follows:

Vop \?
Pdissipated ~ R, <27Tfoscczm> , 3.71)
where R, is the effective resistance of the resonator at the frequency of oscillation, and Ybp i the

2v2
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RMS value of the supply voltage. Additionally, the resistor Rs shown in Figure 3.7 can be used to reduce
the drive level by controlling the amount of current driving the resonator.

It is worth mentioning also that, in order to enhance the purity of the oscillating frequency, it is
crucial to design the sustaining circuit in such a way that the oscillator operates as close as possible
to the series resonant frequency f,, because it is the frequency that is predominantly determined by
the intrinsic electromechanical behavior of the piezoelectric structure. Furthermore, it is the one that
is the least affected by parasitic capacitances arising from the silicon substrate, bonding pads, or packaging.

However, real systems deviate from perfect periodicity and the deviation from their ideal perfect
periodicity is referred to as phase noise. In particular, the phase noise, also called random or unintentional
phase modulation, describes the variations in terms of frequency stability leading to a broadening of the
spectral line in the frequency domain, which can cause the so-called spectral regrowth because, if the
local oscillator of a mixer has phase noise, also the mixing products are subjected to a distortion and
broadening effect that makes them more prone to interference issues.

In general, the assessment of frequency stability is crucial to maximizing the performance of the
system. To this aim, the phase noise is typically quantified in the frequency domain or in the time domain.
In particular, in the time domain, Allan deviation measurements are used to assess the long-term frequency
stability by quantifying how much the output deviates from the nominal frequency over long integration
times. Typically, there is an integration time that minimizes the Allan deviation and, according to its value,
the sampling rate of the system should be set in order to maximize its sensitivity.
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Method

4.1 Refined SWaP milestones

Through the investigation of existing commercial components, a thorough study of the SWaP was per-
formed, and an estimation of the system’s power consumption and footprint was calculated. Moreover,
an analysis based on the stationary EC measurement was also performed in order to determine the data
acquisition rate of the system.

The initial system’s specifications defined in section 2.1 were then updated with revised values that
are expected to still ensure that the system meets the performance demanded by its final applicability for
agricultural lands monitoring.

4.1.1 Data acquisition rate

An analysis based on the stationary EC measurement was performed to determine the data acquisition
rate of the sensor. In stationary EC systems, it has been shown that a 1 Hz sampling rate is sufficiently
fast to operate with an average wind speed of ~ 7 mph at an effective measuring height of 18 m [15].
Assuming that the drone is cruising at its maximum speed of ~ 50 mph [16], the equivalent wind velocity
experienced by the system will be equal to the sum of the wind velocity and drone velocity (~ 70 mph,
assuming a wind speed equal to 20 mph in the worst case scenario, i.e. level 4 of the Beaufort Wind Scale
[67]). Since the wind velocity is proportional to the gas exchange rate, the sampling rate will scale linearly
with the equivalent wind velocity.

According to this analysis, a sampling rate of 10 Hz will be sufficient to meet EC specifications.
Therefore, relaxing the sampling rate from 20 Hz to 10 Hz, a spatial resolution of 2.3 m is achieved and
a total distance of 63.5 km can be covered by the drone assuming that it is flying at its maximum cruising
speed of 50 mph for a maximum flight time of 46 minutes.

4.1.2 Power consumption

Through the investigation of existing commercial components, a thorough study of the SWaP was per-
formed, and an estimation of the system’s power consumption was calculated. The read-out circuit
combined with the IR MEMS resonator consumes an average of 0.4 mW (a negligible fraction of the
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power budget), the NDIR CO,; sensor consumes an average power of 0.2 W [20], the COTS temperature
and humidity sensor consumes an average power of 1.2 uW [68]. The QCL, on the other hand, consumes
a typical power of 2.1 W [69]. Therefore, the total estimated power is approximately 1.8 W. Using a
14.8 V battery with a typical capacity of 450 m Ah [70] and considering a maximum current of 400 m A
consumed by the system, a circuit with a 2 W power consumption can be powered for more than 1 hour,
exceeding the flight time.

According to this calculation, the power consumption specification can be relaxed and increased to
less than 2.5 W.

4.1.3 Weight and volume

An estimation of the system’s footprint, volume, and size was performed based on existing commercial
components and products. The readout circuit combined with the IR MEMS resonator weights an average
of 70 ¢ and consumes a volume of 0.025 L (considering a chip occupying an area equal to 5x5 cm), the
NDIR CO, sensor weights an average of 30 ¢ and occupies an average volume of 0.01 L [20], the COTS
temperature and humidity sensor weights an average of 5 ¢ and consumes a negligible volume [68], the
battery weights overall 55 ¢ and occupies a volume of 0.03 L [70], the QCL weights an average of 80 g
and occupies a volume of 0.886 mL [69]. With the design of an ultra-compact and light weighted gas cell
with a volume of 0.3 L and a weight of 200 g, the total weight and volume of the system will be equal to
425 g and 0.355 L, respectively.

According to this calculation, the volume of the system meets the initial specifications, and keeping
the volume as small as possible plays a very important role in the final application of the system since it
reduces the air resistance (the drag force is directly proportional to the square of the volume), thereby
making the flight time longer. However, the weight of the system can be relaxed and increased to less
than 500 g. Figure 4.1, illustrates the relationship between the payload weight and maximum flight time
of the selected drone. It demonstrates that changing the payload weight from 400 g to 500 g will cause
a reduction of the flight time of only less than 2 minutes, thereby not affecting the final outcome of the
application.

Maximum Flight Time, T

30

0 0.5 1 1.5 2 25
Payload weight, m [kg]

payload
Figure 4.1: Change of the maximum flight time as a function of the payload’s weight (data from [16]).
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4.2 MWIR molecular absorption spectrum extraction

The MWIR spectral region is particularly important for trace gas detection and, in general, for applications
of molecular absorption spectroscopy, because it accommodates the fundamental vibrational bands of
several interesting molecules in gaseous samples like the ones which are interesting for atmospheric and
environmental monitoring.

From the technological point of view, the highest sensitivity, i.e. the capability of detecting small
concentrations can usually be obtained by using laser spectroscopy. This results from the high brightness
and spatial coherence of lasers, which makes it possible to reach high Signal-to-Noise Ratios (SNRs) and
long absorption path lengths. The sensitivity can be further increased by using MPCs and enhanced optical
cavities. The high brightness also means that the high measurement sensitivity can be obtained with a
short averaging time, which leads to fast, in practice real-time measurements. Also, the spectroscopic
selectivity, i.e. the capability of resolving one molecular absorption line or species from another, is
superior in laser spectroscopy because of the very sharp emission spectrum of lasers, as compared to more
conventional methods based on more broadband light sources or relying on completely different detection
principles.

From the fundamental point of view, the detection sensitivity can be optimized by doing spectroscopy
in the MWIR spectral region, where many trace gas molecules have their strongest absorption features
because of the presence of their fundamental rotational-vibrational bands. In particular, here the attention
is focused on the so-called atmospheric window, i.e. at 3—-5 pum (2000-3300 cm~1), where the strongest
absorption bands of the carbohydrates (CH stretch) and molecules with NH or OH stretching vibration
lie. Moreover, within this particular spectral region, water vapor absorption is relatively small and this is
useful in certain applications, such as atmospheric and environmental monitoring, where the measurement
of trace gas spectra is often complicated by strong spectral features of the abundant water molecule.

MWIR molecular spectroscopy and, in particular, its application to trace gas analysis, has progressed
significantly during the past two decades, owing to the development of coherent mid-infrared sources,
detectors, and methods. One of the important enabling technological advances has been the invention of
room-temperature QCLs and ICLs, which have extended the operating range of tunable semiconductor
lasers from the visible and near-infrared to the mid-infrared [71].

Figure 4.2 shows the molar absorption cross-section spectra of the main trace gas molecules in the
atmospheric window, without taking into account the abundances of the molecular species. In particular,
they have been built by taking the fundamental spectroscopic parameters of a line transition (see Figure
4.3), i.e. the molecular line strength (spectral line intensity, S;;, visualized as a shaded area under the line
contour since it basically represents the integral of the absorbance over one line normalized with respect
to both the optical path length and the concentration), its spectral position (wavenumber of the spectral
line transition between lower and upper states i and j, v;;, in vacuum), and the line shape parameters 7y
and ¢ at the reference temperature and pressure (i.e. 296 K and 1 atm, respectively), from the HITRAN
2020 molecular spectroscopic database [72].
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Figure 4.2: MIR absorption spectra of the main gases in the atmospheric window (3-5 pm) at 296 K and 1 atm

Molar absorption cross-section, € [cm?2 / mol]

from HITRAN database.
A
J'Al.
gy
1 \
' 1
] 1
! \
! \
' !
1 1
) '
1
]
1 1
Y \
Shaded area | \
is & ' “
) e \
. " Y
\
A
N
v.+3 v
1|

j ij
Figure 4.3: Schematic of fundamental spectroscopic parameters of a line transition in HITRAN (from [73]). The
Lorentzian profile is assumed.
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An analysis of the variation of the molar absorption cross-section spectra of the same trace gas
molecules as a function of the temperature T and pressure p has been performed. In particular, the
dependence of the line shape parameters, i.e. the half-width at half-maximum (HWHM) -y and the line
shift 8, are first discussed:

i*j of the transition wavenumber

with respect to the vacuum transition one v;; that is proportional to J:

* the line shift induced by a pressure p leads to a shifted position v

1/;; = Vjj + op. 4.1)

It should include also a temperature dependence, but this effect has not been included in the
HITRAN database yet.

* the Lorentzian HWHM vy (p, T) for a gas at pressure p (atm), temperature T (K) and partial pressure
Pself (atm) is calculated as:

T Nair
’)’(p/ T) = (?) [’)’air(prefr Tref)(p - pself) + ’)/self(pref/ Tref)pself] ’ 4.2)

where 7,; and 7y, s represent the air-broadened and self-broadened contribution to the HWHM,
respectively.

On the other hand, in order to calculate the line intensity at temperatures different from the HITRAN
reference temperature of 296 K, one uses the following expression

e_hﬁu 1 e_hli#
Q(Tref) B
Sij(T) = Sij(Tref) Q(T) e e \ 7
e kT}‘L’f (1 —e kTvef)

(4.3)

where Q(T) is the Total Internal Partition Sums (TIPS), & and k are the Planck and Boltzmann
constants, respectively, E” is the lower-state energy of the transition, and c is the speed of light so that
hcE” is the lower state energy and v;; is the wavenumber of the transition to which the spectral line
is related. In particular, every isotopologue of a certain molecule has a unique set of quantum energy
states, and the TIPS extracted from a supplemental data section of the HITRAN dataset [74] are given
by summing over all the quantum energy states of that certain isotopologue. To this aim, the TIPS
are very useful quantities because, for example, the equation of the state of a gas, the thermodynamic
functions, or the heat capacity, can be written in terms of the TIPS and their dependence on the temperature.

Therefore, equations 4.1, 4.2, and 4.3 allow the parameters taken from HITRAN at a reference
temperature and pressure to be propagated to other temperatures and pressures different from the reference
ones.

In fact, in the atmosphere, a spectral line is broadened around the transition wavenumber v;; and the
spread is represented by a normalized line-shape function that is usually assumed to be the Voigt one,
which is a convolution of a Gaussian (Doppler-broadened) profile f; and Lorentzian (pressure-broadened)
profile 1. However, in the lower atmosphere, i.e. close to the surface of the Earth, which is the space
where the system is going to operate in its final application, pressure broadening of spectral lines dominates
over the Doppler one (valid at very high altitudes) and a Lorentz profile can be assumed:
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. +(p, T) 1 7(p,T)
7 1”/ T/ = _ ¥ T . 4‘4
fulv,vij, T, p) my(p T2+ =vil Ta(p, T2+ [v— (v +ép))? -

In conclusion, the molecular absorption cross-section o (v, T, p) at a certain wavenumber v, tem-
perature T, and pressure p due to the single transition between lower and upper states i and j is given
by:

Uz‘]’(V, T, ]9) = Si]'(T)fL(V, Vij, T, p) 4.5

This equation is accurate enough to calculate the absorbance over a wavenumber range that is narrower
than a single spectral line. However, for an equally accurate calculation over a wavenumber range wider
than a single spectral line and so that includes more than one spectral line, it is necessary to sum over
the contribution due to every spectral line inside that range because of the slow decay of the Lorentz
function. Moreover, because of the peakiness of the spectrum, it is desirable to integrate the absorbance
over each wavenumber value [75]. Therefore, the molecular absorption cross-section o (v, T, p) at a
certain wavenumber v, temperature T', and pressure p due to all the possible transition lines included into
a wavenumber range centered in v and symmetrically extended by Av is given by:

1 v+Av
clv,T,p) = Zaij(v, T,p) = Ay Z Sij(T) / fL(v, vij, T, p)dv, (4.6)
% v—Av
where

1 7(p, T) 1 vV
(v, v, T,p) = —/ —~5dv = —atan . 4.7

[RnTn =2 | st et = 7 T
Finally, the molar cross-section €(v, T, p) can be obtained multiplying by the Avogadro’s number

NAI

e(v,T,p) =Ny-co(v,T,p). (4.8)

In conclusion, the HITRAN-based spectra of N,O, CO,, CO, CHy, and H>O absorption lines
depicted in Figure 4.2 and extracted by the previously described expressions were used to assess potential
interferences to N;O detection coming from other atmospheric species whose absorption lines lie in the
same spectral range.

4.3 Fabrication

Experimental characterization and optimization of the bottom electrode were performed as a first step
after the design of the resonator described in section 5.1.3. This study is crucial since the quality of
the piezoelectric layer depends on the smoothness of the surface underneath. For this purpose, a LOR
photoresist was used for the lithography of the bottom electrode, combined with a lift-off process to obtain
an undercut and therefore bottom fingers with smooth round edges. The recipe of the LOR was optimized
to maximize the undercut and reduce the fencing effect, which consists in having unwanted metal on the
edge of a feature. A comparison between the bottom fingers before and after optimization is shown in
Figure 4.4.
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(c) After optimization (side view).
Figure 4.4: SEM picture of the fingers of the bottom interdigitated electrode.

Additionally, experimental characterization and optimization of the piezoelectric material were also
conducted. Films of 36%-doped ScAIN with thickness 250 nm were deposited on the patterned Pt layer
using the Evatec CLUSTERLINE® 200 II multi-target co-sputtering deposition tool with different recipes.
The crystallinity and inplane stress were measured to assess the quality of the film and to find the optimal
recipe for the deposition, resulting in a rocking curve of 2.15 ° and a stress gradient of 375 MPa.

4.3.1 First batch

The resonators were fabricated using a five-mask process on three wafers with three different piezoelectric
films, i.e. ScAIN with different Sc concentration (15%, 28%, and 36%), in order to study the difference
between the three designs and confirm the optimal Sc concentration to maximize the performance of the
sensor. All the fabrication process steps are summed up in Table 4.1 and shown in Figure 4.5.
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Process step Name Details

- LOR3A + S1813 lithography

1 Bottom electrode - Ti-Pt (10-50 nm) deposition by sputtering
- Lift-off process

2 Piezoelectric layer ScAIN (250 nm) deposition by reactive sputtering

3 Etch pits - S1813 lithography

Anchors - Chlorine based Dry etch

- S1813 lithography

4 Top electrode resonator - Ti-Pt (10-50 nm) deposition by sputtering
- Lift-off process

5 Vias Wet etch in phosphoric acid

6 Dicing Hand cut

7 Release XeF, dry etch (40 cycles)

Table 4.1: Summary of process steps for the first batch of the fabrication.

(a) Step 1: Sputtering and lift- (b) Step 2: Sputtering of 250
off of 50 nm-thick Pt IDE. nm-thick ScAIN.

BN 3 N
1

(c) Step 3: Dry etch for release (d) Step 4: Sputtering and lift-
pit. off of 50 nm-thick Pt layer.

W si M Pt ScAIN

(e) Final step: releasing.
Figure 4.5: Overall schematic illustration of the device after the main microfabrication process steps followed
during the first batch: cross-section on top and top view on the bottom.
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After the testing of these devices with the vector analyzer, they turned out to have a low quality factor
(around ~ 70) due to two main reasons:

1. the electrical loading of the devices was high, i.e. the electrical series resistance was large since the
parasitic resistance was measured and was found to be around ~ 260 (), due to the high resistivity
of Pt pads;

2. the devices were bending, as shown in the scanning electron microscope (SEM) image in Figure 4.6
visualizing the fabricated devices since the stress gradient through the metal stack introduced by the
top Pt electrode layer was very high and all the three layers composing the device were extremely
thin. This bending distorted significantly the shape of the acoustic cavity, thereby increasing the
motional resistance and so reducing the quality factor of the device.

User Name = FARAH 100 ym WD = 9.4 mm
Date 18 Jan 2023 — EHT = 2.00 k¥
Time :18:04:37 Mag = 140 X SageRtTi 18” Signal A = InLen

Figure 4.6: SEM picture of a bending resonator fabricated in the first batch.

4.3.2 Second batch

A second attempt to refine the design and solve the previously encountered problems was performed.

In particular, in order to solve the first issue of the previous batch, the pads were made of Au to
improve the conductivity of the routing and reduce the series electrical resistance. On the other hand, in
order to solve the second one, two solutions have been investigated: increasing the thickness of all the
layers of the material stack to lower the amount of bending introduced by residual stress mismatch and
changing the recipe for the top electrode to reduce the overall stress gradient in the stack. In particular, the
best solution was changing the material of the top electrode from Pt to Al. Since Al is both softer and
more electrically conductive than Pt, it led to an improvement of both the stress gradient and the series of
electrical resistance issues. Moreover, the number of interdigitated fingers was reduced to minimize the
area of the devices and therefore the number of release cycles required to fully release the devices, which
decreased from 40 to 15. With such a lower amount of release cycles, the devices turned out to be less
prone to bending and breaking.

The devices were fabricated using a six-mask process on wafers with the same piezoelectric film, i.e.
30%-doped ScAIN, to ensure a high electromechanical coupling and TCF due to the heavy Sc doping of
AIN. All the fabrication process steps are summed up in Table 4.2 and shown in Figure 4.8.

53



CHAPTER 4. METHOD

Process step

Name

Details

- LOR3A + S1813 lithography

1 Bottom electrode - Ti-Pt (10-100 nm) deposition by sputtering
- Lift-off process
2 Piezoelectric layer ScAIN (350 nm) deposition by reactive sputtering
Top electrode resonator ) 81,813 lithography .. )
3 - Ti-Al (10-100 nm) deposition by sputtering
Bottom metal absorber ]
- Lift-off process
4 Dielectric spacer absorber - AIN (250 nm) deposition
5 Etch pits - S1813 lithography
Anchors - Chlorine based Dry etch
6 Vias Wet etch with H3 POy
- S1813 lithography
7 Pads - Ti-Au (10-90 nm) deposition by evaporation
- Lift-off process
- E-beam lithography
8 Metal patches absorber - Ti-Au (5-80 nm) deposition by evaporation
- Lift-off process
9 Dicing Hand cut
10 Release XeF, etching (15 cycles)

Table 4.2: Summary of process steps for the second batch of the fabrication.

From the testing of these devices, as expected, an improvement was obtained and they turned out to

have a high motional quality factor (Q,, around ~ 800) and good electromechanical coupling (k% around

~ 3.3%).

Figure 4.7: SEM picture of the resonator and plasmonic absorber fabricated in the second batch.
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(a) Step 1: Sputtering and lift-off of (b) Step 2: Sputtering of 350 nm-
100 nm-thick Pt IDE. thick ScAIN.

(c) Step 3: Sputtering of 100 nm- (d) Step 4: Sputtering of 250 nm-
thick Al plate. thick AIN.

(e) Step 5: Dry etch for release pit. (f) Step 6: Wet etch for vias fol-
lowed by 100 nm-thick Au de-
position for pads.

[Si MPt  ScAIN I" Al AIN | Au

(g) Step 7: E-beam evaporation and (h) Final step: releasing.
lithography of 100 nm-thick
Au patches.
Figure 4.8: Overall schematic illustration of the device after the main microfabrication process steps followed
during the second batch: cross-section on top and top view on the bottom.
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4.4 Experimental setup

The overall experimental setup proposed to efficiently characterize the system is shown in Figure 4.9
and consists of a low-power 4.53-um QCL, free space-coupled to a compact long-path gas cell and a
MEMS-CMOS 1R detector. The QCL will turn on at the beginning of the sensing operation and remain on
to continuously measure the N>O concentration throughout the drone operation. The delivered IR power
to the MEMS-CMOS IR detector will be attenuated as the IR beam passes through the long-path optical
cell and is absorbed by the gas-specific IR absorption spectrum. The reduction in the available IR power
will be detected by the MEMS-CMOS IR detector and translated into a corresponding concentration level.
Moreover, a set of COTS sensors detecting temperature, humidity, and CO, concentration are included in
order to perform the de-embedding of their contribution to the attenuation of the IR beam’s power with
respect to the one related to the N>O concentration.

Environmental sensors 11 m Optical Path Length

Proposed gas sensor module

(Temperature, CO, concentration, humidity) QCL Laser /
W © ®— A2
q Gas OUT Y
mocfoolbos >
i 21 — 4.53-pm | =0
A el =Y I e
1 . - S
g Gas IN —
i ?;:}2;; i **‘Cge MEMS-CMOS
! E e - IR Detector
]| Lo o Sl Oxg)go“fgo
'\ | §
N———
Feedback J ~03L
Controller Gas generator Herriott gas cell
(a) Experimental setup. (b) Detailed gas sensor module.

Figure 4.9: Overall schematic illustration of the experimental setup.

Here in detail is described the experimental optical setup shown in Figure 4.10 that will be used to
test the IR detection capabilities of the detector. A 4.53-um QCL, collimated by an aspheric lens with
an antireflection coating ensuring a reflectance lower than 1% at the operating wavelength, is used as an
IR source. A dichroic filter is properly set up in a cage system to co-align a visible light beam from a
red laser with the invisible QCL beam to facilitate the visual alignment between the QCL beam and the
device under test inside the vacuum chamber (a proper alignment is needed to maximize the response of
the detector). The cage system perfectly aligns the combined red-IR beam with the entrance of the gas cell
and a flat reflective mirror mounted at the exit of the gas cell on a 3-axis linear translation stage is used to
align the device placed inside the vacuum chamber to the red laser spot. The frequency response of the
device under test, upon exposure to the QCL radiation modulated by the gas mixture contained in the gas
cell, will be continuously monitored using a vector network analyzer (VNA) to which the detector will be
connected through RF probes landed on the pads of the device from the inside of the vacuum chamber. It
is worth noting that this optical setup is built on a small portable optical breadboard mounted together in
such a way that all the optical elements are around a central hole through which the beam can pass and
reach the CaF, window of the vacuum chamber.
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(a) Overall experimental setup. (b) Working principle of the optical setup.
Figure 4.10: Experimental IR testing optical table setup with a commercial QCL: a dichroic filter is properly set
up in a cage system to co-align a red laser beam with the QCL collimated beam to facilitate the
visual alignment with the device placed inside the vacuum chamber (the red laser is ON during the
alignment and OFF during IR testing). The cage system perfectly aligns the combined red-IR beam
with the entrance of the gas cell and a flat reflective mirror mounted at the exit of the gas cell on a
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3-axis linear translation stage is used to align the device placed inside the vacuum chamber to the red
laser spot.

The gas flow system needed to pump the desired gas mixture in the gas cell of the previously described
experimental setup was designed, as shown in Figure 4.11. In particular, temporarily neglecting the
interference to the N>O measurement coming from the CO and H>O, a system able to provide the targeted
mixing ratio of N>O and CO, molecules is presented:

» a tank for each gas to be provided is placed at the inlet of the gas flow system. Pure N>O acts as a
diluent, while the starting mixing ratio of the gas inside the other two tanks varies according to their
final concentration to be achieved in the mixing chamber;

* aregulator is inserted at the outlet of each tank to lower the pressure of the exiting gas flow since
the pressure inside each tank exceeds the maximum pressure that the mass flow controller can
withstand;

* only the regulator connected to the N, O tank is followed by a check valve blocking the possible flux
of the other gases towards the N>O tank in order to avoid the contamination and so the variation of
the extremely low nominal mixing ratio of the N,O tank;

* the flow rate of each gas is accurately set by a mass flow controller characterized by a certain
range of tunable flow rates in order to achieve the targeted mixing ratio of molecules in the mixing
chamber;

* a mixing chamber, where the flow of each gas converges by means of a four-union. The main aim
of the mixing chamber is to monitor the achieved mixing ratio before making it go inside the gas
cell by measuring the concentration of N,O and CO, with commercial sensors placed inside;
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* a gas cell, where the detection of the calibrated N>O concentration is performed by means of the

proposed sensor.

All the tubing is chosen to be chemically compatible with the involved gases.

Mass Flow Controller
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Figure 4.11: Experimental setup for the gas flow system needed to pump the targeted mixing ratio of molecules in

the gas cell.
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Results

The previous sections of the thesis have extensively described the operating principle of the system from a
purely theoretical standpoint, the methods used to identify its specifications, the steps followed to fabricate
its core, and the experimental setup needed to test its correct functioning. This final section consists first
of the critical analysis of the results obtained through PYTHON and MATLAB numerical simulations that
have led to the first design of the system. Then the first experimental proof of the single sub-parts of the
system is presented.

5.1 Design: numerical simulations

5.1.1 Gascell
5.1.1.1 Optimal wavelength

The first analysis that has been carried out is related to the selection of the optimal operating wavelength
according to the interference in the detection of N>O produced by the absorption spectrum overlap with

other molecules whose absorption lines are significantly high in a spectral region around the operating
wavelength.

olar absorption cross-section, £ [cm? / mol]

2
1949 450 451 452 453 454 455 456 457

2 | ),
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Molar absorption cross-section, € [cm?/mol]

= Wavelength, A [um] Wavelength, A [um]
(a) MWIR absorption spectra of N;O, CO,, CO, and (b) MWIR absorption spectra of NpO around 4.53 pm.
H>O.
Figure 5.1: MWIR absorption spectra of gases involved in the operating wavelength region from HITRAN
database.
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To this aim, the MWIR absorption spectrum of N;O, i.e. the target molecule, together with the one
of all the other molecules whose absorption spectrum lies near the N>O one, has been explored. Figure
5.1a clearly demonstrates how the closest molecules with the highest absorption values are CO, and CO,
together with H>O. In particular, the spectrum of both CO, (centered around 4.3 ym) and CO (centered
around 4.7 um), is partly overlapped with the one of N>O (centered around 4.5 um), thereby giving rise
to the possibility of interference and so error in the NoO concentration measurement. Moreover, the
absorption spectrum of HyO acts as a background all over the considered spectral range.

Their overlap has been quantitatively investigated to find an optimal value of the QCL’s emission
central wavelength able to minimize the interference and so the measurement error of N,O concentration
induced by the absorption coming from non-targeted background gases. In particular, according to
equation 3.1, a rough estimation of the specific central wavelength able to simultaneously maximize
the sensitivity of the system to the variation of N>O concentration and minimize the one related to CO,
H,0, and CO; can be obtained dividing the variation of the laser power exiting the gas cell P,,; due to
an infinitesimally small variation of N>O concentration cn,o by the one due to an infinitesimally small
variation of CO,, CO, and H>O concentration. It can be demonstrated that this ratio can be approximated
to the one of the molar absorption cross-sections if the optical path length [ is sufficiently short (as in the
condition where the system will be used):

apout

3
lim —N0 — ENO Vi = CO,, CO, H,0 (5.1)
10 nglff €

Figure 5.2a shows the ratio between the N>O absorbance and the CO;, CO, and H>O ones. This
approach led to three preliminary optimal emission central wavelengths, i.e. the ones that maximize the
ratio of N> O absorbance with respect to the one of each of the interfering molecules, which turned out to
be 3.88 yum, 4.46 um, and 4.53 um for CO, H>O, and COx;. In particular, Figure 5.1b demonstrates that
the second highest peak of the N,O absorbance is centered at 4.53 pm.
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(a) MWIR absorption spectra ratio of NoO with respect (b) MWIR absorption spectra ratio of NoO with respect to
to CO,, CO, and H,O. CO», CO, and H,O around 4.53 pm.

Figure 5.2: MWIR absorption spectra ratio of N>O with respect to interfering background gases in the operating
wavelength region from HITRAN database.
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In order to quantify this interference and so the error to which it leads, an extensive literature review
first led to finding the worst possible concentration range of all the interfering molecules in order to find
their average concentration and the worst-case-scenario in terms of variation of their concentration:

* the trend of the average CO, concentration in the USA shown in [76] illustrates how, nowadays,
the level turns out to be around 400 ppm. However, this value varies in crop fields, daily and
periodically throughout the growing season due to the photosynthesis and autotrophic respiration
of plants, and heterotrophic respiration of soil [77], leading to a worst-case fluctuation of CO,
concentration around £ 100 ppm;

* the global background concentrations of CO range between 50 ppb and 120 ppb [78]. Therefore,
in the absence of particular events and far from the big cities, its average concentration is around 85
ppb and this value varies moderately with a worst-case fluctuation in the order of & 35 ppb in the
crop field due to human activities, including engines and fuel combustion;

* the H>O average concentration and worst-case fluctuation have been derived by a study about the
most and least humid cities in the USA [79]. It can be seen as the relative humidity ranges from
90% to less than 40%. Therefore, the chosen worst-case range is 20 - 90 % RH with an average
of 55 % and a fluctuation of £ 35%, which translates into a maximum water vapor concentration
change of 4= 6000 ppm.

In conclusion, since both the variation of CO; is much higher than the one of CO and the absorption
coefficient of H,O is significantly lower than the one of CO,, the main source of interference among
all the non-targeted background gases is considered to be CO,. Therefore, the optimal emission central
wavelength has been chosen to be 4.53 yum, i.e. the one ensuring the most effective insensitivity of the
N,O concentration measurement with respect to CO; interference. In particular, Figure 5.2b demonstrates
that the ratio between the absorbance of N,O and CO; is almost constant around 4.53 pm.

Once the optimal laser emission wavelength has been selected, in order to quantify the effect of the
fluctuation of all these interference sources on the measured N> O concentration, the change of transmitted
IR power generated by 1 ppb variation in N>O concentration was compared to the change of transmitted
IR power due to the worst-case fluctuation of each source of interference. In particular, Figure 5.3a
shows that a worst-case fluctuation of 100 ppm in the concentration of CO; leads to a variation of
transmittance higher than the one due to a variation equal to 1 ppb of N>O concentration. Therefore,
compensation is needed by using a commercial NDIR sensor [20] whose accuracy can be lowered from 30
up to 3 ppm through appropriate environmental corrections for sensitivity to temperature, pressure, and
relative humidity [80]. Concerning the component to the interference arising from the CO concentration
fluctuations, Figure 5.3b illustrates that a compensation system for the variation of CO concentration
during the operation of the sensor is not strictly required because a worst-case fluctuation of 35 ppb
in the concentration of CO leads to a variation of transmittance lower than the one due to a variation
equal to 1 ppb of N>O concentration. On the other hand, Figure 5.3c demonstrates how the variation of
transmittance due to the worst-case fluctuation equal to 35% of relative humidity is higher than the one
due to the 1 ppb variation of N,O. This means that also in this case it is necessary to compensate for this
interference component by using a commercial humidity sensor able to achieve an accuracy of 1% RH [68].
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Additionally, a further source of interference in the detection of N,O is the temperature. In particular,
it affects the performance of the sensor from a double standpoint:

 temperature changes the absorption spectrum of molecules;

* achange of environmental temperature induces a shift of the resonance frequency of the resonator
that is not due to the laser power absorbed by the plasmonic absorber.

Therefore, it is important also to establish a suitable temperature range which is the most common for
crop growth. It turns out to be from 10 to 40 °C, but Figure 5.3d shows that a variation of temperature
from the ambient temperature towards both the upper and lower bound of this range induces a change
of transmittance higher than the one due to the 1 ppb variation of N,O. Therefore, also in this case,

compensation is needed and it can be achieved by using a commercial temperature sensor with an accuracy
of 0.1 °C [68].
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Figure 5.3: Comparison between the chance in transmittance due to 1 ppb variation of N;O concentration and

the one due to the worst-case fluctuation of all the interference sources.
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In conclusion, combining all the sources of interference and considering the minimum accuracy
achievable with commercial sensors, the change of transmittance due to all of them is equivalent to the
one due to less than 1 ppb variation of N>O, specifically ~ =+ 0.48 ppb, thereby leading to an SNR
slightly larger than 2. Therefore, in this way, it has been demonstrated that, despite all these sources
of interference, the proposed system is still able to theoretically achieve the goal of 1 ppb detection
sensitivity of NpO.
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Figure 5.4: Comparison between the change in transmittance due to 1 ppb variation of N,O concentration with
respect to the one due to each source of interference and all of them together.

Moreover, during its operation, the laser tends to heat up and this leads to a shift of its central emission
wavelength. In particular, from the datasheet of the used commercial QCL [69], it is possible to retrieve
that the typical excursion of the emission central wavelength as a function of its temperature is not wider
than 40 nm for a temperature range from 20 to 40 °C. Therefore, in order to check the insensitivity
of the system to the variation of the internal temperature of the used commercial QCL, the change in
transmittance due to 1 ppb variation of NoO concentration as a function of the wavelength has been
normalized to the one at the previously chosen one, i.e. 4.53 ym. This study allows to roughly estimate the
3 dB bandwidth of the sensitivity due to the laser emission central wavelength excursion. Figure 5.5 shows
that it is nearly 50 nm, i.e. larger than the typical excursion of the emission central wavelength presented
in the datasheet for a temperature range from 20 to 40 °C, even taking into account the bandwidth of the
emission spectrum of the used commercial QCL, which has been roughly estimated to be not larger than 3
nm from its datasheet.
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Figure 5.5: Normalized change in transmittance due to 1 ppb variation of N>O concentration.
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In conclusion, this analysis converged to a laser emission central wavelength of 4.53 pm based on the

maximization of the system sensitivity, as well as its tolerance to multiple varying interfering parameters.

5.1.1.2 Other interference sources

Other sources of interference arise from the drone operation. In particular, it leads to:

vibrations, which can derive from both:

— motors and propeller blades, which can be modeled as a vibration of frequency comprised
between 10 and 70 Hz [81], and whose effect can be reduced by maintaining the drone speed
constant;

— the interaction between the drone and the airflow, which can be modeled as a vibration of
frequency comprised between 2 and 10 Hz [81], and whose effect depends on air turbulence
and weather, thereby being conditions that cannot be controlled.

However, in general, vibrations do not represent a high risk for the proper operation of the readout
circuit, but they can induce misalignment between the laser beam and the detector due to the
vibrations that are transferred to the optical system, i.e. the mirrors used to build the optical cavity
and the laser mounting system. Therefore, in order to minimize this risk, the laser beam diameter
will be maximized together with the stiffness of the mounting system of both the laser and the
mirrors. Moreover, a system of dashpots will be designed in order to isolate as much as possible
the whole sensing system with respect to the drone platform. To this aim, an analysis of the
misalignment tolerances with respect to the trajectory the laser follows in the optical cavity has
been performed in section 5.1.1.4.

airflow problems and, in particular, to a low air exchange between the external environment to
be analyzed and the gas cell, which can cause problems and untrue measurements. The best way
we have identified to minimize this further risk is using an open gas cell. Moreover, the airflow
generated by the drone’s propellers could also prevent the environmental atmosphere to enter the
gas cell or lead to its alteration. This is the reason why the whole sensing system will be mounted
far enough from the propellers by means of a system of long cables.

5.1.1.3 Optimal optical path length

In order to quantify the minimum optical path length required to achieve the predetermined sensitivity

goal, which is a minimum detectable variation of N>O concentration Acy,0,,, equal to 1 ppb, some

reasonable assumptions have been considered based on a literature review of gas detectors relying on the

same detection principle, as well as datasheets of commercially available lasers:

plasmonic absorber area equal to 100 x 100 um?;

minimum variation of the impinging optical IR power AQ|r . detectable by the plasmonic absorber
equal to 20 nW;

laser beam diameter equal to 1 mm;

IR optical power emitted by the laser entering the gas cell P;; equal to 20 mW and uniformly
distributed over the entire area of the laser beam’s cross-section so that just a fraction is the one
impinging the plasmonic absorber.
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In fact, knowing that:

dT
dCNZO

d Pyt Aabsorher

. = ACN,0,, * Pin
dCNzO Aheam 2 min
where T is the transmittance defined by equation 3.1, then Acy,0,,,, can be plotted as a function of

the optical path length [:
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Therefore, assuming a laser central emission wavelength equal to 4.53 um, i.e. the optimal value
explained in the previous section, the necessary minimum optical path length turns out to be equal to
about 20 m, as shown in Figure 5.6.
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Figure 5.6: Minimum optical path length necessary to achieve a 1 ppb (20.80 m), 2 ppb (10.25 m), and 5 ppb
(4.06 m) sensitivity.

In particular, equation 5.4 shows a double dependence of Acy,0,,,, on the optical path length [:

* linear decreasing, whose contribution dominates at short [, since the system’s sensitivity increases
with the optical path length due to increasing interaction length between the laser beam and the
molecules to be detected;

* exponential increasing, whose contribution dominates at long /, since the transmitted power becomes

no longer detectable.

Therefore, also in this case, the optimal optical path length [ ensuring the smallest minimum detectable
variation of N>O concentration has to be found as a trade-off between these two contributions and, in
particular, before that the exponential contribution matters. Figure 5.7a shows the same graph as Figure

5.6, but over a wider x-axis scale, so that the contribution at longer [ is now visible. It follows the same

trend as Figure 5.7b, which shows the intrinsic sensitivity of the system, i.e. its transfer function )ECPT"“(;
2

65



CHAPTER 5. RESULTS

equal to P, that multiplies equation 5.4, passing from a linear increasing to a sublinear one up to a
saturation followed by a decreasing of performance for too long optical path lengths.
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(a) Minimum detectable variation of N, O concentration. (b) Transfer function of the gas cell.
Figure 5.7: Graphs up to an optical path length of 5 km to show the contribution of all the /-dependent factors.

5.1.1.4 Mirrors

A customized Herriott gas cell has been designed to have an open system with an optical path length that
can be tuned according to the number of reflections and the distance among the spherical mirrors in order to
achieve the goal of the project in terms of sensitivity. Moreover, also the volume can be tuned according to
the distance among the mirrors and optimized in order to fulfill the related point in the SWaP requirements.

A schematic representation of the designed Herriott cell is shown in Figure 5.8. It consists of two
facing highly reflective spherical mirrors with a common optical axis. A hole is machined into one of the
mirrors, called near mirror, to allow the input beam coming from the QCL to enter the cavity. Another
hole is machined in the opposite mirror, called far mirror, to allow the output beam pointing towards the
sensor to exit the cavity.

Near Mirror

Far Mirror
Figure 5.8: Schematic representation of the Herriott cell.
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Therefore, in order to properly design the Herriott gas cell, the analytical model described in section
3.1.2 has been used and an example of the results obtained by running it is presented in Figure 5.9.
Considering the specifics of some mirrors commercially available that have been used for the experimental
demonstration described in section 5.2.1, i.e. diameter of 5.08 cm, focal length of 200 mm and reflectivity
not lower than 98% in the wavelength range between 2 and 20 pm, and placing them at a distance of 14
cm to not exceed the volume limitation of 0.3 L set by the SWaP requirements, a maximum number of 79
reflections can be theoretically achieved by placing the entrance and exit holes, which have a diameter of
4 mm, in the positions shown in Figure 5.9 (the green and the blue spot represent the entering and exiting
points, whose coordinates are equal to around (0.84, 1.82) cm and (1.96, 0.44) cm, respectively). The
maximum number of reflection points is set by the fact that, if exceeded, the beam starts to retrace its
path, known as re-entrant condition, thereby causing interference problems and exiting the cell from the
entrance hole. In particular, Figure 5.9 shows the points where the beam is going to reflect on each mirror
and it demonstrates that the distance among the spots on the same mirror is around 2 mm, i.e. larger than
the beam size, thereby avoiding any type of interference during the multiple reflections. This pattern is
obtained when the laser beam enters the Herriott gas cell with an inclination angle equal to around - 6.85°
and 0° on the xz and yz plane, respectively.

Moreover, assuming that the entering beam has a circular shape with a diameter equal to 1 mm, the
model is also able to show how the beam size evolves during the multiple reflections and, in particular,
how its size increases as the beam reflects farther from the x-axis, i.e. for increasing y coordinate. In fact,
since the incident beam is not an ideal ray, but it has a finite diameter, a cluster of parallel rays circularly
surrounding a central ray has been used to simulate a beam with a certain diameter so that the outline
of the cross-section of this cluster of rays defined the spot shape. Therefore, by tracing each ray of this
cluster individually, the evolution of the beam size during the multiple reflections can be analyzed. This
analysis has been very important for the final application because spherical mirrors’ aberrations typically
lead to a circular spot with a crescent size that can cause overlap between two neighboring spots and so to
interference.

Near Mirror Far Mirror

y-axis, y [cm]
o

y-axis, y [em]
o

X-axis, x [em] X-axis, x [em]
Figure 5.9: Reflection pattern on the mirrors and beam size evolution.

This setup allows to achieve of an overall optical path length close to 11 m with 79 passes, but,
considering the worst-case scenario of the lowest reflectivity ensured by the vendor equal to 98%, the 80%
of the optical power entering the cell is lost, thereby decreasing the sensitivity of the system. This means
that a trade-off between optical path length and mirror losses must be also taken into account to finally
fulfill the required sensitivity target. In fact, the power exiting the gas cell P,,; is subjected to a reduction
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with respect to the entering one P;, due to, not only the absorbance A of the molecules in between the
mirrors but also the mirrors’ losses:

Pout = Py - RN"1.1074 = P, - RN~ 107N Lieici) (5.5)

where R is the reflectivity of the mirrors, N is the number of reflections, and d is the distance between
the mirrors. Therefore, a further contribution has to be added to the calculation of the minimum detectable
variation of N>O concentration. In particular, this contribution is strongly dependent on the value of
the reflectivity of the used mirrors, and Figure 5.10 shows how it is stronger than the exponential one
mentioned in section 5.1.1.3 at shorter optical path lengths, thereby preventing the achievement of a
sensitivity of 1 ppb, even using mirrors that ensure a reflectivity not smaller than 99.5 %. This means that,
for the final application, mirrors that guarantee even higher reflectivity, like dielectric mirrors, are needed.
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Figure 5.10: Minimum optical path length necessary to achieve a 1 ppb (not achievable), 2 ppb (26.74 m, i.e. 191
reflections among two mirrors spaced by a 14 cm distance) and 5 ppb (4.62 m, i.e. 33 reflections
among two mirrors spaced by a 14 c¢m distance) sensitivity taking into account the mirror losses of
mirrors with reflectivity equal to 99.5 %.

Finally, the variability of the reflection pattern on the mirrors with respect to the entering parameters
has been studied in order to understand the alignment tolerances the overall system has to satisfy to
guarantee the correct operation when subjected to the vibrations due to the drone flight. In particular,
a Monte Carlo simulation has been set in order to assess the effect of such uncertainty. Figure 5.11a
and Figure 5.12a show how the pattern changes if the entering coordinates and inclination angles are
subjected to a variability modeled as a Gaussian distribution with the mean equal to the ideal values
previously mentioned and the standard deviation of 0.25 mm and 0.1°, respectively. Specifically, Figure
5.11b and Figure 5.12b the standard deviation of the beam’s position on the mirrors due to the variability
of coordinates and inclination angles are both characterized by a periodic evolution where the minimum is
achieved in the reflection points close to the x-axis, i.e for a y coordinate around 0, and to the straight line
traced by joining the entering position with the center of the mirror, respectively. Finally, Figure 5.13
demonstrates that the reflection pattern is still distinguishable even after combining these two contributions
of variability because each of them dominates in different positions of the mirror, thereby achieving an
overall standard deviation that is almost constant but not as large to compromise the proper operation of
the system, i.e. the interference among the reflecting beams.
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Figure 5.11: Effect of the variability on the beam’s entering coordinates.
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Figure 5.12: Effect of the variability on the beam’s entering inclination angles.
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Figure 5.13: Effect of the variability on both the beam’s entering coordinates and inclination angles.

5.1.2 Plasmonic absorber

The optimization of the plasmonic absorber to tailor the absorption peak at ~ 4.53 um for N>O gas
sensing was performed using the analytical model described in section 3.2.1 before and Finite Integration
Technique (FIT) with the commercial software CST after.

Different dielectric materials to be used as spacer have been investigated to find an optimal trade-off
between:

* the overall temperature coefficient of frequency TCF and so the responsivity R of the sensor
according to equation 3.13;

* the overall thermal capacitance Cy, and so the thermal time constant T according to equation 3.19;

of the whole resonant body (i.e. actual piezoelectric resonator and the plasmonic absorber integrated
on top).

Table 5.1, shows the values of the investigated material’s parameters affecting the aforementioned

trade-off, together with the mass density p due to the mass loading effect induced by the integration of the
plasmonic absorber on top of the actual piezoelectric resonator.
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Dielectric material TCF cll/kg -K)] p [kg/m3 ]

SiO; positive 700 2400
SiN negative 890 2800
AIN negative 800 3200

Table 5.1: Material properties involved in the selection of the dielectric spacer material (average values from [82]).

The analytical model of the plasmonic absorber was firstly run to find the optimal values of the
geometrical parameters. The thickness (100 nm) and material (Au) of both the bottom ground layer and
the top cross-shaped patches were kept constant. Three different dielectric materials, SiO;, SiN, and
AIN, were investigated and so three different sets of values (see Table 5.2), were found for each of them
to center the peak of the absorption efficiency spectrum at the optimal laser emission central wavelength
of 4.53 um because of their different dispersion of the relative electric permittivity. In particular, the
values adopted for the dispersion of the complex relative electric permittivity for both the dielectric and
metal materials involved in the design are the ones extracted from the model developed by [83] and [84],
respectively.

Dielectric material a[nm] b[nm] A [um] t[nm]

S5i0; 150 1.42 3.5 200
SiN 150 0.84 3.5 300
AIN 150 1.01 3.5 250

Table 5.2: Optimal set of values for the tunable geometrical parameters obtained from the analytical model.

The thickness of the dielectric spacer, which is determined by the relative electrical permittivity, affects
the final volume of the resonant body and so its thermal capacitance. As the real part of the electrical
permittivity increases (the average value over the operating wavelength range increases going through
SiO,, AIN, and SiN), the thickness of the dielectric spacer must also increase to keep the parallel-plate
capacitance constant. This is the reason why, considering the different intrinsic material properties and
assuming the same area of the plasmonic absorber, SiN provides the largest contribution to the overall
thermal capacitance of the device due to both its highest specific heat capacity c and the largest thickness
that is required for the correct operation of the device, even though its TCF is negative. On the other
hand, the material typically used for this purpose according to the literature, i.e. the SiO,, provides the
smallest contribution to the overall thermal capacitance of the device due to both its lowest specific heat
capacity ¢ and the smallest thickness that is required for the correct operation of the device, but its TCF is
positive, thereby partially compensating the negative TCF provided by the ScAIN piezoelectric layer of
the actual resonator and so reducing the overall sensitivity of the system (this is the reason that has led to
the investigation of other materials). Therefore, as mentioned before, a trade-off is needed and, since the
potential SiN layer could also be damaged during the final release of the device, thereby making its use
incompatible with the whole fabrication process flow, AIN is the best option because, even if it provides a
larger contribution to the overall thermal capacitance of the device than SiOy, its TCF is negative, thereby
boosting the overall TCF and sensitivity of the sensor, and it is fully compatible with the fabrication
process flow. Moreover, even if AIN is denser than SiN, its smaller required thickness compensates also
for this issue. Figure 5.14 shows the results in terms of peak wavelength, absorptance peak, and FWHM
obtained from the analytical model using AIN as a dielectric layer and the values reported in Table 5.2 as
geometrical parameters, which are 4.54 um, 99%, and 115.6 nm, respectively.

71



CHAPTER 5. RESULTS

<25 ;
[V} 1
[V} 1
E 1
&S 20 ;
N 1
8 |
§15 |
a 1
(D] 1
5 10 :
Q 1
= :
("..n:‘ 1
g i
5 377 Q !
S0
88
< 10 :
2 |
E 1
5 L :
3 !
g S l
] |
] !
5} -10 :
= |
Bl |
& —15 '
m
1.0
l
1
<08 :
2 ]
= 1
.8 |
(]
k2 0.6 :
o 1
= |
-g 04 !
3 |
<02 !
1
1
1
1
0879 35 40 45 5.0

Wavelength, A [um]

Figure 5.14: Results obtained from the analytical model for a plasmonic absorber with an AIN dielectric spacer
and values of the geometrical parameters equal to the ones reported in Table 5.2. The position of the
peak of the absorption efficiency is approximately where the resonance occurs, i.e. the wavelength at
which the imaginary part of the effective surface impedance goes to 0 (), while its height depends on
the mismatch of the real part of the effective surface impedance with respect to the characteristic

impedance of the free space, i.e. 377 Q).
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After identifying the appropriate material through faster simulations using an analytical model, FIT
simulations were run using a CST model and the previously found optimal values of the geometrical
parameters to verify them. The results shown in Figure 5.15 only required a slight correction to one of
the dimensions of the patches, specifically the length of the cross b. Additionally, the material of the
bottom ground layer was changed from Au to Al to make the fabrication of the entire stack easier and
with reduced stress (since Al is a softer material) without any significant variation of the absorption
profile. Even with this change, only a small variation of b was needed to center the peak of the absorption
spectrum as close as possible to 4.53 um. In fact, since a thickness of 100 nm for the bottom metal
layer is much larger than the penetration depth of both Au and Al, a significant variation in the device’s
behavior was not expected. Therefore, a simulated absorption efficiency close to 99.1% around 4.527 um
with a bandwidth of 236.31 nm has been obtained by just tweaking b from 1.01 pum to 1.03 pum. The
only large discrepancy with respect to the analytical model is the wider bandwidth. However, the value
computed by the FIT simulation can be considered still good enough for this application since the overall
system includes a narrow-band light source like a QCL and not a wide-band one like a Light Emitting
Diode (LED), thereby not affecting at all the selectivity of the measurement, which depends only on the
bandwidth of the QCL that is two order of magnitudes smaller.
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(a) Absorptance spectrum. (b) CST modeling with labeled geometrical dimensions.
Figure 5.15: CST simulation of cross-shaped patches.

In conclusion, the final stack of materials was chosen to be 100 nm of bottom Al reflector with 250
nm of AIN on top and 100 nm of Au for the patches. As shown in Figure 5.15, near 100% absorption #
with a FWHM ~ 240 nm can be achieved at a wavelength around 4.53 pm when the length b and the
width a of the gold-patches are set to 1.03 um and 150 nm, respectively, and their periodicity A to 3.5 um.

However, for the first proof of concept of the device, square-shaped patches were fabricated keeping
the same stack of materials, since they are theoretically less affected by the fabrication process variability.
Therefore, simulations with this shape have been performed and they demonstrate a slight worsening
of the performance in terms of absorption peak and bandwidth, as expected from equation 3.36 since
a is equal to b and so it is larger than the cross-shaped patches. In particular, as shown in Figure 5.16,
near 99 % (98.7 %) absorption # with a FWHM ~ 250 nm (247.65 nm) can be achieved at a wavelength
around 4.53 pm (4.538 um) when the length b and the width a of the gold-patches are set both to 870 nm,
respectively, and their periodicity A to 3.5 pum.
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(a) Absorptance spectrum. (b) CST modeling with labeled geometrical dimensions.
Figure 5.16: CST simulation of square-shaped patches.

5.1.3 Laterally vibrating piezoelectric resonator

Three different piezoelectric materials commonly used to build resonators, i.e. AIN, ScAIN, and
LiNbQOj3, were investigated to maximize the thermal conductivity k and the TCF of the resonators and so
improve the overall performance of the infrared sensor.

Table 5.3 shows the values of the aforementioned material’s parameters, together with the d33 and
ds1 piezoelectric coefficients of the three materials under investigation. The 30%-doped ScAIN has a
significantly higher coupling coefficient for the acoustic mode of interest [85]. Moreover, ScAIN and
LiNbOj are comparable in terms of both TCF [86] and thermal conductivity, while AIN is characterized
by both a lower TCF [87] and a higher thermal conductivity [88]. Since a higher TCF and a lower thermal
conductivity yielding to a higher thermal resistance lead to a greater change in temperature and so to a
better sensitivity of the sensor, AIN is discarded. However, even if SCAIN and LiNbO3 are comparable
in their thermal properties, LiNbQO3 is highly anisotropic and ScAIN has higher d33 and d31 piezoelectric
coefficients. Therefore, Sc AIN was chosen for the piezoelectric material of the resonators.

Piezoelectric material TCF [ppm/°C] k[W/(m -K)] ds3[pm/V] d3 [pm/V]

AIN -25 122.8 5.7 -25
ScAIN (30 %) -40 3.8 15 -8
LiNbOs -86 5.6 6 -1

Table 5.3: Material properties involved in the selection of the piezoelectric material.

Another important parameter that was investigated is the thermal mass of the device, which depends
on the thickness and volume of the stack of materials of the resonant body. Reducing the thermal mass
means reducing the thermal constant of the devices and so increasing the detection speed, thus enabling a
higher sampling rate. To this aim, the resonator has been initially designed with a thin Pt bottom IDE
of 50 nm, a 250 nm-thick ScAIN piezoelectric layer, and a thin Pt top electrode of 50 nm, as shown
in section 4.3.1. However, problems arose from the fabrication of this stack, leading to changes toward
thicker layers (100 - 350 -100 nm as top electrode, piezoelectric material, and bottom interdigitated
electrode stack) and Al instead of Pt as the top electrode in the second batch, as discussed in section
4.3.2. After choosing the materials and their respective thicknesses, the size and geometry of the devices
were selected according to the resonance frequency to be achieved. In particular, since the frequency of
operation is depending on the width and separation of the interdigitated bottom electrodes, a pitch size of
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25 pm with a single finger width of 19 pm has been chosen so that a resonator with a resonance frequency
in the 150 M Hz range could be obtained as a trade-off between reducing the complexity of the read-out
circuit design and reducing the complexity of the fabrication since larger devices are harder to release.
These values were selected by performing 2D Finite Element Method (FEM) simulations in COMSOL.
A ScAIN model with doping-level dependent piezoelectric coefficients, mass density, and dielectric
permittivity was used [89]. In particular, the lateral-extensional mode of vibration was visualized, while
the electromechanical coupling and resonance frequency of the resonators were extracted. Figure 5.17
illustrates the results obtained from the simulations.
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Figure 5.17: COMSOL simulation of the proposed device.

5.1.4 Read-out circuit

To verify the analytical model described in section 3.3, the Pierce oscillator was simulated in ADS using
the mBVD model described in section 3.2.2 as the equivalent impedance of the resonator in the feedback
network with values of its components coming from the model fitting described in section 5.2.3. The
schematic of the circuit is presented in Figure 5.18.

An AC simulation was performed first to extract the open loop gain and phase. After verifying the
Barkhausen criteria, a transient simulation was performed to monitor the oscillation over time and extract
the oscillation frequency, which turns out to be around 150 M Hz from the peak-to-peak measurement of
the oscillation period shown in Figure 5.19a, thereby matching the analytical model. Finally, a harmonic
balance simulation was performed to check the tones of the sine wave oscillation, further confirming the
oscillator to oscillate at 150 M Hz, since the highest tone is the first one as shown in Figure 5.19b.
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Figure 5.19: ADS simulation results.
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5.2 Experimental proof

5.2.1 Spot pattern and multiple reflections

The customized Herriott gas cell has been built by using the two commercially available gold-coated
concave spherical mirrors described in section 5.1.1.4 [90], mounted along a common optical axis through
a cage system fixed onto an optical table.

In particular, Figure 5.20 shows the experimental setup implemented to validate the analytical model
of the Herriott cell described in section 3.1.2. A red laser emits a beam whose size is firstly reduced
by a pinhole and then it is forced to enter the Herriott cell through the hole properly positioned on the
near mirror with a certain inclination angle set by the reflection on a properly oriented silver-coated flat
mirror. While the laser beam undergoes multiple reflections between the two spherical mirrors, thereby
multiplying its optical path length, a circular spot pattern is described on both the near and far mirrors.
Eventually, the laser beam exits the Herriott cell through the hole properly positioned on the far mirror. In
particular, since both the distance between the spherical mirror composing the Herriott cell and the angle
with which the beam enters the Herriott cell are the two most crucial parameters that allow obtaining the
desired spot pattern and so the targeted optical path length to be covered, a system of linear translation
stages and a kinematic mirror mount are used. Specifically, the near mirror is kept fixed, while the far
one is mounted on a linear translation stage allowing for the precise tuning of the distance between them.
Moreover, the red laser is aligned with the center of the silver-coated flat mirror and they are both mounted
on a system consisting of two combined linear translation stages allowing for the tuning of the distance
of the reflection point from both the optical axis of the Herriott cell and the surface of the near mirror.
Additionally, the orientation of the silver-coated flat mirror can be further precisely tuned by mounting it
on a kinematic mirror mount.

A power meter has been used to measure the power of the laser beam before and after entering the
Herriott cell in order to retrieve the number of reflections and so the covered optical path length from the
amount of power lost through the nominal mirror losses at the operating wavelength.

cccccc

Exiting beam
impinging on
the power meter

Spherical Spherical
Far Near
Mirror | | Mirror

Figure 5.20: Optical setup built to prove the Herriott cell analytical model with the spot pattern obtained on the
far mirror.
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5.2.2 FTIR measurement

The reflectance R of the fabricated devices were measured using a Bruker V70 Fourier Transform InfraRed
(FTIR) spectrometer coupled with a Hyperion 1000 microscope. The absorption efficiency 17 was then
calculated as follows:

n=1-R—-T~1-R, (5.6)

where the transmittance T through the bottom metal plate is considered negligible, since the material
stack has been designed so that the thickness of the underlying Al electrode, i.e. 100 nm, is much
larger, i.e. around one order of magnitude higher, than its penetration depth. In particular, Figure 5.21a
demonstrates a partial agreement of the experimental results collected after the releasing process with the
FIT simulations run on CST, especially regarding the spectral position of the absorption peak. On the
other hand, the absolute value of absorption is significantly lower and the bandwidth is slightly wider. In
order to assess this problem, the same measurement has been performed on another chip also before the
releasing process. In particular, Figure 5.21b shows an experimentally extracted absorption peak of around
~ 80% near the wavelengths targeted during the CST simulations before the releasing process. However, a
drastic decrease of the absorption and a shift of the wavelength at which the peak of absorption occurs was
observed after the releasing process. This allowed to ascribe the reason to something not controllable that
occurs during the XeF, etching performed to release the device: the lateral dimensions of the Au patches
may decrease during the releasing process, thereby leading to a shifted spectrum. However, concerning
the huge decrease of the absorption value, a possible reason can be a possible bending of the resonator
that can still occur after the releasing process, leading to a not perfectly normal impinging of the laser
beam with respect to the device surface, which affects the performance of the plasmonic metamaterial
absorbers especially when the patches are square-shaped and not cross-shaped.
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Figure 5.21: FTIR measurement results.

The small discrepancy in terms of absorption, wavelength, and FWHM of the main peak between
simulation and measurement results could be due to both the diffraction induced by both the non-flat
bottom surface of the absorber resulting from the topography of the IDE and possible defects from the
fabrication of plasmonic nanostructures. This difference can be reduced by tuning the fabrication process.
Additionally, changing the geometry of the top Au patches from a square to a cross will sharpen the
response, make it more immune to impinging beam angle and polarization, and reduce the absorption
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bandwidth, resulting in a more robust system immune to spectral interference. Moreover, in order to
counterbalance the shrinking of the lateral dimensions of the Au patches during the releasing process,
two possible solutions can be explored in the future: intentionally fabricate Au patches slightly larger
or capping Au patches with a Pt layer thinner than 10 nm, even if this additional Pt layer may cause
a ~ 15% increasing in bandwidth (from data collected during previous experiments run in the same
laboratory).

5.2.3 REF electrical response and TCF measurement

The devices were tested in an RF probe station under indoor ambient conditions and their RF electrical
responses were measured by an Agilent ES071C VNA after Short-Open-Load (SOP) calibration. The
electromechanical performance of the devices was quantified by mBVD model fitting, as shown in Figure
5.22a. In particular, a resonance frequency fo ~ 148.4 MHz, a high motional quality factor Q,, ~ 800,
and a high electromechanical coupling kf ~ 3.3% were extracted from the fitting of the motional branch
Cum» L, and Ry, which turned out to be equal to 0.274 fF, 0.419 uH, and 48.82 (), respectively. More-
over, the static capacitance Cy and series resistance R were found to be 1.026 fF and 61 (), respectively.
Finally, a NEP around ~ 600 pW/ Hz'/? was measured by monitoring the noise-induced frequency
fluctuation of the resonator.

The TCF of the devices was also characterized by repeated admittance measurements over a wide
range of temperatures set by heating up the stage of the probe station, as shown in Figure 5.22b. A TCF
value twice as large than previous demonstrations (~ - 27 ppm /K with AIN as a piezoelectric layer
and S5iO; as a dielectric spacer for the plasmonic metamaterial absorbers [24]) was found to be ~ - 55

ppm/K.
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Figure 5.22: RF electrical response and TCF measurement.
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5.2.4 IR response measurement

The experimental setup shown in Figure 5.23 was used to test the responsivity to the IR light of the device.
In particular, its IR response was tested using a blackbody IR source, which was firstly calibrated with
a power sensor consisting of a HgCdTe photodiode sensible to IR light (Thorlabs S180C). Placing the
sensor at a distance comparable to the one at which the device was tested later, the power P50, Of the IR
light emitted by the blackbody was measured, thereby characterizing and estimating the power density
pgg of the IR light beam emitted by the blackbody as follows:

P.
08B = sensor , (5.7)

AS@I’[SOF

where Agensor 18 the active area of the power sensor.

The fabricated device was placed inside a vacuum chamber and exposed to the blackbody IR radiation
through a transparent CaF, window. The amount of IR power delivered to the device under test was then
calculated as follows:

Pdelivered = PBB* Adevice ' TCaFZ/ (58)

where ppp is the calibrated power density, A qpic. is the area of the device covered by the plasmonic
absorbers, and Tc,r, is the transmittance of CaF, window.

The corresponding portion of IR power absorbed by the device was finally calculated as follows:

Pivsorved = Pactivered * 1, (5.9)

where 77 is the measured FTIR absorption efficiency. It is worth noting that, the absorbed power
estimated in this way represents the maximum possible value: a minor potential misalignment between the
device and the IR beam emitted by the blackbody inevitably results in a loss of power density delivered
and so absorbed by the device. Therefore, the actual absorbed power is likely to be smaller than the
estimated maximum value.

In particular, setting the temperature of the blackbody to 950 °C, the absorbed power was estimated to
be ~ 84 uW, causing a down-shift in the resonance frequency around ~ 30 kHz shown in Figure 5.24,
which corresponds to a temperature increase in the device ~ 3.5 K given the measured TCF. Moreover,
knowing the measured TCF and resonance frequency of the device when not illuminated, the thermal
resistance of the device was readily extracted to be ~ 4.75 -10*K /W from the estimated absorbed power
and down-shift in the resonance frequency. The thermal time constant was estimated to be ~ 2.9 ms based
on the quantified thermal resistance and the thermal capacitance, which was estimated from the nominal
properties of the materials composing the stack of the device and assuming perfect thermal isolation with
respect to the substrate.
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Figure 5.24: IR-induced frequency shift in the device.

5.2.5 Pierce oscillator

The PCB layout of the Pierce oscillator was designed in Eagle (see Figure 5.25a) and sent to the
manufacturer for fabrication (see Figure 5.25b). In particular, in order to ensure good performance, high
tolerance and temperature stability components were used to implement the layout. Moreover, wide
traces were used and a large distance between the direct current (DC) and RF parts was kept to avoid
interferences. The IC chip was connected to the MEMS resonator by wire-bonding, even if it is worth
mentioning that post-CMOS MEMS-IC integration is always feasible as the devices are fabricated at very

low temperatures.
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(a) Final PCB layout designed. (b) Final PCB used for the testing.

Figure 5.25: PCB layout: the board includes all the components specified in the simulated circuit in section 5.1.4,
an SMA connector used to connect the output of the circuit to the oscilloscope during the testing, the
pins used to power the circuit with bench-top DC power supplies, and an area where the fabricated
die is taped to wire-bond the resonator and include it in the feedback loop of the oscillator.

The experimental setup shown in Figure 5.26 was implemented to perform time domain measurements
through an oscilloscope in order to monitor the output voltage of the oscillator, i.e. the frequency of the
generated sine wave, which turned out to be 149 M Hz, as predicted from the ADS simulation. As a
further confirmation, the harmonic balance was performed and the main tone was found at 150 MHz,
as shown in Figure 5.27a. Moreover, the phase noise was extracted using a signal spectrum analyzer by
measuring the difference between the power of the signal at the nominal oscillating frequency (expressed
in dBm), i.e. the carrier, and the noise power over a 1 Hz bandwidth at a certain frequency offset from
the nominal oscillating frequency (expressed in dBm /Hz). For this reason, its unit of measurement is
dBc/ Hz, which refers to the noise power in dBm /Hz with respect to the power of the carrier, and the
obtained curve of the phase noise from 100 Hz to 1 M Hz frequency offset from the carrier is shown in
Figure 5.27b. Table 5.4 includes some reference phase noise values for specific frequency offsets. As

expected, the phase noise is always negative and it increases in modulus as the frequency offset increases.

Oscilloscope
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Figure 5.26: Experimental setup for the analysis of the Pierce oscillator. Two bench-top DC power supplies are
used to power the circuit at the two needed voltage levels through 3 pins inserted on the PCB. The
output of the circuit is monitored by an oscilloscope connected to the PCB through an SMA cable.
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Figure 5.27: Experimental results from the analysis of the Pierce oscillator.

Offset  Phase Noise [dBc/Hz]

1 kHz -70.00
10 kHz - 100.70
100 kHz - 116.00
1 MHz -132.35

Table 5.4: Phase noise values at specific frequency offsets.

After implementing and testing the single Pierce oscillator circuit, the complete circuit for the
differential reading will be implemented.
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Conclusions

A complete design and fabrication of all the sub-parts of a N,O sensor suitable for operation on a drone
platform was performed. The work was firstly focused on the needed optical components, starting from
the selection of the optimal laser emission wavelength and the necessary optical path length, and contin-
uing with the design, realization, and testing of a custom Herriott cell. Contemporarily, the design and
fabrication of the MEMS-based IR detector were performed and its performance was assessed in terms
of both electromechanical and IR response. Lastly, a Pierce oscillator was designed as read-out circuit
by using the fabricated resonator as the frequency-selective element in the feedback network and, after
realizing the PCB, it was tested by monitoring its output voltage and extracting both the frequency of
oscillation and the phase noise.

The experimental results presented in the last part of the previous chapter represent the first experi-
mental demonstration of a ScAIN MEMS resonant IR detector for chemical sensing. The device employs
a stack of 30%-doped 350 nm-thick ScAIN and 250 nm-thick AIN to respectively define the resonator
and the IR-selective metamaterial layer, targeting an absorption wavelength close to 5 pm, which is typical
for IR spectroscopy applications. The device achieved an IR absorption of approximately 80% at an IR
wavelength of 4.8 yum, along with a motional quality factor Q,, of about 800 and an electromechanical
coupling k% of about 3.3%. Moreover, by utilizing AIN for the metamaterial dielectric and highly doped
ScAIN for the resonant cavity, the TCF has been doubled up to - 55 ppm /°C, compared to prior imple-
mentations relying on an AIN-SiO; stack, which presented a TCF not larger than -27 ppm /°C. These
experimental results represent a promising initial stride and demonstrate the potential of the ScCAIN-AIN
stack to move towards uncooled, miniaturized, and highly sensitive IR sensors by means of exploiting
the improved material properties that it offers with respect to other more conventional stacks. However,
many optimizations can be performed to enhance the device sensitivity to incident power down to the
nW range [64]. Firstly, the metamaterial stack implemented on AIN requires further investigation to
sharpen the IR absorption response. In fact, previous studies on SiO; have shown that optimizing the
dielectric and patch thickness, as well as switching to a cross-shaped design, are useful steps towards this
goal [43]. Additionally, the resonator used in this first experimental demonstration was fully anchored to
the substrate, which is a significantly sub-optimal design for thermally insulating the resonator. Therefore,
a narrow and thin anchor design is preferable to maximize the temperature change occurring in the plate
for a given incident power. Finally, the total stack thickness must be reduced as much as possible to lower
the device’s thermal capacitance, thereby improving the time response of the IR sensor.
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6.1 Future studies

This thesis work has been carried on during the first one-year phase of a three-year research project led
and managed by PI Prof. Rinaldi at Northeastern University, and funded by the ARPA-E OPEN 2021
program. I will keep working on the same project up to its completion during my PhD degree.

In particular, this first phase was focused on the design of the overall system and the fabrication of
the MEMS IR sensor with performance meeting the program requirements. The second phase will focus
on the test of the LAS gas sensor system with a commercial QCL and a commercial gas cell integrated
using the experimental optical table setup already designed and implemented (shown and described
in section 4.4) to validate the performance metrics first, followed by the design and production of a
customized gas cell suitable for a drone platform, while the final one-year phase will focus on the sensor
vacuum packaging, system integration, and optimization to meet the goals on SWaP as well as the test of
the system with actual drones for the validation of extended operation time and high-speed data acquisition.

Moreover, during the whole 3-year project, a robust go-to-market strategy and transition plan will
be developed by performing tasks on market analysis, cost modeling, end-user engagement, competitive
analysis, patent white space analysis, and techno-economic analysis. In particular, the technology-to-
market (T2M) transition is also encouraged by the unique capabilities of the facilities that the George
J. Kostas Nanoscale Technology and Manufacturing Research Center at Northeastern University owns.
In particular, it is the only academic institution in the USA hosting a foundry-compatible tool for the
deposition of high-quality AIN-ScAIN piezoelectric thin films on 8-inch wafers.

6.2 Other potential applications

Finally, a market analysis on gas sensors has been conducted, crafting an initial product hypothesis and
searching for potential product-to-market fit. In particular, three industries have been identified: oil and
gas leaks, domestic air quality, and industrial air quality. These three markets were selected based on
the shared value of having a high-speed and low-power gas sensor. Oil and gas leaks in particular take
advantage of drone-based gas sensing approaches while air quality monitoring uniquely benefits from
highly responsive gas sensors. As such, each market has been explored extensively to discover potential
value that can be added to each industry:

* in the oil and gas industry, methane gas leaks may occur anywhere along a company’s network of
pipelines. As a result, these big businesses need responsive solutions for detecting and addressing
these leaks to minimize the environmental impact. Currently, companies take advantage of a variety
of airborne vehicles, both manned and unmanned, to carry out this challenge. The drone-based
gas sensing technology presented in this thesis fits well into this industry’s needs as a lightweight
solution that provides high spatial and temporal resolution in a given surveillance range. By
taking advantage of such a zero-power sensor, the drone will consume far less battery power than
industry-standard drones, leading to longer flight times and increased data acquisition;

* as a result of COVID-19, domestic residents have become more interested in maintaining high-
quality living environments through smart home solutions. This gas-sensing technology could be
applied also in air quality purification and monitoring systems. By providing highly responsive gas
sensing, this gas sensor will improve air purification systems’ performance while simultaneously
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maintaining longer battery life. As a near zero-power sensor, the gas sensor will positively impact
the battery lifespan of wall-mounted devices, thus requiring cheaper, lower-cost batteries for finished
products as well as the ability easily integrate multiple sensors working in parallel. This design
choice is essential in air quality control, as gas sensors need to accurately track the presence of
several volatile organic compounds to deliver accurate readouts;

* unlike domestic air quality systems, industrial air quality systems must monitor much larger spaces,
both indoors and outdoors while additionally providing overt alarm systems to warn of high
concentrations of hazardous gases, such as sulfuric acid or ammonia. While both industries benefit
from high-speed gas sensing, industrial air quality monitoring will specifically take advantage of
the low volume of each gas sensor. This allows for scalable gas monitoring systems to meet the
needs of large manufacturing plants or networks of mining shafts. Furthermore, the small form
factor will allow for easy integration into both fixed and portable devices, allowing for key pipelines
to be monitored at all times without sacrificing the ability to detect hazardous gases in more remote
spaces. As a high-quality scalable device, the proposed gas sensor brings clear advantages to
industrial air quality monitoring.

Three additional markets to target have been also identified: food and beverages, gas supply chain,
and transportation of perishable goods. However, each of these markets raised individual concerns with
proceeding with the T2M effort of the proposed system. While the presence of CO; is a staple for sodas
and other sugary refreshments, quality control of this gas is easily done using paper colorimetry strips
rather than electronic gas sensors. Similarly, industrial gas suppliers rely primarily on pressure sensors
rather than gas sensors to accurately determine the amount of gas transported. While climate control is
important when transporting produce and livestock, temperature and humidity sensors provide sufficient
evidence of a safe transportation environment, removing the need for gas sensors.

The particular application of the proposed gas sensor is its integration with lightweight drones such
that surveyors can easily assess large tracts of farmland for N>O concentration. While other companies
have made little effort to monitor N, O, several groups have demonstrated the potential of CH4 mapping
using drone-based gas sensing. For example, ABB Hoverguard serves as an early example of a large
corporate interest in drone-based gas sensing. As a business drone-based CH, detection, it has seen
regular use in oil and gas leak detection from companies such as UgCs, SeekOps, and Ravan Air. The
gas sensing capabilities of the proposed system will be at least on par with industry standards in the most
significant parameters. However, each of these drones comes equipped with software to process and
analyze data collected by the drone, a feature that is planned to be addressed.
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