POLITECNICO DI TORINO

Master’s Degree in
Computer Engineering

Master Thesis

Early Detection of Emotional Issues

in High School Students
Through Statistical Analysis of Academic Data

Supervisors Candidate

prof. Stefano Quer Davide Porello
prof. Ugo Buy, University of Illinois Chicago
prof. Abolfazl Asudeh, University of Illinois Chicago

Academic Year 2022-2023



ACKNOWLEDGMENTS

First, I would like to thank my family and my girlfriend who always supported me during
my stay in Chicago. Second, I want to thank my advisor Ugo Buy for his continuous support.
Moreover, I thank also Simone, Emilio and Thiru who worked with me on the OSF/CHA Project
for allowing me to discuss my ideas with them, which helped me to develop critical thinking.
A particular mention is also for my roommates Giulio, Vincenzo, Giuseppe and Simone with
whom I have had constructive and pleasant discussions that let me broaden my knowledge.
Finally, I want also to thank all the people that I met during my US experience thanks to

which I grew as a person.

DP

i



TABLE OF CONTENTS

CHAPTER PAGE
1 INTRODUCTION . . . . ... e
1.1 Motivation . . . . . . . . ... e

2 BACKGROUND . . ... 5

2.1 Time series . . . . . . . . e )

2.2 Time Series Clustering . . . . . .. .. ... ... ... ...... 6

2.3 Time Series Representation . . . . . . .. .. ... ... ..... 8

2.3.1 Interpolation . ... ... ... .. ... 8

2.3.2 Principal Component Analysis . . . . ... ... ... ...... 11

2.4 Distance Metrics . . . . ... ... 14

2.4.1 Euclidean Distance . . . . . .. ... .. ... ..o L. 14

2.4.2 Dynamic Time Warping . . . . . . ... ... ... ... ..... 15

2.5 Clustering Prototypes . . . . . ... ... ... .. ... .. .. 17

2.5.1 DTW Barycenter Averaging . . ... ... ... ... ...... 17

2.6 Clustering Algorithms . . . . .. ... ... ... ... ...... 19

2.6.1 Partitional Clustering . . . . . . ... ... ... ... ...... 19

2.6.1.1 K-means . .. ... .. 19

2.6.1.2 K-medoids . . . . . ... . 21

2.6.2 Hierarchical Clustering . . ... ... ... ... ......... 22

2.6.3 Shape-based Clustering . . . . ... ... ... ... ....... 24

2.6.4 Density-based Clustering . . . ... ... ... .......... 25

2.6.5 Spectral Clustering . . . . . . ... ... ... ... .. 27

2.7 Evaluation Metrics . . . . . .. ... .. 29

2.7.1 Silhouette Index . . . . . . .. ... o L 29

2.8 Hyperparameter Tuning . . . . . ... .. .. ... ... ..... 31

2.8.1 Bayesian tuning . . . . . . ... o oo 32

3 RELATED WORK . ... ... i 34

3.1 Dynamic Time Warping . . . . . .. ... ... ... ... .... 35

3.2 Constrained clustering . . . . . ... ... ... ... ....... 37

4 DATA PREPARATION . . .. ... . . .. . . 39

4.1 Data Creation . . . . . . .. ... ... . 39

4.1.1 Raw Data . . ... ... .. . . 39

4.1.2 Time Series with the Same Length . . .. ... ... ... ... 41

4.1.2.1 Old Data Creation Process . . . .. ... .. ... ... ..... 41

4.1.2.2 New Features . . . . ... ... ... . ... .. ... 42

i



TABLE OF CONTENTS (continued)

CHAPTER PAGE
4.1.2.3 New Data Creation Process. . . . . ... ... ... .. ..... 44
4.1.2.4 Interpolation Evaluation . ... ... ............... 49
4.1.3 Time Series with Different Lengths . . . . ... ... ... ... 54
4.2 Data Preprocessing . . . . . . . ... .. .. L. 56
4.2.1 Data Smoothing . . . ... ... ... ... ... L. 56
4.2.2 Delta Averaging . .. ... ... ... ... .. ... 58

5 METHODOLOGY . . . . . . s 60
5.1 Clustering of Time Series with Different Lengths . . . . . . .. 61
5.1.1 K-means with DTW . .. ... ... ... ... ......... 62
5.1.2 Classify Clusters . . . . .. ... .. . .. 64
5.2 Classical Clustering Algorithms . . . ... ... ... ...... 67
5.2.1 Partitional Clustering . . . . .. ... ... ... ... ...... 68
5.2.2 Hierarchical Clustering . . .. ... ... ... .. ... ..... 70
5.2.3 Shape-based Clustering . . . ... ... ... .. ... ..... 71
5.2.4 Density-based Clustering . . . ... ... ... ... ....... 73
5.2.5 Spectral Clustering . . . . . . ... ... ... ... ... 74
5.2.6 Classify Clusters . . . . ... ... .. ... 75
5.3 Density-based Clustering with Feature Reduction . ... ... 77
5.3.1 Principal Component Analysis . . . . ... ... ... ...... 78
5.3.2 Density-based Clustering for Outlier Detection . . . . . . ... 80
5.3.3 Bayesian Tuning . . . . .. ... ... oL 82
5.4 Evaluation Metrics . . . . . . . ... 86

6 RESULTS . .. . . e 91
6.1 Data preprocessing evaluation . .. ... ... ... ....... 93
6.2 Baseline . ... ... ... 96
6.3 Final model . . . ... ... ... . ... .. ... .. .. .. ... 109
6.3.1 Fixed Number of Time Series and Expected Dimensions . . . 110
6.3.2 Different Number of Time Series. . . . . .. ... ... ..... 115
6.3.3 Different Expected Dimensions . . . . . . ... ... ....... 119

7 CONCLUSION . . . .. s 124
7.1 Contribution. . . . . . .. ... ... . . 126
7.2 Future Work . . . . . . . . ... .. .. 126
CITED LITERATURE . ... ... ... ... .. .. 128
VITA . e 132

iv



LIST OF TABLES

TABLE PAGE
I RAW DATA . . . 40
11 DATAFRAME WITH FINAL SCORES ... ... ... ...... 45
111 DATAFRAME WITH TIME SERIES BEFORE INTERPOLATION 47
I\Y PARTITIONAL CLUSTERING EXPERIMENTS . ........ 69
A% HIERARCHICAL CLUSTERING EXPERIMENTS .. ... ... 71
VI SPECTRAL CLUSTERING EXPERIMENTS . . . . ... ... .. 74
VII DATA PREPROCESSING EVALUATION . . . .. ......... 93
VIII RESULTS OF HIERARCHICAL CLUSTERING . ... ... ... 99

IX RESULTS OF SPECTRAL CLUSTERING .. ........... 101



LIST OF FIGURES

FIGURE
1 Example of “stable” time series. . . . . . . .. ... ... ... ... ..
2 Example of “monitor” time series. . . .. ... ... ... ... ....
3 Example of “critical” time series. . . . . ... ... ... ...
4 Time series with missing values. . . . . .. ... ... ... .......
) Time series with linear interpolation. . . . . . .. ... ... ......
6 Example of linear interpolation . . . ... ... ... ... .. .....
7 Principal Component Analysis. . ... ... ... ... .........
8 How Euclidean distance compares time series. . . . ... .......
9 Euclidean distance one-to-one matching. . . . . ... .. .. ... ...
10 How DTW compares time series. . . . . ... ... .. ... ......
11 DTW warping path. . . . . ... ... .
12 Representative time series calculated with DBA vs mean. . ... ..
13 K-means vs K-medoids. . . . .. ... ... ... ... .. .. ... ...
14 Dendrogram generated by Hierarchical Agglomerative clustering. . .
15 Core point identified by DBSCAN. . . ... ... ... ... . .....
16 Bayesian tuning process. . . .. ... oL
17 Number of grades per week. . . . .. ... ... ... ... ...
18 Number of students with at least one grade per week. . . . . . .. ..
19 Distribution of grades per topic. . . . . .. ... ... L.
20 Number of missing values per student. . . . . .. ... .........
21 Number of missing values per week. . . ... ... ... ........
22 Interpolation evaluation process. . . .. ... .. ... ... ......
23 Number of missing values per week. . . . ... ... ... ... .....
24 Time series with missing values. . . . . . ... ... ... .. ......
25 Time series with grades shifted to the left. . ... ... ... ... ..
26 Unprocessed time series. . . . . . ... .. ... ... ... . ...,
27 Time series after moving average with W =3. . ... ... ......
28 Unprocessed time series. . . . . . ... .. ... .. ... ..
29 Time series after exponential moving average with o« = 0.5. . . . . .
30 Unprocessed time series. . . . . . ... . . ... ...
31 Time series after delta averaging. . . . .. ... ... ... .......
32 Main workflow. . . . . . ... ... ..
33 DTW with time series of different lengths. . . . ... ... ... ...
34 DBA representative for time series with different lengths. . . .. ..
35 Unprocessed time series. . . . . . ... .. ... ... ... ...
36 Normalized time series. . . . . . ... . ... .. ..o
37 DBA representative for time series with the same length. . . . . . . .
38 Density-based Clustering with Feature Reduction. . . . . .. ... ..

vi



FIGURE

39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
o4
95
56
o7
o8
99
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78

LIST OF FIGURES (continued)

Evaluation of data preprocessing with PCA. . . ... ... ... ...
2D representation of the time series. . . . ... ... ... ... ....
Clustering with 10% outliers. . . . ... ... .. .. ... ... ....
Clustering with 30% outliers. . . .. ... ... ... ... .......
Final clustering in two dimensions. . . . ... .. ... ... ......
Time series with big fluctuations and steep drops. . . . . . . ... ..
Time series with descending trend. . . . . . . .. ... ... ......
Table VII Row 2 clustering. . . . ... ... ... ... ... .....
Table VII Row 4 clustering. . .. ... ... ... ... .........
K-means clustering with time series of different lengths. . .. .. ..
K-means Euclidean clustering. . . . . ... ... .. ... ........
K-means DTW clustering. . . . ... ... ... ... ..........
K-medoids Euclidean clustering. . . . . . ... ... .. ... ......
K-medoids DTW clustering. . . .. ... ... ... .. .........
K-shape clustering. . . . . . ... ... ..
Hierarchical Euclidean clustering. . . . . ... ... ... ........
Hierarchical DTW clustering. . .. ... ... ... ... .......
DBSCAN Euclidean clustering. . . . . ... ... ... .........
DBSCAN DTW clustering. . . . . .. .. ... ... .. .. ...
Spectral clustering.. . . . . . ... ... .. ...
Baseline analysis on the dimension of the clusters. . . . ... ... ..
Baseline analysis of Cohesion and Coupling. . ... ... ... ....
Baseline analysis of Time Series Accuracy.. . . . . . . . .. ... ...
Baseline analysis of Silhouette score. . . . . . ... ... ... .....
Baseline analysis of runtime. . . . . ... .. ... ... .........
Model analysis of the dimension of the clusters. . ... ... .. ...
Model clustering. . . . . . . . . . ... e
Model analysis of Cohesion and Coupling. . . . . ... ... .. ....
Model analysis of Time Series Accuracy. . . . . . ... ... ... ...
Model analysis of Silhouette score. . . . .. ... ... .........
Model analysis of runtime. . . . . .. ... ... ... ... .. .. ...
Analysis of the dimension of the clusters with different input sizes. .
Clustering with 100 time series. . . . . . . . ... .. ... ... ....
Analysis of Cohesion and Coupling with different input sizes. . . . .
Analysis of Time Series Accuracy with different input sizes. . . . . .
Analysis of runtime with different input sizes. . ... .........
Analysis of the dimension of the clusters with different dimensions. .

Clustering with 0.3 “critical” dimension and 0.4 “monitor” dimension.

Analysis of Cohesion and Coupling with different dimensions. . . . .
Analysis of Time Series Accuracy with dimensions. . . .. ... ...

vil

79
81
84
84
84
89
89
95
95
97
97
97
98
98
98
100
100
100
100
101
102
103
105
106
107
111
111
112
113
114
114
116
116
117
118
119
121
121
122
123



TS

DTW

DBA

PCA

MSE

DBSCAN

SMBO

TPE

HOA

FA

DA

MA

EMA

UIC

LIST OF ABBREVIATIONS

Time Series

Dynamic Time Warping

DTW Barycenter Averaging

Principal Component Analysis

Mean Squared Error

Density Based Spatial Clustering of Applications

with Noise

Sequential Model-Based Optimization

Tree of Parzen Estimators

Hyperparameter Optimization Algorithm

Fluctuations Accuracy

Descending Accuracy

Moving Average

Exponential Moving Average

University of Illinois at Chicago

viii



SUMMARY

The goal of this work is to identify markers for the onset of emotional issues, such as de-
pression and anxiety, in high-school-age children. Such markers may involve declining academic
performance, truancy, and behavioural issues in schools. The ability to identify markers pre-
dicting the onset of emotional issues in school-age children would allow schoolteachers and
administrators to notify parents and guardians of the children affected as soon as the markers
are detected. This would in turn facilitate early diagnosis and treatment for children who are
indeed developing emotional issues.

To accomplish our goal, we applied unsupervised learning methods to partition the input dataset
into clusters with similar characteristics with respect to potential markers, such as declining
or fluctuating academic performance. Our analysis seeks to cluster students into three classes
(“critical”, “monitor” and “stable”) whose size aligns with statistics available, for instance,
from the US Center for Disease Control and Prevention (CDC). The student’s academic data
are modelled as time series.

Three main clustering approaches are evaluated empirically: (1) clustering of time series with
different lengths, (2) classical clustering algorithms and (3) density-based clustering with fea-
ture reduction. As it turns out, only the last approach respects our desired cluster size while
also achieving good accuracy results with respect to the markers.

Students in clusters exhibiting fluctuations or sharp declines in academic performance are in-

tended to be referred to their school counsellors for further investigation. We are currently

ix



SUMMARY (continued)

working with a dataset of about 500 students from 5 Catholic high schools under the jurisdic-

tion of the Diocese of Peoria in Peoria, Illinois.



CHAPTER 1

INTRODUCTION

Time series clustering is an essential method utilized in a variety of industries, including
banking, healthcare, and environmental monitoring where data are grouped based on their
patterns and traits. This is advantageous because it enables us to spot frequent trends, patterns,
and anomalies that might be hidden in separate time series. We can learn more about how
complex systems behave, find underlying causes for some trends, and improve our forecasts of
what will happen next by clustering time series data. Time series clustering is a useful technique
for many real-world applications since it can aid in data compression, anomaly detection, and
classification of time series data.

The goal of this project is to identify students with possible onset of emotional issues based on
their academic data. Our dataset is made of de-identified grades and absence data of about 500
students from 5 Catholic high schools under the jurisdiction of the Diocese of Peoria in Peoria,
Illinois. The Institutional Review Board of UIC evaluated this research project in July 2022
and assigned exempt status on June 14, 2022.

From the academic data, we have extracted one time series per student that highlights the
trend (grades) of the student during the whole academic year. To classify the students in a

meaningful manner, three classes of time series have been defined:



e “stable”: this label means that the student had a linear or upward trend during the

considered interval; this type of student does not raise concerns (see Figure 1).
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Figure 1: Example of “stable” time series.

e “monitor”: this label means that the student had some fluctuations and/or an overall
downward trend that is not very marked during the considered interval; this type of

student needs to be monitored (see Figure 2).
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Figure 2: Example of “monitor” time series.



e “critical”: this label means that the student had significant fluctuations and/or an obvious
downward trend during the considered interval; this type of student is more likely to

exhibit emotional issues requiring additional resources (see Figure 3).

Grades
w
~ 5 o E 5

Figure 3: Example of “critical” time series.

The overall goal of the project is to flag at least 10% of “critical” students and 20% of “monitor”
students that could be more affected by emotional issues out of the total student population.
In the end, the aim is to obtain three clusters of time series corresponding to the three labels
distributed as follows: 70% of “stable” time series, 20% of “monitor” time series and 10% of
“critical” time series. These percentages are aligned with the statistics available from the US
Center for Disease Control and Prevention [1].

To achieve this goal, we implemented and compared three different techniques:

e 1 - Clustering of time series with different lengths (Section 5.1).
e 2 - Classic clustering algorithms (Section 5.2).

e 3 - Density-based clustering with feature reduction (Section 5.3).



Before applying these techniques, the time series need to be created based on the data provided
by the Diocese. In Section 4.1, we explain how the time series are created starting from raw
data; this process was partly already done by Ishan Choudhary (Section 4.1.2.1). The time
series created could not be suitable for clustering purposes since they are very noisy, so data
preprocessing techniques are applied to make the time series easier to cluster (Section 4.2).

To our knowledge, there is no previous work related to this work; thus, we developed some
specific metrics (Section 5.4) to evaluate the quality of the generated clusters and to compare

the different techniques applied (Chapter 6).

1.1 Motivation

The Diocese of Peoria, Illinois, manages several Catholic schools in the territory around Peo-
ria. During the Covid-19 pandemic, the Diocese found that the case of students that showed
emotional issues increased significantly. They observed that this development could be linked
to the academic performance of the students. For this reason, the Diocese has provided the
University of Illinois at Chicago (UIC) with academic data of about 500 students from 5 of
their schools to identify classes of students who may require additional resources to cope with
emotional issues. The main goal is to early identify the students with persistent drops and/or

significant fluctuations in their academic data to detect the onset of emotional issues early on.



CHAPTER 2

BACKGROUND

2.1 Time series

A time series is a sequence of data points collected over time, each of which corresponds
to a measurement or observation that was made at a particular moment in time [2]. The data
points in a time series are typically recorded at regular intervals, every week in our case.
Time series data might be univariate, which means that only one variable is being tracked
across time, such as the grades of a student in the academic year. Alternatively, it can be mul-
tivariate, where multiple variables are measured simultaneously over time, such as the grades
of a student in the academic year, along with the absences of the student during the academic
year. In this work, we use univariate time series considering grades only even if in the future

we plan to extend to multivariate time series.



2.2 Time Series Clustering

Time series clustering is a data mining technique that groups together similar time series
data based on their patterns and characteristics [3]. Clustering requires looking at data that
are ordered in time and finding patterns or connections between different data points. The goal
of this technique is to partition the time series into clusters, each of which contains time series
that shows similar characteristics.

There are various kinds of time series clustering but, in this work, we only consider whole time
series clustering, which means comparing whole time series to find their similarities and differ-
ences. As stated in Time-series clustering — A decade review [3], whole time series clustering
is made of four components: time series representation, distance metrics, clustering represen-
tatives and clustering algorithms. The choice of these 4 elements depends on the data and the
objective, but it is very important since the quality of the clusters highly depends on the right
choice of these components.

Regarding time series representation we have only applied Principal Component Analysis to
reduce the dimensionality of the time series in the last technique, in the other techniques we
have worked with raw time series. To cluster these time series various clustering algorithms
belonging to different categories can be used, such as partitional clustering [4], hierarchical clus-
tering [5], shape-based clustering [6], density-based clustering [7] and spectral clustering [8]. In
these algorithms, various distance metrics can be used to calculate the distance between time
series; here we consider the most common ones namely Euclidean distance and Dynamic Time

Warping (DTW) [9]. Another essential part of time series clustering is finding a representative



or prototype for each cluster and this can be done with various techniques such as a simple
mean if the distance metric is Euclidean distance, or DTW Barycenter Averaging [10] if DTW
is used as the distance metric.

When the algorithm returns the labels that form the clusters it is important to use some evalu-
ation metrics to assess the quality of the clustering. To do this we can use external or internal
indices, depending on whether the ground truth of the time series is available or not. One of

the most used and reliable internal evaluation metrics is the Silhouette index [11].



2.3 Time Series Representation

In this work, we will form two types of time series from raw data: time series with different
lengths and with the same length. To form time series with the same length it is necessary
to use interpolation to fill in missing values that correspond to a student without grades for a
certain week. We used Pandas [12] dataframe to store the time series throughout this thesis
because Pandas provides integrated and intuitive routines for performing common data manip-
ulations and analyses.

In “clustering of time series with different lengths” (technique 1) and “classical clustering algo-
rithms” (technique 2) data are represented as raw time series while in “density-based clustering
with feature reduction” (technique 3) raw time series are processed using PCA to decrease their

dimensionality.

2.3.1 Interpolation

12 So .
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. . . . .. Figure 5: Time series with linear interpo-
Figure 4: Time series with missing values. & P

lation.



Interpolation of time series means estimating missing values in a time series by using the
available data points. Interpolation techniques can be used to fill in the missing values and
produce a complete time series from a time series with gaps as shown in Figure 4 and Figure 5.
There are several interpolation methods that can be used in time series analysis, we have used

the ones offered by the “interpolation” method of Pandas dataframe [13]:

e “linear”: the slope of the straight line connecting the two known data points is first
calculated, the estimated value at a point between the two known points is then calculated
by adding to the value of the first known point, the product of the slope and the distance

between the points we want to interpolate as shown in Figure 6.

Time1=10

Time3c20 — % Slope=(20-10)/3-1)=5 ——F Time2=10+5%21)=15

Figure 6: Example of linear interpolation

e “pad”: Fill in missing values using previous existing values.

e “backfill”: Fill in missing values using subsequent existing values.

e “index”: Use the values of an index that is strongly correlated with the time series to
estimate the missing values in the time series.

e “nearest”: The value of the nearest data point is used as the estimate for the missing

value.
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“zero”: Fill missing values with zeros.

“slinear”: Fit a linear function between the nearest available data points and use this
function to estimate the missing values, it differs from linear interpolation since it uses a

piecewise linear function (non-continuous function made of several parts).

“quadratic”: Fit a quadratic function between three adjacent data points and use this

function to estimate the missing values.

“cubic”: Fit a cubic function between four adjacent data points and use this function to

estimate the missing values.

“barycentric”: Use a weighted average of the data points to estimate missing values, with

the weights depending on the distance to the interpolation point.

“polynomial”: Use a polynomial function of a certain degree that passes through the data
points to estimate the missing values, it requires specifying the order of the polynomial

function.

“spline”: Use a piecewise polynomial function that is continuous and smooth to estimate
the missing values in each sub-interval of the data, it requires specifying the order of the

polynomial function.

“krogh”: Use a piecewise polynomial function to estimate the missing values in each

sub-interval of the data, the function can have different degrees for each sub-interval.

“piecewise_polynomial”: Use a piecewise polynomial function to estimate the missing

values in each sub-interval of the data.
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e “pchip” (Piecewise Cubic Hermite Interpolating Polynomial): Use a piecewise polynomial

function that is monotonic to estimate the missing values in each sub-interval of the data.

e “akima’”: Use a piecewise cubic function to estimate the missing values in each sub-interval

of the data.

e “cubicspline”: Use a piecewise cubic function that is continuous and smooth to estimate

the missing values in each sub-interval of the data.

e “from_derivatives”: Use a piecewise polynomial function constructed in Bernstein basis

to estimate the missing values in each sub-interval of the data.

2.3.2 Principal Component Analysis

: S
o >
« firstprincipal component

principal Component 2

-4

Principal Component 1

Figure 7: Principal Component Analysis.
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Principal Component Analysis (PCA) [14] is a data analysis technique that reduces a large

number of potentially correlated variables to a smaller set of variables known as principal
components. The main goal of PCA is to keep as much of the data variance while reducing
the dimensionality of a data set that contains numerous correlated variables. This reduction is
achieved by representing data with principal components (as shown in Figure 7), a new set of
uncorrelated and orthogonal variables that are sorted so that the first few retain the majority
of the variation present in all the original variables.
Before applying PCA, data must be normalized (mean = 0 and variance = 1) since PCA is
a variance-based technique that looks for patterns in the data that capture the majority of
the variance. Variables with higher variances will dominate the analysis if the data are not
normalized, even if they are not necessarily more informative than other variables. In this way,
each variable can contribute equally to the analysis since normalization scales the variables in
such a way that they have equal variance. This ensures that the principal components are based
on the underlying structure of the data rather than the scale of the individual variables.

The main steps performed by PCA are the following;:

1. Normalize the original dataset.

2. Calculate the covariance matrix.

3. Calculate the eigenvalues and eigenvectors of the covariance matrix.

4. Sort the eigenvectors by descending order of corresponding eigenvalues, the first eigenvec-

tors are the ones with the most variance (information).
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5. Compute the reduced dataset by multiplying the original dataset with a matrix made of

the first k eigenvectors (k specified in input).

6. The reduced dataset will have exactly k dimensions called principal components.
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2.4 Distance Metrics

In this work we have used two distance metrics to calculate the distance between time series:
Fuclidean distance and Dynamic Time Warping. These metrics are the most suitable for time

series clustering according to Time-series clustering — A decade review [3].

2.4.1 Euclidean Distance

] Euclidean
12 distance =
14.44
10
3 s 0 15 B 5 F)

Nos O @
L L L !

124

10

NooR O @
! L \ |

T T T T T T T T
o] 5 10 15 20 25 30 35

Figure 8: How FEuclidean distance com-

pares time series.
Figure 9: Euclidean distance one-to-one
matching.

Fuclidean distance is a measure used in many fields to calculate the distance between two

data points. When applied to time series, it applies a linear matching between the time series,
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comparing each pair of points one-to-one as shown in Figure 8. In Figure 9 we can see the
linear path that Euclidean distance creates to compare the corresponding points of the time
series. Suppose we have a time series X = (x1,x2,x3) and another time series Y = (y1,¥2,¥3)

the Euclidean distance is computed as following:

A(X,Y) =/(z1 — 1) + (22 — 12)? + (23 — y3)? (2.1)

This metric is widely used because it is very simple and fast to compute but it has not been de-
signed for time series. If two time series have the same shape but one is shifted a bit Fuclidean
distance could return a high value even if the two time series are very similar. Moreover, it
can not compare time series with different lengths since it is impossible to form a one-to-one

matching in that case.

2.4.2 Dynamic Time Warping

Dynamic Time Warping (DTW) [9] uses a dynamic programming approach to align time
series so that the distance between them is minimized. The main idea behind DTW, when
calculating the distance between two time series, is to shrink and expand different parts of the
time series to find their similarities. In this way, we do not have a one-to-one matching between
the points of the time series but a point in a time series could be matched with more points in
the other time series as shown in Figure 10. The matching between the points is made so that

the distance between the time series is minimal and represented by a warping path as shown
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DTW =
7 o \/\/\/M/\/—W\/\/\/

0 5 10 15 20 25 30 35

Figure 10: How DTW compares time se-
ries.

Figure 11: DTW warping path.

in Figure 11. The warping path represents how DTW matches the points of the time series to
identify similar sequences. To compute the DTW distance, the differences between each pair
of points in the two time series are calculated in a similarity matrix and the warping path is
computed finding the shortest path between the top left corner and the bottom right corner of
the matrix. DTW is well suited to time series as it returns a distance that is always less or

equal than the Euclidean distance; however, it also takes more time to compute.
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2.5 Clustering Prototypes

Averaging is an important technique in clustering because it provides a way to calculate the
cluster center or centroid. This is especially important in some algorithms such as K-means
clustering that use averaging to update the cluster centers at each iteration. The cluster center
is a representative point that summarizes the characteristics of the cluster, different clusters
can be classified and compared based on the similarities and differences of their centers.
Usually, the cluster center is calculated using an arithmetic mean but, since our data are time

series, this method could not be suitable.

2.5.1 DTW Barycenter Averaging

DTW Barycenter Averaging (DBA) [10] is an averaging method used to find an average
time series that minimize the DTW distance from the other time series of the cluster. DBA

consists of an iterative refinement process where at each iteration two steps are performed:

1. Compute DTW between each time series and the initial average time series to be refined,
in order to find associations between coordinates of the average time series and coordinates

of the set of time series.
2. Update each coordinate of the average time series as the barycenter (simple mean) of

coordinates associated with it during the first step.

DBA starts with an arbitrary time series as a potential average and, with this refinement

process, finds the barycenter of the set of time series using DTW.
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Figure 12: Representative time series calculated with DBA vs mean.

Since we are dealing with time series DBA is more reliable than the arithmetic mean to
compute the prototype of a cluster. Indeed, as you can see from Figure 12, the representative
time series calculated with DBA (blue lines) and the ones calculated with a simple mean (black
lines) do not differ a lot in terms of mean value but they have very different shapes. While the
black lines have almost a regular trend, the blue lines have more fluctuations that define better

the time series in the cluster.
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2.6  Clustering Algorithms

For time series data, a variety of clustering algorithms can be used, some of them are de-
signed specifically for time series while others are widely used algorithms that are also suitable
for time series. Depending on the application, these methods can be used to classify time series
according to their shape, trend, or other characteristics. The result of the clustering algorithms

is represented by labels that specify the cluster number for each time series.

2.6.1 Partitional Clustering

Partitional clustering [4] represents a type of clustering algorithm where the data is par-
titioned into a predetermined number of clusters, with each data point belonging to exactly
one cluster. In other words, partitional clustering separates the data into several distinct, non-
overlapping clusters, each of which contains a subset of the data points that are most similar to
each other. Partitional clustering algorithms are popular because they are fast, scalable, and
easy to implement. However, they have several drawbacks, including their sensitivity to centroid
initialization, the requirement to predetermine the number of clusters, and their propensity to
converge to a local optimum rather than the global optimum. The two most famous partitional

clustering algorithms are K-means and K-medoids.

2.6.1.1 K-means

K-means [15] is the most popular partitional clustering algorithm; it is widely used in many

applications. The K-means algorithm starts by initialising K data points (time series in our
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case) as cluster centers. For each data point, it finds the closest cluster center and assigns the
point to that cluster. When all the points have been assigned, the cluster centers are updated
calculating the mean of the data points of each cluster. The process is repeated until the cluster

centers are stable as explained in Algorithm 1.

input : K, number of clusters;
D, time series dataset
output: Set of K clusters

Initialization of cluster centers;
do
for each point p in D do
Find the nearest cluster center;
Assign p to the corresponding cluster;
end
Update cluster centers calculating the mean of the points in each cluster;

while cluster centers change;

Algorithm 1: Pseudocode for K-means algorithm.

The K-means algorithm may form different clusters depending on the distance metric used
to calculate the distance between two data points, the averaging method used to update the
cluster centers and the initialization of the cluster centers. Indeed, depending on the centroid
initialization, K-means could converge to a local minimum instead of finding the optimal solu-
tion. A useful technique for cluster center initialization is K-means++ [16], a simple randomized

seeding technique that can improve the accuracy of K-means and make it less sensitive to ini-
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tialization. Finally, K-means works better with convex clusters while it could return wrong

results with concentric distribution and noisy data.

2.6.1.2 K-medoids

° o
Medoid ®
® o

Figure 13: K-means vs K-medoids.

K-medoids [17] is a variant of K-means that is more robust to noises and outliers since,

instead of updating the cluster centers with the average point, it uses an actual point called

medoid to represent the cluster. The medoid is the most central point in the cluster and it has

the lowest distance from all the other points in the cluster, for these reasons it is less sensitive

to outliers than the average point calculated by K-means as shown in Figure 13. K-medoids,
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unlike K-means, always converges to the optimal solution but it is not scalable to large dataset
due to its computational complexity, since it needs to calculate the distance between each pair

of data points in the cluster to determine the medoid.

2.6.2 Hierarchical Clustering

Figure 14: Dendrogram generated by Hierarchical Agglomerative clustering.

Hierarchical clustering [5] is a type of clustering that creates a hierarchy of clusters that
can be represented by a dendrogram which is a tree-like diagram that shows the relationships
between the clusters. In particular, Agglomerative Hierarchical clustering starts with all the
data points belonging to its own cluster and, at each iteration, merges the two closest clusters

until only a desired number of clusters is reached. The dendrogram is constructed bottom-up
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by aggregating the clusters as shown in Figure 14. This type of clustering does not require
specifying in advance the number of clusters but it can be determined after the clustering by
looking at the dendrogram and choosing the desired number of clusters.

If we consider Agglomerative Hierarchical clustering, at each iteration the algorithm has to
decide which are the two closest clusters to merge. For this reason, a distance metric is used
to compute the distance between each pair of data points and, after that, a linkage function
is used to identify the two closest clusters. There are many types of linkage functions but the

most common are:

e Single linkage: The distance between two clusters is defined as the minimum distance

between a point in one cluster and a point in the other cluster.

e Complete linkage: The distance between two clusters is defined as the maximum distance

between a point in one cluster and a point in the other cluster.

e Average linkage: The distance between two clusters is defined as the mean distance be-

tween a point in one cluster and a point in the other cluster.

e Ward linkage: The distance between two clusters is defined as the sum of the squared
deviations between the centroids of the two clusters. The distance between two clusters

C1 and (5 can be described by the formula

_|Ch] % |y

A€, ) = T Gl

% ||centroid(Cy) — centroid(Cy)||? (2.2)
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where

centroid(C;) = |Cl'| * Z x (2.3)

zeC;

The last two functions could be preferred with respect to the first two since they are less sensi-
tive to noise and outliers. In particular, average linkage tends to produce convex clusters with
similar sizes and densities while ward linkage tends to produce compact and spherical clusters,
and is particularly effective when the clusters have different sizes and variances (the mean dis-

tance between time series in the same clusters is very different for each cluster).

2.6.3 Shape-based Clustering

Shape-based clustering is a technique used to group time series data based on their shape
or pattern similarity. This method compares time series according to their shapes rather than
their exact values, making it possible to spot patterns and trends that might not be obvious
through an analysis of raw data. The most representative shape-based clustering algorithm
based on time series is called K-shape.

K-shape [6] is a shape-based clustering algorithm for time series data that is invariant to scaling

and shifting. It is based on the K-means algorithm with two main differences:

e Shape-based distance: To compute the distance between two time series a shape-based
distance is used, it is bounded between 0 and 2 where 0 means perfect similarity. First, a
cross-correlation measure is computed shifting left and right a time series while keeping

the other fixed, for each shift the distance between the two time series is recorded in the
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cross-correlation sequence. The sequence is then normalized and the maximum value,
corresponding to the shift for which the two time series are more similar, is used to

calculate the final value of the shape-based distance.

e Averaging method: The centroid of each cluster is computed using the shape-based dis-
tance such that the sum of squared distances to all the other time series in the cluster is

minimized.

K-Shape is particularly well-suited for clustering time series with similar shapes but different
scales and shifts, it produces homogeneous and well-separate clusters. One potential limitation
of K-shape is that it can be computationally expensive for large datasets since, at each iteration,

it requires calculating the cross-correlation measure between each time series and the centroids.

2.6.4 Density-based Clustering

Density-based clustering [7] refers to unsupervised learning approaches that discover well-
defined clusters in the data, where a cluster in a data space is defined as a contiguous region
of high point density separated from other clusters by contiguous regions of low point density.
The data points in the separating regions of low point density that do not belong to any cluster
are typically considered outliers. Density-based clustering does not need to know in advance
the number of clusters because it will form clusters of arbitrary shapes only identifying the
regions of high point density.

Density Based Spatial Clustering of Applications with Noise (DBSCAN) [18] is the most repre-

sentative density-based clustering algorithm and also one of the first algorithms of this category.
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DBSCAN uses the concept of neighbourhood to find core points in the data, and from these it

forms the clusters. It takes two parameters as input:

[13

e “eps”’: Represent the maximum distance between two points for one to be considered in

the neighbourhood of the other.

e “min_samples”: Represent the minimum number of points in the neighbourhood of a point

to be considered as a core point.

eps=1
min_samples = 4 °

Figure 15: Core point identified by DBSCAN.

A core point is a point that has at least “min_samples” points (included itself) within a
circular area of radius “eps” as shown in Figure 15. DBSCAN forms a cluster starting from
a core point and adding to the cluster all the points in the neighbourhood of the core point,

this operation is repeated for each core point added to the cluster. In the end, the points
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not belonging to any cluster are identified as outliers so DBSCAN has the feature of outlier
detection.

DBSCAN can form clusters with arbitrary shapes and sizes depending on the values of “eps”
and “min_samples”, the choice of these parameters can have a significant impact on the result-
ing clusters. One drawback of DBSCAN is that it is not suitable for high-dimensional data
since the density of points could appear more uniform with a high number of dimensions and

make it harder to identify regions of high point density.

2.6.5 Spectral Clustering

Spectral clustering [8] is a graph-based clustering technique that performs data reduction
from a graph representation of the data and applies classical clustering algorithms to cluster

the low-dimensional data. It performs several steps:
1. Construct the similarity matrix that represents the pairwise similarity between the data
points.

2. Compute the graph Laplacian matrix, also called affinity matrix, that summarizes the

structure of the graph defined by the similarity matrix.

3. Compute the eigenvectors and eigenvalues of the affinity matrix to obtain a low-dimensional

representation of the data.

4. Assign labels to the reduced data using a classical clustering algorithm.
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The affinity matrix is usually computed using the K-nearest neighbours method that connects
two points in the graph only if they are in the K-nearest points of each other.

There are three main methods to assign labels:

e K-means: Use the K-means algorithm to cluster the reduced data.

e Discretize [19]: This approach uses normalized cuts on the graph to cluster the reduced

data.

e Cluster qr [20]: Extract clusters directly from the eigenvectors.

Spectral clustering is able to handle non-linearly separable data and discover clusters of ar-
bitrary shapes but it is also very suitable for high-dimensional data since it performs data
reduction before clustering. However, it can be computationally expensive and requires speci-

fying the number of clusters upfront.
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2.7 Evaluation Metrics

Clustering evaluation metrics are used to assess the quality of the clustering results. There

are two categories of evaluation metrics:

e External metrics: Used when the true labels of the data are available, these metrics
compare the true labels with the predicted labels to provide a score of the accuracy of

the resulting clusters.

e Internal metrics: Used when the true labels of the data are not available, these metrics

evaluate the quality of the clustering without any additional information.

Since, in this work, the true labels are not available, only internal metrics can be applied to
assess the quality of the clusters. These metrics use different distance measures to calculate how
similar data in the same cluster and how different data in different clusters are. As reported
in Understanding of Internal Clustering Validation Measures [21], the most used and reliable
internal evaluation metrics are the Calinski-Harabasz index, I index, Dunn’s index, Silhouette

index, Davies-Bouldin index, Xie-Beni index, SD validity index and S_Dbw validity index.

2.7.1 Silhouette Index

The Silhouette index [11] is one of the most famous internal evaluation metrics. It measures
the closeness of points in the same cluster compared to the distance of points of different

clusters. This index consists of two parts:

Wa? .,

e “a”: The mean distance between a point and all the other points in the same cluster.
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e “b”: The mean distance between a point and all other points in the nearest cluster.

For each data point, the formulation of the Silhouette is as follows

b—a

5= an(ab) (2.4)

The final score is obtained by calculating the mean of the Silhouette score of all the points. The
Silhouette score can be calculated using any distance metric; it ranges between -1 and 1 where 1

means dense and well-separated clusters and -1 means that the points are in the wrong clusters.



31

2.8 Hyperparameter Tuning

Hyperparameter tuning consists of selecting the best set of hyperparameters for a machine
learning model to optimize the performance of the model. While parameters are variables that
are learned from the data during the training, hyperparameters are set before the training rather
than being learned from the data. To tune the hyperparameters it is necessary to try different
combinations and evaluate the performance of the model using a loss function to minimize or
maximize.

There are different types of hyperparameter tuning:

e Manual search: Try a combination of hyperparameters and manually define the next

combination based on the results of the previous one. This approach is time-consuming.

e Grid search: Try all possible combinations of hyperparameters. This approach is imprac-

tical when the number of possible combinations is high.

e Random search: Try random combinations of hyperparameters. This approach is feasible

but could not give a good set of hyperparameters.

e Bayesian tuning: Utilize Bayesian principles to iterate through different combinations of

hyperparameters to find the best result.

Hyperparameter tuning is an important step in building a machine learning model since the
choice of hyperparameters can significantly impact the performance of the model. A model

with the right combination of hyperparameters can lead to better performance and faster con-



vergence.

2.8.1 Bayesian tuning

New combination of

hyperparameters
H Objective function
yperparameters
optimization by
TPE Machine learning model
Results

Loss function
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hyperparameters

Best combination of
hyperparameters

Experimental
history

Figure 16: Bayesian tuning process.
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Bayesian tuning is a hyperparameter tuning technique that allows finding quickly one of
the best sets of hyperparameters without trying all the possible combinations. One of the
frameworks that implement Bayesian tuning is Hyperopt [22], a Sequential Model-Based Op-
timization (SMBO) approach that constructs a model to approximate the performance of the
hyperparameters calculated by an objective function. The objective function maps a combi-
nation of hyperparameters to a clustering objective by training the model and evaluating the
result using a loss function. The optimization procedure is based on the Tree of Parzen Estima-
tors (TPE), a Hyperparameter Optimization Algorithm (HOA) that takes as input the search
space of the hyperparameters and the experimental history, and returns which configuration of
hyperparameters to try next. With the Bayesian tuning, we try to minimize the loss function
by applying to the objective function different combinations of hyperparameters suggested by
TPE. The whole process is shown in Figure 16 and, in the end, the best combination of hyper-

parameters is the one associated with the minimum value of the loss function.



CHAPTER 3

RELATED WORK

The field of time series clustering is very broad and many different approaches have been
defined over the last decades. An important consideration about time series clustering that is
confirmed in A benchmark study on time series clustering [2] is that no single method performs
better for all types of datasets, but the right approach depends on the data. Indeed, the task
that we would like to accomplish in this work is very domain-specific and strongly depends
on the nature of the data. The existing literature mainly refers to general approaches that
solve the problem of time series clustering, while only a few works deal with academic data. In
this chapter, we present some works related to specific parts of time series clustering that are
also used in our work. We start talking about DTW in Section 3.1 and, after that, we discuss
constrained clustering algorithms in Section 3.2, which follow an approach similar to what we

present in “density-based clustering with feature reduction” (Section 5.3).

34
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3.1 Dynamic Time Warping

In this section, we discuss DTW, the most important distance metric for time series. The
main advantage of DTW is that it can expand and shrink time series while comparing them
to match similar sequences. This feature makes DTW very effective for time series clustering
but its computation has quadratic time and space, so it is limited to relatively small datasets.
To sidestep this problem, FastDTW [23] was developed. This method computes an approxi-
mation of the optimal warping path of DTW but with linear time and space complexities. To
make this approximation, multiple time series are reduced to a lower dimension. After that,
a warping path is computed at the lower dimension which is used as an initial guess to find
the warping path at a higher dimension. The process is repeated until a warping path for the
original dimension of the time series is found.

When computing the warping path, DTW could encounter a point where two sub-paths pro-
duce the same distance. When this happens, the algorithm randomly chooses which path to
take. In the end, this random choice could lead to a sub-optimal warping path. To resolve this
issue, a modification of DTW is proposed in Modified Dynamic Time Warping for Hierarchical
Clustering [24]; it allows finding the shortest path when equivalent values are encountered in
the similarity matrix during the computation of the warping path.

Another disadvantage of DTW is pathological alignments that occur when a single point in a
time series is matched with a large subsection of another time series; this could lead to incorrect
distance values. Many solutions have been proposed for this problem, and the most effective

one is LDTW [25], a variant of DTW that sets a limit on the length of the warping path. With
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this simple constraint, LDTW can alleviate the problem of pathological alignments while still
allowing the algorithm to find an optimal match between the time series. This algorithm, in-
stead of imposing a strict local constraint on the number of points a point can link to, imposes a
softer global constraint that maintains the flexibility of DTW. Another more complex approach
is ACDTW [26], which uses two adaptive penalty functions when calculating the warping path.
These penalty functions not only resolve the problem of pathological alignments but also allow
for a more accurate calculation of the distance between two time series while finding the op-
timal warping path. Moreover, ACDTW reduces the over-stretching and over-compression of
the time series while also avoiding excessive many-to-one or one-to-many matching resulting in

a more accurate distance value.
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3.2 Constrained clustering

Constrained clustering exploits user-specified constraints to improve clustering accuracy.
By incorporating this additional information, the clustering algorithm may prevent incorrect
clustering that could result from the intrinsic characteristics of the data. Constraint-based clus-
tering can also enhance the interpretability of the clustering results by enforcing prior knowledge
or domain expertise into the clustering process.

Data Clustering with Cluster Size Constraints Using a Modified K-Means Algorithm [27] de-
fined a constrained clustering algorithm that creates clusters of predefined size. In that paper, a
modified version of the K-means algorithm integrates the constraints on the size of the clusters.
That algorithm uses prior knowledge to initialize the centroids, thereby reducing the probabil-
ity of converging on a local minimum. Moreover, each point is assigned to the closest cluster
center until the size of the cluster is lower or equal to the specified size; otherwise, the point is
assigned to the next closest cluster center. This algorithm can satisfy one of the constraints of
our task, which is to form clusters of specified dimensions, but it requires prior knowledge to
form good clustering and it is not suitable for time series data.

Another type of constraint that could be given as additional information for clustering is
instance-level constraints. These are pairwise constraints of two types: must-link constraints,
which express that two points should be in the same cluster, and cannot-link constraints, which
express that two points should not be in the same cluster. This information is exploited by con-
strained K-means [28], a modified version of the K-means algorithm that takes as input a set of

must-link and cannot-link constraints and returns a clustering that satisfies all the constraints.
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The main modification of the original algorithm is that it ensures that all the constraints are
satisfied when updating the cluster assignments. This algorithm was recently outperformed
by Improved Constrained K-Means Algorithm for Clustering with Domain Knowledge [29], an
improved version of constrained K-means that first uses only must-link constraints to form
the initial clusters. Subsequently, this method integrates cannot-link constraints assigning the
remaining data points to the existing clusters. The improved constrained K-means method
outperforms the traditional K-means as well as the previous constrained K-means [28].

The same approach of constrained K-means is applied for time series data in COBRAST® [30]

STS interactively queries

that also integrates some aspects of interactive clustering. COBRA
the user while performing the clustering to obtain must-link and cannot-link constraints. It
uses these constraints to guide the clustering using spectral clustering with DTW or K-shape.
COBRAST® has shown that a small amount of supervision queries could improve the results
of the clustering. Indeed, COBRAS™® has outperformed unsupervised and previous semi-
supervised algorithms [28; 29]. It could be very useful to apply this approach to our task, but

it can not guarantee that the size of the resulting clusters matches our goal, and it requires an

expert to answer the queries.



CHAPTER 4

DATA PREPARATION

4.1 Data Creation

Data creation refers to the process of generating structured data that can be analyzed, in-
terpreted and used to gain insights or solve problems. To guarantee that the data is accurate,
dependable, and consistent the quality of data creation is crucial. This is significant because
inaccurate conclusions and poor decision-making can result from data of poor quality. To en-
sure that the data are of high quality and pertinent to the topic at hand, data creation must
be done meticulously and systematically.

For this work, the data creation was partially already done previously by Ishan Choudhary who
has previously worked on the project. Our contribution has been to review and enhance the
data creation process. Moreover, we have implemented new features to make the process more
reliable and accurate. These features allow us to create different types of data depending on

the needs at hand.

4.1.1 Raw Data

We have created the time series needed for the analysis starting from the grades provided
by the diocese in CSV format and then stored in a Pandas dataframe. Each row of the file

corresponds to a single grade with the following attributes:

39
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e “person_number”: The unique code associated with each student.

e “academic_year”: The academic year of the grade, in our case all the grades in the file

refer to the academic year 2021/2022.

e “course_category”: The topic of the grade, can be one of [““SOC”, “ENG”, “OTR”, “SCI”,

“LAN?? , “MTH” , 6Lnan7? ] .

e ‘“course_level”: The level associated with the grade, can be one of [“REG”, “HON”,

“MOD”].
e “assignment_date”: The week number of the grade, ranges from 1 to 53.

e ‘“assignment_type”: The type of the grade, can be one of [“OTHR”, “TEST”, “HOME”,

“QUIZ”, “EXAM”].
e “point_range”: The weight of the grade, ranges from 15 to 300.
e “score”: The alphabetic score of the grade, ranges from F to A+.

e “location_id”: The id of the school, is not useful for the analysis.

The total number of students with at least one grade is 541. In Table I you can see an example

of a portion of the data provided by the Diocese.

TABLE I: RAW DATA

person_number | academic_year | assignment_date | assignment_type | point_range | score
1 2122 27 OTHR 15 A+
2 2122 30 OTHR 50 B
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4.1.2 Time Series with the Same Length

In this section, we present the process to create time series with the same length that will
be used for “classical clustering algorithms” (Section 5.2) and “density-based clustering with

feature reduction” (Section 5.3).

4.1.2.1 Old Data Creation Process

The data creation that was previously done is the following:

1. Delete all the rows with a missing value for the “score” attribute.
2. Translate the alphabetic score to a numeric score from 0 (F) to 12 (A+).

3. Calculate the normalized score by multiplying each numeric grade by its “point_range”

to weights different grades with different point ranges.

4. For each student, course category and week, calculate the final score as a weighted average

(sum of normalized scores divided by the sum of the point ranges).

5. Select all the rows with “assignment_date” between 34 and 47 corresponding to the fall

semester.

6. For each student and week, calculate the mean of the final scores of the different course

categories.
7. For each student, create a time series with the final scores (one for each week).

8. Interpolate the missing values (corresponding to students that have no grades in a specific

week) with the linear interpolation.
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4.1.2.2 New Features

To make the process more accurate, we have applied data analysis to decide which data are
useful and which are not for our task.
The “assignment_date” is referred to the week number of the year in the raw data but usually,
the schools use the week number referred to the academic year (for instance Weeks 1, 2 and 3 of
the Fall semester are reported as Weeks 34, 35 and 36 of the year). To address this problem, we
have refined the week number according to the academic year (the first week of the academic
year will be Week 1). After that, we deleted all the rows with a missing value for the “score”
attribute (invalid grades). We have calculated some statistics to decide which weeks to consider
for the analysis. In particular, we have calculated the number of grades per week (Figure 17)

and the number of students with at least one grade per week (Figure 18).

500 -

Number of students

Number of grades

100 +

20 30 50
Week

Figure 18: Number of students with at

Figure 17: Number of grades per week.
least one grade per week.
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As you can see in Figure 17 and Figure 18, four different periods can be clearly identified:

e Fall semester: From Week 1 to Week 17, Thanksgiving could be Week 14.

Christmas break: Weeks 18, 19 and 20.

e Spring semester: From Week 21 to Week 43, Spring Break could be Week 36.

Summer break: From Week 44 to Week 53.

The grades submitted during the Christmas break could be associated with the Fall semester
but entered late by professors; for this reason, it could be useful to move them to the last week
of the fall semester. On the contrary, the grades corresponding to the Summer break could be
referred to few students taking classes during summer, so they are not useful for our analysis.
Anyway, during the data creation process, there is the possibility to generate the time series
for the whole year or to specify an interval of weeks to consider.

Another special case is students that have grades with “MOD” as “course_level”, this indicates
that a course’s content is below grade level for the students enrolled. As we have learned from
a psychologist, they have a higher probability to be affected by emotional issues. We have
calculated that the percentage of “MOD” grades is about 3% over the total number of grades.
Only 82 students over 541 have received at least one “MOD” grade (but these students have
also received non “MOD” grades). For these reasons, during the data creation process, there
is the possibility to include or not the “MOD” grades.

The last variable that can be chosen during the data creation process is the possibility of

creating time series for a specific topic or for all the topics together. Figure 19 shows the
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percentage of grades belonging to each topic, the topic “nan” is referred to “MOD” grades

discussed previously.

OTR

Figure 19: Distribution of grades per topic.

4.1.2.3 New Data Creation Process

With the previous enhancements the new data creation process is the following:

1. Redefine the week number according to the academic year as opposed to the calendar
year.

2. Delete all the rows with a missing value for the “score” attribute from the CSV file.

3. Translate the alphabetic score to a numeric score from 0 (F) to 12 (A+).
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4. Calculate the normalized score by multiplying each numeric grade by its “point_range”

to weights different grades with different point ranges.

normalized_score = numeric_score x point_range

5. If the “MOD” flag is disabled, delete all the “MOD” grades.

(4.1)

6. For each student, course category and week, calculate the final score as a weighted average

(sum of normalized scores divided by the sum of the point ranges). A few rows of the

result are shown in Table II.

final_score =

> normalized_score

> point_range

TABLE II: DATAFRAME WITH FINAL SCORES

Person Number

Academic Year

Course Category

Assignment Date

Final Score

—_ e =

2122
2122
2122
2122
2122

OTR
OTR
OTR
OTR
OTR

1

U= W N

12
8.647058824
11.65384615

5.23943662
2.131147541
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7. Filter weeks moving grades from the Christmas or Spring break in a previous week that

has enough grades. This is done to minimize the missing values, as explained in Algorithm

2.

input : Dataframe with all the weeks
output: Dataframe with filtered weeks only

accepted_weeks = [|;

high_threshold = 0.9 * number_of_students;

low_threshold = 0.1 * number_of_students;

for ¢ + each week of the year do

if students_per_week [i] > high_threshold then

Add i to accepted_weeks;

last_accepted_week = i;

else if ¢+ — 1 in accepted_weeks then

if students_per_week [i] > low_threshold then
Add i to accepted_weeks;
time_series_dataframe ["assignment_date”| = last_accepted_week;

end

end
time_series_dataframe <— time_series_dataframe where “assignment_date” is in
accepted_weeks;

Algorithm 2: Pseudocode to filter weeks.

8. If specified, select all the rows with “assignment_date” within a specific interval.
9. If specified, select all the rows with “course_category” belonging to a specific topic.
10. For each student, calculate the mean of the final scores of each week.

11. For each student, create a time series with the final scores (one for each week).



TABLE III: DATAFRAME WITH TIME SERIES BEFORE INTERPOLATION

47

Person Number 0 1 2 3 4 5 6 7 8
1 4.5 | 3.334 12 6.174 | 2.335 | 6.677 | 3.303 | 2.821 | 4.889
2 11.5 | 11.692 | 8.56 | 11.394 | 9.358 | 8.869 | 10.427 | 3.917 | 4.259
3 12 9.308 | 11.576 | 5.417 0
4 7.5 | 10.482 | 8.494 | 4.936 | 3.178 | 9.81 6.09 4.52 | 8.733
5 10.8 | 3.556 | 6.921 | 3.047 | 2.588 | 5.32 | 3.709 | 7.162 | 2.067

To filter the weeks in Step 7 we could also have filtered the weeks manually but, in this way,

we are trying to create a framework reusable in the next years with other academic data. With

this data creation process, the aim is not to lose data and to create time series with only a few

missing values to interpolate.

If we consider the whole academic year, at this point of the data creation process the

dataframe contains 539 time series corresponding to 539 different students. Each of them is

made of 35 values corresponding to the final scores of the weeks. The time series created may

contain missing values because some students may have not received grades for certain weeks.

You can see an example in Row 3 of Table III where there are missing values for Weeks 5 to 8.
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Figure 20: Number of missing values per Figure 21: Number of missing values per
student. week.

To analyse better how the missing values are distributed, Figure 20 shows the number of
missing values for each student; Figure 21 shows the number of missing values for each week.
As you can see there are 419 missing values (around 0.8 missing values per time series) with a
few students containing a lot of missing values. Since the interpolation works well with only a
few missing values, the students with more than 25% of missing values are discarded. These
students must be treated as special cases and analyzed separately. In this way, we obtain 518
time series. After the deletions, there are only 55 missing values remaining in the time series
(around 0.1 missing values per time series) distributed over the weeks of the academic year.
At this point, there are a few missing values remaining so interpolation can be applied to the
time series to fill all of them. Since there are a lot of different types of interpolation, a specific
analysis must be done to discover which method is the best one for our task. You can find this

analysis in Section 4.1.2.4.
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For the experiments, we decided to use grades referred to the whole year and for all the topics
("MOD” grades included). In the end, we obtained 518 time series, one for each student, each
of them made of 35 data points (corresponding to 35 weeks). Each data point is the mean of
all the grades received by the student in that week. These time series have all the same length
and no missing values, so they are appropriate to be used with “classical clustering algorithms”
(Section 5.2) and “density-based clustering with feature reduction” (Section 5.3) that require

these characteristics of input data.

4.1.2.4 Interpolation Evaluation

Given the need to fill in the remaining missing values, it is necessary to employ interpolation.
The “interpolate” function of Pandas dataframe [13] provides a variety of interpolation methods,
as well as other parameters that may influence the accuracy of the interpolation process. The

most important parameters selected for the evaluation are the following:

e “method”: The Interpolation technique to use. Possible values are [“linear”, “pad”,
“backfill”, “index”, “nearest”, “zero”, “slinear”, “quadratic”, “cubic”, “barycentric”,
“spline”, “polynomial”, “krogh”, “piecewise_polynomial”, “pchip”, “akima”, “cubicspline”,
“from_derivatives”].

e “order”: The order of the interpolation, needed only for “spline” and “polynomial” meth-

ods.

e “axis”: The axis to interpolate along. “0” to interpolate over rows (vertical interpolation)

or “1” to interpolate over columns (horizontal interpolation).
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e “limit_area”: The restriction on how to fill missing values. “None” means no restriction

or “inside” to interpolate only missing values surrounded by valid values.

e “limit_direction”: The direction where to fill consecutive missing values. Possible values

are [“forward”, “backward”, “both”].
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Figure 22: Interpolation evaluation process.

Since the number of possible parameters is reasonable, a grid search can be applied to
evaluate all the possible combinations. To evaluate each combination the idea is to construct a
ground truth of time series without missing values. From the ground truth, we want to create
some time series with missing values to interpolate. In this way, we can evaluate the accuracy

of the interpolation by comparing the interpolated time series and the ground truth as shown
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in Figure 22.

The process starts from the time series with missing values and performs several steps:

10 1

Number of missing values
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Week

Figure 23: Number of missing values per week.

1. Calculate the number of missing values remaining per week as shown in Figure 23. The
total number of missing values is 55 distributed over 36 time series (the other time series
do not contain missing values). We can calculate the average number of missing values in
the time series with at least one missing value that we will use later (1.53 missing values

per time series).

2. Since we want to construct a ground truth, all the time series with missing values are

dropped. The remaining 482 time series are complete and these will be our ground truth.
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3. From the ground truth we create the time series to interpolate by inserting missing values
with the same distribution (Figure 23) and probability (1.53 missing values per time

series) of the original time series.

4. Now it is possible to interpolate these newly created time series using all different combi-

nations of parameters specified before.

5. Finally, we evaluate the interpolation by calculating the mean squared error (MSE) be-

tween the interpolated time series and the ground truth.
6. Since the interpolation could not fill in all the missing values, we calculate also how many

time series still have missing values.

The ideal interpolation method produces time series equal to the ground truth (MSE = 0)
and without missing values, indeed we do not want to drop other time series due to remaining
missing values after interpolation.

We have evaluated 248 different combinations of parameters and, in the end, the best one has
been chosen to be the one with the lowest MSE that fills all the missing values (no remaining

missing values in the interpolated time series). The best combination is the following:
e “method”: “linear” (linear interpolation)
e “axis”: 1 (interpolation along the columns of the dataframe)

e “limit_area”: “None” (no fill restrictions)

e “limit_direction”: “both” (fill missing values both forward and backward)
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This combination is not the best one in terms of MSE but it has a low error (MSE = 0.14,
best MSE = 0.09) and allows us to drop no time series after interpolation. In particular, the
most important parameter is the “limit_direction” that is set to “both”; it allows the algorithm
to interpolate missing values at the beginning and at the end of the time series that usually are
difficult to predict.

This combination of parameters is used to interpolate the original time series and create the
complete time series used for “classical clustering algorithms” and “density-based clustering

with feature reduction”.
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4.1.3 Time Series with Different Lengths

While “classical clustering algorithms” and “density-based clustering with feature reduc-
tion” will take as input time series with the same length, “clustering of time series with different
lengths” (Section 5.1) will use time series of different lengths.

The process of creating the time series with different lengths is very similar to the data creation
process described in Section 4.1.2.3. The main difference is that there is no need to filter weeks
(as explained in Algorithm 2) and to interpolate missing values (Section 4.1.2.4) because the
weeks with no grades are discarded and all the following weeks are shifted to the left. In this
way, the generated time series respects the chronological order of the grades thereby avoiding

the creation of artificial data that could be not very precise.

Grade
£
Grade
o

Week

Figure 25: Time series with grades shifted

Figure 24: Time series with missing values. to the loft.
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As one can see from Figure 24 and Figure 25, if there are missing grades for certain weeks,
the following grades are shifted to the left to create a unified time series. The time series con-
structed in this way will be shorter than the one constructed using interpolation. The length
of the final time series depends on the number of weeks without grades and so these time series
may have different lengths. The theoretical maximum length is 53 which corresponds to a time
series without missing values for each week of the year; this is very unlikely since only a few
students have classes also during summer. We have deleted the time series with a length less
than half of the maximum length (53 in this case) since it would be difficult to compare two
time series with very different lengths.

For the experiments, we decided to use grades referred to the whole year and for all the topics
("MOD” grades included). At the end of this process, we have obtained 521 time series with

lengths from 28 weeks to 46 weeks.
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4.2 Data Preprocessing

The time series created could not be suitable for clustering purposes since they are quite
long (around 35 values) and they present a lot of local fluctuations that could affect the cluster-
ing accuracy. For these reasons, two data preprocessing techniques can be applied to the time
series before inputting them to the clustering techniques presented later in Chapter 5. The idea

to apply these two techniques comes from Ishan Choudhary and Sampath Patel.

4.2.1 Data Smoothing

With the data smoothing our purpose is to flatten each time series to highlight the gen-
eral trend, discarding the local fluctuations. We have considered two different types of data

smoothing:

e Moving average (MA): Given a time series of size N and a specified parameter W (window
size) it computes the mean of the first W point of the time series; this mean will be the
first point of the smoothed time series. After that, it shifts the window of one position to
the right and computes another mean and so on. In the end, we have a smoothed time
series with size = N - W + 1. An example is shown in Figure 26 and Figure 27 where

each point of the smoothed time series is the mean of W points of the original time series.

e Exponential moving average (EMA): Given a time series of size N and a specified pa-
rameter @ (smoothing factor), for each point in the original time series it computes the

weighted mean of that point and all the previous points, applying more weight to data
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Figure 26: Unprocessed time series.
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Figure 27: Time series after moving average with W = 3.
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Figure 28: Unprocessed time series.
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Figure 29: Time series

after exponential moving average with a = 0.5.
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that is more current. If we want to create the smoothed time series y from the time series

x, we have the following formulation

Yr = (1 — ) x Y1 + a x 24[31] (4.3)

In the end, we have a smoothed time series with size = N. An example is shown in

Figure 28 and Figure 29.

If we set a too-high W or too-low « value, we could obtain a too-smoothed time series and
we could lose some important fluctuations. Possible values for W are 2 and 3 while for « are
0.5 and 0.75; the values W = 1 and a = 1 mean no data smoothing. We will evaluate values of

W and « empirically to find optimal values.

4.2.2 Delta Averaging

With the delta averaging, our purpose is to align vertically all the time series so that all
have zero mean. In this way, it is possible to differentiate them by their shape and not by
their absolute value. With this method, an ”A” student will be clustered together with a ”C”
student since we are not interested in the absolute value but only in the shape of the time series.
A possible drawback of this method is that the time series could become very similar to each
other and so more difficult to cluster. An example is shown in Figure 30 and Figure 31. We

will perform some experiments to discover if this technique is useful for our goal.
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Figure 31: Time series after delta averaging.



CHAPTER 5

METHODOLOGY

In this chapter, we present the three main approaches that we have applied to solve our
task and the metrics used to evaluate the clustering results. The goal of these approaches
is to create 3 clusters with the following distribution: 70% “stable” students, 20% “monitor”
students and 10% “critical” students. The main workflow of these approaches is the following;:
starting from the original time series (with different lengths for “clustering of time series with
different lengths”, with the same length for “classic clustering algorithms” and “density-based
clustering with feature reduction”), data preprocessing is applied. The preprocessed time series
will be given as input to the algorithms to find the label for each time series. These labels will
be used to cluster the original time series, the resulting clusters will be evaluated using ad-hoc
metrics (Section 5.4).

As you can see from Figure 32, the basic idea behind this pipeline is to preprocess the
time series before feeding them into the algorithms to facilitate the clustering. Anyway, in the
end, we seek to cluster the original time series 9in such a way that the labels generated by the
algorithms are used to cluster the original time series. The resulting clusters are evaluated in

terms of size and quality.
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Figure 32: Main workflow.

5.1 Clustering of Time Series with Different Lengths

The first approach applied to our goal is the “clustering of time series with different lengths”,
in particular using the K-means algorithm. The choice to use time series of different lengths is
due to many reasons; first of all, some students could not have grades for a certain week because
they were absent or their grades were registered the week after. To sidestep this problem, we
decided to use only the data available without interpolating the missing values. In this way,
we are more confident about the quality of our data because all data in the time series are
derived directly from the raw data and no data is generated artificially by interpolation. The
time series used for this approach are created following the process described in Section 4.1.3.
Some experiments were performed by applying different data preprocessing techniques to the

original time series before inputting them into the K-means algorithm. In this way, we seek to
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find which preprocessing technique is the best one for our goal.

5.1.1 K-means with DTW

To cluster time series with different lengths we have used the K-means algorithm because
it allows us to specify the number of clusters to create and the distance metric to use. In
particular, we have used time series K-means, the variant of the algorithm adapted for time
series data.

In the algorithm, when a data point is selected, the distance between the data point and all
the cluster centers has to be computed to find the closest cluster center. Usually, the Euclidean
distance is used to compute the distance between two data points; it calculates the distances
between each pair of corresponding components of the data points. This formulation of the
distance supposes that the data points have the same number of components; this is not our
case since our data points are time series with different lengths. To address this problem we
used Dynamic Time Warping (DTW), a distance metric designed for time series that allows
the comparison of data points with different sizes.

DTW computes the distance between two time series, for example A and B, by aligning the
time series such that to each element of A corresponds at least an element in B. Since the time
series may have different lengths, an element of a time series could correspond to more elements
in the other time series. DTW will expand the shorter time series to match it to the longer one.
The mapping between the elements of A and B is decided such that the distance is minimized.

DTW is very suitable as distance metric for time series clustering since it can match sequences
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at different timestamps. Moreover, it is able to deal with time series of different lengths (as we

can see in Figure 33), although it can also be used for time series with the same length.
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Figure 33: DTW with time series of different lengths.

Using DTW as distance metric, we are able to apply the K-means algorithm to our time
series to form 3 clusters. Using DTW the algorithm should be able to group together the time
series with common sequences, such as big fluctuations or steep drops. There is no theoretical
assurance on the dimension of the clusters formed by K-means because we can not give such

information as an input to the algorithm. This could be a problem given our goal to constrain
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the dimension of the clusters.

5.1.2  Classify Clusters

After clustering with the K-means algorithm, the problem is to associate the clusters with
the classes that we have defined for our task (“critical”, “monitor” and “stable”). The “critical”
cluster should correspond to time series with significant fluctuations and an evident downward
trend. The “monitor” cluster should correspond to time series with a moderate downward
trend. The “stable” cluster should correspond to time series with a steady or upward trend.
We can postulate that the classes can be distinguished by an average grade of the time series
belonging to that class (“critical” will have the lowest mean grade while “stable” will have the
highest mean grade).

Since the distance between two time series is computed using DTW, the mean of the time
series in each cluster is also computed using DTW to address the problem of time series with
different lengths. To generate the time series that represent a whole cluster we have used DTW
Barycenter Averaging (DBA), the most robust averaging method based on DTW. DBA is an
averaging method used to find an average time series that minimize the DTW distance from
the other time series of the cluster.

As you can see from Figure 34, the blue time series are generated using DBA that calculates the
average of all the time series belonging to that cluster. The DBA time series will be used as the
representatives of each cluster. We could have used the cluster center computed by K-means as

the representative of each cluster, but the cluster center is calculated on the preprocessed time
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Figure 34: DBA representative for time series with different lengths.

series while we want to cluster the original time series. For this reason, we need to recalculate
the cluster centers with DBA on the original time series and use them as representatives of the
clusters.

After we calculate the representatives of all the clusters, we can simply compute, for each of
them, the mean of the points. After that, we assign the “critical” label to the cluster with the
representative with the lowest mean, the “stable” label to the cluster with the representative
with the highest mean and the “monitor” label to the remaining cluster. Then we calculate
the size of each class and compare it with the expected size. It is unlikely that the values will
match the expected dimensions because cannot give any information about the cluster size to

the algorithm. To evaluate the quality of the clusters, instead, we have developed two different



metrics discussed in Section 5.4.
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5.2 Classical Clustering Algorithms

Another approach to our problem is to cluster students using the state-of-the-art “classical
clustering algorithms” for time series. The purpose of clustering using different algorithms is
stated in the “Concluding remarks” of A benchmark study on time series clustering [2]. We
try to create different clustering, assess them and select the one that is more accurate for our
goal. Moreover, the same algorithm can be applied using different combinations of parameters
and observe how the parameters change the resulting clusters. Different kinds of clustering

algorithms should be applied to discover which one outperforms the others:

Partitional clustering: Decompose the dataset into a set of different clusters given the
number of clusters as input. K-means and K-medoids are the algorithms of this kind that

we have applied.

e Hierarchical clustering: The objective is to create a hierarchy of clusters. For this kind,

we applied Hierarchical Agglomerative clustering.

e Shape-based clustering: Cluster data together based on their shape. We applied K-shape

as Shape-based algorithm for time series.

e Density-based clustering: Cluster together regions with high data point density. DBSCAN

is the Density-based algorithm that we have used.

e Spectral clustering: Use dimensionality reduction techniques before clustering data in low

dimensional space.
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These algorithms use different distance metrics to compute the distance between data points
and, in most cases, the distance metrics can only deal with data points with the same dimen-
sion. Since our data points are time series, we used time series with the same length as input to
the algorithms. The times series are created using interpolation as explained in Section 4.1.2.3.
For each algorithm, some experiments will be performed by applying different data preprocess-
ing techniques to the original time series before inputting them into the algorithms. In this
way, we seek to find which preprocessing technique is most appropriate for our goal. If avail-

able, the variant of the algorithm adapted for time series data is used (e.g. time series K-means).

5.2.1 Partitional Clustering

Partitional clustering is the most common clustering technique. It has not been designed
to work with time series but it is also suitable for this task. Given the number of clusters K in
input, it partitions the data in K disjoint clusters such that each cluster contains at least one
point and each point belongs to one cluster. This technique allows us to specify the number
of clusters; this is an advantage for our goal since we are bound to create exactly 3 clusters.
Moreover, it is possible to specify the distance metric to use so that we can evaluate which one
is the best for our goal.

K-means and K-medoids are the most used Partitional algorithms; we tried both. The two
algorithms are very similar, they only differ in how the cluster centers are updated. In the
K-means algorithm, the cluster centers are updated calculating the mean of the points in each

cluster. In the K-medoids algorithm, the cluster centers are updated calculating the medoid of
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each cluster. The medoid is an actual point of the cluster with the minimum sum of distances to

other points in the cluster, for this reason K-medoids is more robust to outliers than K-means.

TABLE 1IV: PARTITIONAL CLUSTERING EXPERIMENTS

Algorithm | Number of clusters | Distance metric | Averaging method | Initialization
K-means 3 DTW DBA K-means+-+
K-means 3 Euclidean Mean K-means+-+

K-medoids 3 DTW DBA K-means+-+

K-medoids 3 Euclidean Mean K-means++

As we show in from Table IV, we have performed some experiments both with DTW and

Euclidean distance as distance metrics; the number of clusters is fixed at 3. In the K-means

algorithm, DBA is used as averaging method when DTW is the distance metric while a simple

mean is used as averaging method with Euclidean distance as distance metric. In K-medoids,

the medoid computation is always used as averaging method. For both algorithms, K-means+-+

(a simple randomized seeding technique that can improve the accuracy of K-means and make

it less sensitive to initialization) is used as the initialization method of the cluster centers.

We expect DTW to outperform Euclidean distance since the first has been designed specifically

to align time series that show common sequences, even if they are at different times. In this

way, it should return a lower distance than Euclidean distance that compares the time series
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without taking into account the time dimension.

5.2.2 Hierarchical Clustering

Hierarchical clustering generates a hierarchy of clusters. In particular, in this work, we have

applied a Hierarchical Agglomerative algorithm that uses a bottom-up approach to construct
the hierarchy. In the beginning, each data point is a different cluster and, at each iteration, the
two closest clusters (identified using certain criteria) are merged until there is only one cluster
left.
Before applying Hierarchical clustering we need to calculate the distance matrix that contains
the distances between each couple of data points. To compute the distance matrix we have
considered two distance metrics: Euclidean distance and DTW. After that, the linkage matrix
is computed starting from the distance matrix based on certain criteria: single, complete,
average and ward. The linkage matrix will be used by the algorithm to decide which clusters
merge at each step. One of the characteristics of Hierarchical clustering is that you do not
have to specify the number of clusters but you can extract how many clusters you need from
a so-called dendrogram. The dendrogram is a tree-like diagram that shows the relationships
between the clusters.

We have performed some experiments with this algorithm extracting always 3 clusters from
the dendrogram but changing the distance metric and the linkage criteria as you can see from
Table V. Also in this case we expect that DTW outperforms Euclidean distance as distance

metric since the first has been designed specifically for time series. Regarding linkage criteria,
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TABLE V: HIERARCHICAL CLUSTERING EXPERIMENTS

Number of clusters | Distance metric | Linkage criteria
3 DTW Single
3 DTW Complete
3 DTW Average
3 DTW Ward
3 Euclidean Single
3 Euclidean Complete
3 Euclidean Average
3 Euclidean Ward

the average and ward methods are the more promising because are less affected by noise; more-

over, they consider all the points in each cluster when merging two clusters.

5.2.3 Shape-based Clustering

Shape-based clustering relies on the idea to group together data points with the same shape
and, for this reason, it is particularly suitable for time series clustering. The most famous Shape-
based clustering algorithm is K-shape, a K-means variant that uses a Shape-based measure to
compute the distance between two time series. This measure is able to consider the shape of
the time series and recognize time series that exhibit similar sequences.

K-shape takes as input parameters only the number of clusters to produce and the time series.
For this algorithm, there are no parameters to choose so only one experiment with 3 clusters can
be performed. One characteristic of this algorithm is that it uses internally a normalized cross-

correlation measure in the Shape-based measure. The cross-correlation is able to align two time
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series thereby achieving shift-invariance; however, this method requires that the time series be
normalized (i.e., with mean = 0 and variance = 1) before giving them as input to the algorithm.
Normalizing the time series is like applying delta averaging and data smoothing together. This
could make it more difficult to cluster the time series since they become very similar to each
other as you can see in Figure 35 and Figure 36. Beyond the normalization problem, K-shape
is invariant to scaling and shifting. This could be a problem since the “critical” and “monitor”
time series have lower grades with respect to the “stable” ones so K-shape could have difficulties

distinguishing the clusters.
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Figure 35: Unprocessed time series.
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Figure 36: Normalized time series.
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5.2.4 Density-based Clustering

Density-based clustering seeks to cluster regions of high data point density that are sep-
arated by regions of low data point density. This type of clustering generates clusters with
arbitrary shapes that do not assure within-cluster similarity because it only relies on the con-
cept of density region. This type of clustering has not been designed for time series but it can
be applied to time series clustering. However, it is difficult to visualize how it works since the
dimensionality is high. The number of clusters is not needed in input because it is decided by
the algorithm.

We have applied DBSCAN, one of the most used Density-based clustering algorithms. This
algorithm relies on the concept of neighbourhood to find core points and from these points form
the clusters. The core points are defined using “eps” and “min_samples” values. By varying
these parameters we can change significantly the shape and size of the clusters. Another feature
of DBSCAN is that it is able to identify outliers during the clustering. This could be very useful
for our goal since the students that we are trying to identify could correspond to outliers.

We have performed some experiments with DBSCAN using both Euclidean distance and DTW
as distance metrics, we have also changed the values of “eps” and “min_samples” to form 3
clusters with high time series density. Also in this case, we expect DTW to outperform Eu-
clidean distance. The main problem with this algorithm is the high dimensionality of our time

series, which could make it difficult to find regions of high point density.
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5.2.5 Spectral Clustering

Spectral clustering performs data reduction before applying a clustering algorithm to the low
dimensional representation of the data to form the clusters. The low dimensional representation
is obtained by calculating the eigenvectors of the graph Laplacian matrix (affinity matrix)
derived from the similarity graph. This technique is very useful to find non-convex clusters but
it is memory and time-consuming. Nevertheless, we expect that it will perform well toward
our goal due to the high dimensionality of our data. Indeed, clustering a low-dimensional
representation would make it easier to find well-separated clusters.

We have performed some experiments with Spectral clustering to form 3 clusters. We have
applied K-nearest neighbours to construct the affinity matrix and different strategies to assign
labels in the low dimensional space as one can see in Table VI. K-means uses the K-means
algorithm to cluster the reduced data, Discretize uses normalized cuts on the graph to cluster

the reduced data while Cluster qr extracts clusters directly from the eigenvectors.

TABLE VI: SPECTRAL CLUSTERING EXPERIMENTS

Number of clusters Affinity matrix Assign labels
3 K-nearest neighbors K-means
3 K-nearest neighbors Discretize
3 K-nearest neighbors Cluster qr




75

5.2.6 Classify Clusters

After generating the cluster with one of the classical algorithms we associate the clusters

with the classes that we have defined for our task (“critical”, “monitor” and “stable”).

Figure 37: DBA representative for time series with the same length.

The same approach presented in Section 5.1.2 is applied here with DBA used to calculate
the representative of each cluster. In this case, since the time series have the same length, we
could have used a simple mean over all the time series in each cluster to calculate the repre-
sentative of the cluster. However, we decided to stick with DBA for a fair comparison of the

results obtained here with the results obtained by clustering of time series with different lengths
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(Section 5.1). As you can see from Figure 37, the blue time series are generated using DBA
which calculates the DTW average of all the time series belonging to that cluster.

When we calculate the representatives of all the clusters using DBA, we can simply compute,
for each of them, the mean of the points. After that, we can assign the “critical” label to the
cluster with the representative with the lowest mean, the “stable” label to the cluster with the
representative with the highest mean and the “monitor” label to the remaining cluster. After
we assign the classes to the clusters generated by the algorithm, we calculate the size of each
class and compare it with the desired sizes. It is unlikely that the dimensions of the clusters
will match their expected dimension because we cannot give any information about the cluster
size to the algorithm. To evaluate the quality of the clusters, we have developed two different

metrics which will be presented in Section 5.4.
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5.3 Density-based Clustering with Feature Reduction

The last approach that we present has been specifically designed for our goal. This approach
combines the idea of Spectral and Density-based clustering with hyperparameter tuning. From
Spectral clustering, it takes the idea to reduce the dimensionality of the data before inputting
them into a clustering algorithm. The data reduction in this case is performed with Principal
Component Analysis (PCA). The link with Density-based clustering is because DBSCAN is used
as clustering algorithm. Indeed, DBSCAN can identify outliers and it is the only algorithm
for which we can tune the input parameters (“eps” and “min_samples”) to force the size of the

resulting clusters.
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Figure 38: Density-based Clustering with Feature Reduction.
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Figure 38 shows the same model applied twice, the first one to identify “critical” time
series and the second one to identify “monitor” time series. The model is made of three main

components:

e PCA: Feature reduction technique used to downscale the time series to a lower dimension.

e DBSCAN: Density-based clustering algorithm used to cluster the low dimensional data

points through outlier detection.

e Bayesian Tuning: The whole process is encapsulated inside an optimizer that uses Bayesian

principles to tune the hyperparameters to reach the desired cluster size.

The major constraints for our goal are finding time series with big fluctuations and descending
trends and the size of the resulting cluster. The first constraint is resolved using DBSCAN to
identify outliers in the data points. The second is accomplished by performing fine-tuning on
the hyperparameters of the model. This tuning process is feasible due to PCA which reduces

the dimensionality of the data and makes the clustering phase quick.

5.3.1 Principal Component Analysis

PCA is a dimensionality reduction technique that is able to extract information from a high-
dimensional space by projecting it into a low-dimensional sub-space. PCA breaks down the data
into principal components that hold most of the variance (information) of the data. For this
reason, it is important to apply normalization (mean = 0 and variance = 1) before performing

PCA. Each principal component represents a percentage of the total variation captured from the
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data. We can represent the original data by considering only the first N principal components
that hold the major part of the information.

The main reason to apply a data reduction technique in this context is to make the time series
more suitable for clustering. Moreover, the clustering applied to low-dimensional data is much
faster than applied to the original data. In this way, it is feasible to use a Bayesian tuning that

repeats the clustering phase multiple times to find the best combination of hyperparameters.
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Figure 39: Evaluation of data preprocessing with PCA.

An important step is to decide the number of principal components that will represent the
low-dimensional data. We want that our reduced data have low dimensionality to speed up the
clustering phase and allow us to tune the hyperparameters. At the same time, the percentage

of variance in the reduced data should be high enough to ensure a good clustering quality. To
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make this decision, in Figure 39 we show the percentage of variance contained in the reduced
data with respect to the number of principal components considered. Each line represents a
different data preprocessing technique applied to the time series.

As shown in Figure 39, if we apply delta averaging (red line) to the time series we lose variance
in the first principal components with respect to the original time series (green line) without
data preprocessing. However, if we apply data smoothing the percentage of variance in the first
principal components increases. For these reasons, a good choice for the number of principal
components could be between 2 and 5 (or more) to ensure a percentage of variance higher than

60% applying data smoothing to the data.

5.3.2 Density-based Clustering for Outlier Detection

After applying PCA, the time series has been transformed into low-dimensional points that
can be more easily clustered using classical clustering algorithms. If we apply PCA with only 2
components to the original time series we obtain a dataset of two-dimensional points that can
be represented on a Cartesian plane as shown in Figure 40.

Figure 40 shows the distribution of the data in two dimensions making it possible to identify
a region of high-density points surrounded by other points that can be identified as outliers.
The motivation for using Density-based clustering and, in particular, DBSCAN comes from
the distribution of the data. With DBSCAN our aim is to identify 2 clusters, one big cluster
that encloses the high-density region and another cluster of the remaining outliers. DBSCAN

is really suitable in this situation since it is able to identify outliers while clustering the data.
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series.

parameters “eps” and “min_samples that are used to determine the core points.
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Moreover, we can change the size and the shape of the generated clusters by changing the

Since the principal components of PCA capture most of the variance, the time series with
similar trends will be placed closer in the low dimension while different time series (such as
with big fluctuations or descending trends) will be placed more spaced out. If we translate
this characteristic to the distribution of the data shown in Figure 40, we can assume that the
high-density region is made of time series that should not be flagged because they are very
similar to each other. On the contrary, outliers are points differing from the others, meaning
that they could represent time series with big fluctuations or descending trends that we want

to flag. The problem of flagging “critical” and “monitor” time series becomes finding the right
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amount of outliers using DBSCAN on low-dimensional data.

5.3.3 Bayesian Tuning

The most challenging constraint in this work is to form clusters with a specific size, which
means that we have to find a way to decide the dimension of the clusters and not leave the
decision to the clustering algorithm. For this purpose, DBSCAN is the most suitable clustering
algorithm because it has two parameters (“eps” and “min_samples”) that control the number
and the size of the resulting clusters. The other algorithms presented in Section 5.2 do not have
this important feature.

To form clusters with specific sizes we need to tune the two parameters of DBSCAN but also
the number of principal components to consider for PCA. We have noticed that, if we fix the
number of components of PCA, it could be difficult to find the right size of the clusters. To tune
these hyperparameters a grid search is unfeasible since the combination of the hyperparameters
is too high; moreover, a random search is not reliable.

To optimize hyperparameters we have used Bayesian tuning, which constructs a model to
approximate the performance of the hyperparameters. Through an objective function, the
model maps a combination of hyperparameters to a loss function that we would like to optimize
(in our case the size of the clusters). The hyperparameters that we want to optimize are the

following:

e Number of components of PCA: This will determine the size of the low-dimensional data.

Possible values are from 2 to 5.
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e “eps”: Parameter of DBSCAN that represents the maximum distance between two points
for one to be considered in the neighbourhood of the other. The range of possible values

depends on the experiment but usually falls between 0.5 and 5.

e “min_samples”: Parameter of DBSCAN that represents the number of samples in the
neighbourhood of a point to be considered a core point. The range of possible values

depends on the experiment but usually falls between 2 and 20.

The model, at each step, takes as input the search space of the hyperparameters and the
experimental history, and returns which set of hyperparameters to try next. In this way, the
objective function is executed a few times until the loss function is minimized. This process
is feasible due to the low dimensionality of the data which makes the clustering quick. If we
had applied Bayesian tuning on the time series without data reduction, it would have been
unfeasible due to the time taken by computing the objective function. Moreover, DBSCAN
could struggle to form good clusters due to the high dimensionality. The operations performed
in the objective function are explained in Algorithm 3.

In the objective function we are evaluating if, given a set of hyperparameters, we can form
two clusters, one with high density and one with the outliers. In that case, we calculate the
difference between the size of the outliers and the desired size that represents our loss function.
Note that, if the desired size is greater than the actual size of the outliers, the loss function is
maximized (return infinite) since we want the size of the outliers to be greater or equal to the

desired size.
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input : Original time series, percentage of outliers to find, hyperparameters
output: Original time series corresponding to outliers

Apply data preprocessing techniques to time_series;

Normalize the values of time_series;

Apply PCA given number_of_components;

Apply DBSCAN to the low-dimensional data given eps and min_samples;
if number of clusters == 2 then

target = number of time_series * percentage_outliers;
if target > number of outliers then
‘ return inf;
else
‘ return number of outliers — target;
end
else
‘ return inf;
end

Algorithm 3: Pseudocode of the objective function.
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To discern between “critical” and “monitor” students the whole tuning process is repeated
two times. The first one to identify at least 10% of points as outliers that correspond to “crit-
ical” students (Figure 41). After that we calculate the exact number of “critical” time series
identified and the process is done again to identify at least other 20% of points as outliers
(Figure 42). In this way, we are enlarging the cluster of outliers to identify also the “monitor”
students. The green cluster of Figure 42 contains both “critical” and “monitor” time series so,
from these, we delete the “critical” time series flagged before and we obtain the “monitor” time
series that are at least 20% over the total. In (Figure 43) you can see the final clustering of
reduced data. This technique can be adapted to every percentage of “critical” and “monitor”

students that we want to flag and could be also extended to more classes.
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5.4 Evaluation Metrics

To evaluate the resulting clusters we are only allowed to use internal metrics since we do
not have the true labels of the data. The internal metrics evaluate if the clusters are dense
and well-separated. These characteristics are not suited to our goal since we seek to form 3
clusters, two of which will not be dense and well-separated. Indeed, the “critical” and “monitor”
clusters will be made of time series very different from each other because students could show
big fluctuations or descending sequences at different times during the year.

Among the internal metrics, we have considered only the Silhouette score for our analysis since
it is simple and bounded. In this way, we can compare our results with a well-known metric.
The Silhouette is composed of two scores, the closeness of points in the same cluster and the
distance of points of different clusters; both values are computed using DTW as distance metric
because it is suitable for time series. The Silhouette score is bounded between -1 for incorrect
clustering and +1 for highly dense clustering; we can know how good is our clustering by
evaluating how close is the score to 1.

Since classical internal metrics are not suitable for our task, we have developed two other metrics

to evaluate the quality of the clusters:

1. Cohesion and Coupling: For each data point, we calculate the distance between the point
and the other points in the same cluster (Cohesion within clusters) and the distance
between the point and the points in the other two clusters (Coupling among clusters).
After that, we calculate the mean of Cohesion and Coupling of each point in the same

cluster and we obtain the Cohesion and Coupling for each cluster. In the end, we make



87

the reciprocal to obtain the final Cohesion and Coupling for each cluster as explained in
Algorithm 4. Since this computation could be expensive in time we have used FastDTW
[23] as distance metric, an approximated version of DTW that has linear complexity in

time and space.

input : Time series and labels of the clustering
output: Cohesion and Coupling score for each cluster

Cohesion = [];
Coupling = [J;
for | < each different label do
X =;
Y = [J; for i < from 0 to length(time_series)-1 do

if labels [i] == [ then
for j < from i to length(time_series) do

if labels [j] == [ then
‘ Append to X FastDTW (time_series [i], time_series [j]);
end
end

for j « from 0 to length(time_series) do
if labels [j] ! = [ then

‘ Append to Y FastDTW time_series [i], time_series [j]);
end

end
end

end

Append to Cohesion the mean of X;
Append to Coupling the mean of Y;
end

Cohesion = 1/Cohesion;

Coupling = 1/Coupling;

Algorithm 4: Pseudocode to calculate Cohesion and Coupling.
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The idea behind this metric is very similar to Silhouette. Indeed, Cohesion represents the
closeness of points in the same cluster, so we want it to be high (i.e., with low distances).
Coupling represents the distance of points of different clusters, so we want it to be low
(i.e., with high distances). In the end, we will have six scores, two scores for each cluster.
For Cohesion, we expect that the “critical” cluster has the lowest score because it should
be made of time series very different from each other. The “stable” cluster, instead, should
have the highest score since it is made of similar time series. For Coupling, we expect
that the “monitor” cluster has the highest score since it should be made of time series in
the middle between “critical” and “stable”. Instead, the other two clusters should have a

lower score since they are made of time series different from the other clusters.

. Time Series Accuracy: Since our goal is to identify time series with big fluctuations and
descending trends, we need to find a way to verify if the “critical” and “monitor” time
series that we are flagging have these characteristics. The idea is to find algorithmically
the time series that we would like to flag and verify if these time series are present in the
“critical” and “monitor” clusters that the algorithm has formed. First of all, we calculate
the number of time series present in the “critical” and “monitor” clusters (N for example).
After that, we calculate, for each time series, a number that depends on the characteristics
that we want to evaluate (e.g. big fluctuations or descending trends). We sort the time
series based on the numbers calculated and we check how many of the first N time series
are present in the “critical” or “monitor” cluster. This measure is highly affected by the

size of the “critical” and “monitor” clusters. Indeed, if they contain a lot of time series,
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it is easier for the time series that we want to flag to be present in these clusters. We aim

to obtain a high Time Series Accuracy while controlling the size of the clusters.
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To find the time series with big fluctuations we calculate, for each time series, the sum of
the differences between two consecutive points A and B if B < A. After that, we calculate
if the time series with the highest sums are present in the “critical” or “monitor” cluster
and we obtain the “fluctuations accuracy” (FA). In this way, we want to identify time
series with big fluctuations and steep drops as shown in Figure 44.

To find the time series with decreasing trend we calculate, for each time series, the mean
of the values of the time series. After that, we calculate if the time series with the lowest
means are present in the “critical” or “monitor” cluster and we obtain the “descending
accuracy” (DA). In this way, we want to identify time series with an overall descending

trend as shown in Figure 45.



CHAPTER 6

RESULTS

In this chapter, we present the results of the experiments performed on our three tech-
niques. In particular, “clustering of time series with different lengths” and “classic clustering
algorithms” will be used as a baseline (Section 6.2) while “density-based clustering with feature
reduction” is the final model that we really want to evaluate (Section 6.3). Our goal is to
achieve a Time Series accuracy similar to the baseline while controlling the size of the clusters.
For each technique, we have performed different experiments using different combinations of
parameters specific to the algorithm used. To compare these techniques we have evaluated

different aspects:

e Size of the clusters: We compute the size of the “critical” and “monitor” clusters to

compare them with the expected values.

e Cohesion and Coupling: We compute the Cohesion and Coupling values for each cluster.

We want Cohesion to be high while Coupling to be low.

e Time Series Accuracy: For each clustering, we compute the “fluctuations accuracy” (FA)
and “descending accuracy” (DA) to assess the quality of the clusters. We want both

values to be close to 1.

e Silhouette: For each clustering, we compute the Silhouette score even if this metric may

or may not be suitable for our task. We want it to be close to 1.

91
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e Runtime: For each clustering, we compute the runtime of the algorithm. This measure is

not really fundamental but it could give an idea of the time needed to produce the results.

Our goal is quite ambitious since our time series are quite long and potentially include multiple
fluctuations. Our algorithms are challenged to form dense and well-separated clusters. More-
over, the sequences that we want to identify (e.g. big fluctuation and descending trends) could
appear at different locations in the time series so it could be not very easy to cluster these time

series.
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6.1 Data preprocessing evaluation

To evaluate the three different techniques fairly, it is important to fix the data preprocessing
techniques applied to the times series before clustering. To do so we have performed some
experiments applying different data preprocessing techniques to the time series. After that, we
have clustered the time series using K-means with both D'TW and Euclidean distance as distance
metrics. The preprocessing techniques evaluated are the following: no data preprocessing, delta
averaging, data smoothing by Exponential Moving Average (EMA) with o = 0.5 and data

smoothing by Moving Average (MA) with W = 3.

TABLE VII: DATA PREPROCESSING EVALUATION

n. | Delta Av. | Data Sm. | W/« | Distance Metric | FA | DA | Silhouette | Runtime
1 False no DTW 0.89 | 0.94 0.21 9.38

2 True no DTW 0.83 | 0.81 0.24 8.32

3 False EMA 0.5 DTW 0.90 | 0.95 0.19 19.55
4 False MA 3 DTW 0.91 | 0.96 0.16 10.35
5 False no euclidean 0.89 | 0.99 0.21 1.96

6 True no euclidean 0.61 | 0.62 0.16 1.5

7 False EMA 0.5 euclidean 0.89 | 0.98 0.21 2.22

8 False MA 3 euclidean 0.89 | 0.99 0.21 1.85

Table VII shows the experiments performed to evaluate the data preprocessing techniques.
These techniques are evaluated based on FA which represents the accuracy for time series with

big fluctuations, DA which represents the accuracy for time series with descending trends. In
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Table VII are also reported the Silhouette score and the runtime of the algorithm for each data
preprocessing technique.

The technique with the lowest values of FA and DA is delta averaging (Rows 2 and 6). This is
due to the fact that the time series with delta averaging all have zero mean, so they are very
similar and difficult to distinguish. If we apply delta averaging we obtain lower accuracies than
without applying any preprocessing technique (Rows 1 and 5). The technique with the highest
values of FA and DA is data smoothing by MA (Rows 4 and 8), this technique has accuracies
little higher than data smoothing by EMA (Rows 3 and 7).

If we consider the findings in Figure 39 and the results in Table VII, the only two possible data
preprocessing techniques are data smoothing by MA or EMA. EMA has the advantage that it
does not change the size of the time series after smoothing while MA shortens the time series
depending on the window size. The biggest advantage of MA is that it allows for the lowest
runtime of the algorithms since the time series are more smoothed and simpler to handle. In
the end, MA with W = 3 has been chosen as the best data preprocessing technique. we will
apply this combination to the time series before clustering them with all the three techniques
that we are going to evaluate.

Another aspect that arises from the previous experiments is that the Silhouette score is not
suitable for our task, indeed the score does not always give an accurate evaluation of the
clustering. Looking at Rows 2 and 4 of Table VII, we can see that Row 2 has a higher Silhouette
score than Row 4 but lower values of FA and DA. If we base our analysis on the Silhouette

score the clustering produced by the configuration of Row 2 would thought to be better than
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the one produced by Row 4 since the Silhouette score is closer to 1. If, instead, we observe the
results of the clustering of Row 2 in Figure 46 and Row 4 in Figure 47 we can see that the
second clustering is better. The blues lines in the figures are the representatives of the clusters
calculated using DBA. In Figure 47 the clusters are better separated and, in particular, the
“stable” and “monitor” clusters are more homogeneous. For this reason, when analysing the
results of the algorithms, we will trust more the FA and DA values than the Silhouette score.
The Silhouette score measures the closeness of points in the same cluster but the “critical” and

“monitor” clusters that we aim to create should contain time series that could not be similar.

Figure 46: Table VII Row 2 clustering. Figure 47: Table VII Row 4 clustering.
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6.2 Baseline

In this section, we present the results of the experiments for the first two techniques: “clus-
tering of time series with different lengths” (Section 5.1) and “classical clustering algorithms”
(Section 5.2). These techniques will be used as a baseline to see the level of accuracy achieved
by state-of-the-art algorithms for time series clustering. Obviously, these techniques can not
satisfy the constraint on the dimension of the resulting clusters since we cannot specify such
constraints.

About “clustering of time series with different lengths” only K-means with DTW as distance
metric can be applied since this is the only way to deal with this type of time series. In “classical
clustering algorithms”, we have tried six algorithms with different combinations of parameters.
When possible, both Euclidean distance and DTW were used since they are the distance metrics
best suited to compare time series.

For each algorithm, if it allows for more combinations of parameters, only the combination that
gives the best clustering in terms of Time Series Accuracy has been considered for the analysis.
In particular, if the algorithm allows us to choose the distance metric, the best combination
both for Euclidean distance and DTW is considered. For each algorithm, we show the best

combination of parameters and the clustering obtained with that combination:

e Clustering of time series with different lengths: K-means with DTW has been used. The

resulting clusters are shown in Figure 48.
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Figure 48: K-means clustering with time series of different lengths.

o K-means: We have experimented with both Euclidean distance and DTW. The resulting

clusters are shown in Figure 49 and Figure 50.

Figure 49: K-means Euclidean clustering. Figure 50: K-means DTW clustering.

o K-medoids: We have experimented with both Euclidean distance and DTW. The resulting

clusters are shown in Figure 51 and Figure 52.
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Figure 51: K-medoids Euclidean cluster-
Figure 52: K-medoids DTW clustering.
ing.

e K-shape: Here we can not choose the distance metric so only one combination of param-

eters is possible. The resulting clusters are shown in Figure 53.

Figure 53: K-shape clustering.

e Hierarchical clustering: We have experimented with both Euclidean distance and DTW,
and also with different linkage types. The results are reported in Table VIII. The results
show that only the ward linkage is able to give a reasonable size for the “critical” and
“monitor” clusters while the other methods construct very unbalanced dendrograms. In-

deed, “critical” and “monitor” clusters contain very few time series and all the others are
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in the “stable” cluster. This is probably because ward linkage is less sensitive to outliers
and it is suitable when the clusters have different sizes and variances, as in this case.

Moreover, note that the clustering produced by ward linkage has high accuracy (FA and
DA) and is more balanced than the others but it has a lower Silhouette score. This fact
confirms our intuition that the Silhouette score is not suitable for our goal and should not

be trusted when evaluating the clustering.

TABLE VIII: RESULTS OF HIERARCHICAL CLUSTERING

Distance Metric | Linkage | Size Critical | Size Monitor FA DA | Silhouette
euclidean single 0.001 0.001 0.000 | 0.500 0.350
euclidean complete 0.001 0.187 0.704 | 0.898 0.358
euclidean average 0.001 0.046 0.360 | 0.840 0.393
euclidean ward 0.145 0.454 0.906 | 0.971 0.199

DTW single 0.001 0.001 0.000 | 0.500 0.480
DTW complete 0.001 0.062 0.364 | 0.939 0.394
DTW average 0.001 0.064 0.382 | 0.941 0.393
DTW ward 0.050 0.297 0.828 | 0.967 0.304

In the end, ward linkage has been selected with both Euclidean distance and DTW as

distance metrics, the resulting clusters are shown in Figure 54 and Figure 55.
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Figure 54: Hierarchical Euclidean cluster-

Figure 55: Hierarchical DTW clustering.
ing.
DBSCAN: We have experimented with both Euclidean distance and DTW, we have also
tried different combinations of “eps” and “min_samples”. This algorithm is not suitable
to deal with time series data, indeed it struggles to find exactly 3 clusters. This is due
to the dimensionality; indeed, the time series seem to have a uniform distribution in
the high-dimensional space and the algorithm is not able to find regions of high-density
points. For this reason, almost every point is identified as an outlier that is classified

in the “critical” cluster. The resulting clusters are not satisfactory and are shown in

Figure 56 and Figure 57.

Figure 56: DBSCAN Euclidean clustering. Figure 57: DBSCAN DTW clustering.
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e Spectral: We have done a few experiments using different methods to assign the labels to

the reduced data, the results are reported in Table IX. If we look at the dimensions of

the clusters and the accuracy these methods are almost equivalent.

TABLE IX: RESULTS OF SPECTRAL CLUSTERING

Affinity matrix Assign labels | Size Critical | Size Monitor FA DA | Silhouette
K-nearest neighbors K-means 0.293 0.490 0.956 | 0.993 0.140
K-nearest neighbors discretize 0.305 0.459 0.957 | 0.990 0.143
K-nearest neighbors cluster qr 0.286 0.492 0.955 | 0.990 0.145

In the end, the K-means method has been selected to assign the labels since it is the

method that we are most familiar with. The resulting clusters are shown in Figure 58.

Figure 58: Spectral clustering.

Now that we have shown the best results for each clustering, it is necessary to analyse and

compare them to discover which algorithm performs better and to define a baseline for our final
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model. The first aspect to analyse is the size of the resulting clusters since the main constraint
of our problem is to create a “critical” cluster with at least 10% of students and a “monitor”

cluster with at least 20% of students.
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Figure 59: Baseline analysis on the dimension of the clusters.

As shown in Figure 59, the dimensions of the resulting clusters are similar for all the algo-
rithms analyzed. In particular, the “critical” cluster contains between 10% and 20% of time
series while the “monitor” cluster contains between 30% and 40% of time series. The only

exception is DBSCAN which is not able to find regions of high-density points, both with FEu-
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clidean and DTW as distance metrics. Indeed, it classifies almost all the time series as outliers
that are inserted in the “critical” cluster as you can see from Figure 56 and Figure 57.

The dimensions of the clusters are decided automatically by the algorithm depending on the
data. For almost all the algorithms the constraint is satisfied since the “critical” and “moni-
tor” clusters contain, respectively, more than 10% and 20% of time series but we seek to find
dimensions closer to our target. Moreover, these dimensions are fixed so if, in the future, we
would like to change the target dimensions of the clusters these algorithms could not satisfy

the constraint.
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Figure 60: Baseline analysis of Cohesion and Coupling.
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The second very important aspect to evaluate is the quality of the clusters. To do this

we have calculated, for each algorithm, the Cohesion and Coupling in Figure 60 and Time
Series Accuracy in Figure 61. As you can observe from Figure 60, almost every algorithm
has a descending trend for the Cohesion values with the “critical” cluster that has the lowest
value while the “stable” cluster has the highest value. This means that “critical” and “monitor”
clusters are made of time series with different shapes that have a higher mean distance, “stable”
cluster instead is made of similar time series that has a lower mean distance. With respect to
Coupling, almost every algorithm has the highest value associated with the “monitor” cluster
and the lowest value associated with the “critical” cluster. This is because the “monitor” cluster
consists of time series in the middle between the “stable” time series (with linear trends) and
the “critical” time series (with big fluctuations and descending trends).
Also for these measures, DBSCAN does not perform well since almost all the time series are in
the “critical” cluster. Beyond DBSCAN, also K-shape does not perform well since the Cohesion
and Coupling of all the clusters are almost the same. This is due to the fact that the K-shape
needs to normalize the time series before clustering. This normalization flattens the time series
and makes it difficult to classify them into well-formed clusters. Indeed, if we look at Figure 53,
the three clusters are very similar; clearly, some time series are in the wrong cluster. On the
contrary, the other algorithms show the values expected.

Looking at Figure 61 we can note that all the algorithms, except K-shape, show a high
accuracy (around 90%) both for FA and DA, this means that almost every time series with

big fluctuations or descending trends have been classified in the “monitor” or “critical” cluster.
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K-shape, instead, has FA ad DA values around 60% so around 40% of the time series that
we would like to flag have been classified in the “stable” cluster. It is also important to note
that there is not any improvement when using DTW instead of using Euclidean distance. This
is probably because our time series are very noisy and also because they could have common

sequences at very distant instants of time that not even DTW is able to match.
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Figure 62: Baseline analysis of Silhouette score.
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Another measure that we can consider for evaluation is the Silhouette score. The Silhouette
could be useful to know if some algorithms have scored very differently from others which could
highlight bad clustering. As you can see from Figure 62, K-shape and DBSCAN are the only
2 algorithms with a negative Silhouette score, this fact supports our previous observations and

confirms that these two algorithms are the worst for our goal.
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Figure 63: Baseline analysis of runtime.
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The last and less important aspect that we have evaluated is the runtime of the algorithms
that are shown in Figure 63. From this plot, we can see that the algorithms that use DTW have
a higher runtime than their version with Euclidean distance. In particular, Hierarchical with
DTW and DBSCAN with DTW have a runtime of more than 4 minutes because they need to

compute the distance between each pair of points which is very expensive.
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6.3 Final model

In this section, we present the results for the final model implemented by “density-based
clustering with feature reduction” (Section 5.3). With this model we aim to satisfy all the
constraints of our goal: identify 3 well-separated clusters where the “critical” cluster should
contain at least 10% of time series with significant fluctuations and/or evident downward trend,
the “monitor” cluster should contain at least 20% of time series with some fluctuations and/or
an overall downward trend and the “stable” cluster should contain the rest of time series. In
this model, differently from the previous two techniques, we give as input to the algorithm the
size of the “critical” and “monitor” clusters. In this way, we should obtain clusters with precise
dimensions. Moreover, with this approach, we can modify the desired size of the clusters to
adapt them to future needs.

To evaluate in a general way the model we have performed three types of experiments:

1. Cluster all the time series to find at least 10% of “critical” students and at least 20% of

“monitor” students that is the actual goal of this work (Section 6.3.1).

2. Cluster subsets of the time series to find at least 10% of “critical” students and at least
20% of “monitor” students. This is done to discover if the algorithm works well with

datasets of different dimensions (Section 6.3.2).

3. Cluster all the time series specifying different dimensions for the “critical” and “monitor”
clusters. This is done to discover if the model is able to form clusters with arbitrary

dimensions (Section 6.3.3).
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For the first type of experiment, the algorithm has been executed five times since it is not de-
terministic but the result could differ between different runs. Before each experiment, we need
to define the search space of the hyperparameters; in particular, we need to decide the discrete
range of values for the number of components of PCA and the two parameters of DBSCAN
("eps” and “min_samples”). The result of the algorithm depends on the dimension of the search
space and on the maximum number of trials that the Bayesian tuning can use to find the best
combination of hyperparameters. It is obvious that, if the search space is large, the Bayesian
tuning could need more trials to find a good combination of hyperparameters. An advantage of
this method is that, if the results that we obtain are not satisfactory, we could simply enlarge
the search space so that there are more possible combinations of hyperparameters. Another
solution could be to increase the number of trials. Usually, the Bayesian tuning is able to find
a good combination by trying only 1/10 of all possible combinations in the search space; this

allows a reasonable runtime of the algorithm.

6.3.1 Fixed Number of Time Series and Expected Dimensions

In Figure 64 we can see the dimensions of the “critical” and “monitor” clusters for the
five runs of the algorithm. The target values (10% for “critical” and 20% for “monitor”) are
marked by black horizontal lines. We want that the dimensions of the clusters are as close as
possible to the targets but not lower. For all the runs, the algorithm has been able to find
clusters with dimensions very close to the expected values. As you can see for Figure 64, the

results are not equal but they differ a little bit; this is because the Bayesian tuning could
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choose a different combination of hyperparameters at each run of the algorithm. An example
of clustering produced by the model is shown in Figure 65, here we can note that the clusters
are well-separated. In particular, the “stable” cluster is very dense with time series that has a

high quote and a trend almost linear.
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Figure 66: Model analysis of Cohesion and Coupling.

In Figure 66 it is shown the Cohesion and Coupling values for each experiment. Their trend
mirror the values expected. Cohesion values have an ascending trend while Coupling values
have an inverse parabolic trend with the highest value associated with the “monitor” cluster

and the lowest value associated with the “critical” cluster.
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Figure 67: Model analysis of Time Series Accuracy.

In Figure 67 we evaluate the Time Series Accuracy and we can observe that FA is above
70% and DA is above 80%. These accuracies are lower than the highest values of the baseline
(Figure 61) because these values highly depend on the dimension of the “critical” and “monitor”
clusters. As you can see in Figure 59 those algorithms form bigger clusters and so it is obvious
that they can reach higher accuracies. Moreover, we can note in Figure 67 that experiment 2
has the highest accuracy; this is because experiment 2 has formed the clusters with the largest

sizes as we can see from Figure 64.
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Figure 69: Model analysis of runtime.

Figure 68 shows the Silhouette scores that are almost the same for all the experiments and
comparable to the values of the baseline (Figure 62). Figure 69, instead, shows the runtime
of the algorithm for each experiment. The average runtime is about 130 seconds (more than
2 minutes). This value could seem very high if compared to the lowest values of the baseline
(Figure 63). On the contrary, it is not high if we consider that the Bayesian tuning performs
100 trials to discover the best combination of hyperparameters over the above 1000 possible
combinations in the search space. The runtime, indeed, depends on the size of the search space
because the TPE needs more time to decide the next combination of hyperparameters to try if
the search space is bigger. Moreover, it also depends on the number of trials that the Bayesian

tuning can use to find the optimal set of hyperparameters.
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6.3.2 Different Number of Time Series

In this section, we have performed different experiments with the model fixing the per-
centage of “critical” and “monitor” students to flag (respectively 10% and 20%) but changing
the number of times series in input. This is done to discover if the algorithm has the same
performance with datasets of different dimensions. The number of time series in input for each
experiment is specified on the x-axis of the following plots.

In Figure 70 we can see the dimensions of the “critical” and “monitor” clusters created by the
algorithm with respect to the number of time series in input. It is possible to observe that the
algorithm can create clusters with dimensions very close to the values expected independently
from the number of time series in input. This is very important because it means that the
model can be used also with datasets of different dimensions and it is not only specific to our
dataset. In Figure 71 you can find an example of clustering produced by the model for 100
time series. Here, with respect to Figure 65, it is possible to appreciate the clustering better
and to see the differences between the 3 clusters. In the “critical” cluster there are time series
with low grades and very big fluctuations, the “monitor” cluster contains time series with little
higher grades and frequent fluctuations and in the “stable” cluster we can find time series with

high grades and only a few fluctuations.
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Figure 71: Clustering with 100 time series.
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Figure 72: Analysis of Cohesion and Coupling with different input sizes.

In Figure 72, we have calculated the Cohesion and Coupling distances with respect to the
number of time series in input. It is possible to see that these values are distributed as expected
and correspond to the ones obtained in Figure 66. This means that the mean distance between
the time series in the same cluster (Cohesion) and the mean distance between the time series

of different clusters (Coupling) do not change with different input sizes.
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Figure 73: Analysis of Time Series Accuracy with different input sizes.

Another assurance on the quality of the generated clusters is shown in Figure 73 where we
have calculated the FA and DA values for each experiment with different input sizes. Also
in this case, we can note that the accuracies are similar to the values of Figure 67. We can
conclude that the quality of the clusters remains almost the same, even changing the size of the

time series in input.
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Figure 74: Analysis of runtime with different input sizes.

An interesting aspect is shown in Figure 74 where we can see the runtime of the algorithm
with respect to the number of time series in input. Here it is possible to see that the runtime
is constant between the experiments. This is because the runtime depends mainly on the size
of the search space and on the number of trials that the Bayesian tuning is allowed to perform;

it is only partly affected by the input size.

6.3.3 Different Expected Dimensions

In this section, we have performed different experiments with the model using all the time

series but changing the expected dimensions of the “critical” and “monitor” clusters. This is
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done to discover if the algorithm can create clusters with arbitrary sizes. For each experiment,
the expected dimensions of the clusters are specified on the x-axis of the following plots.

In Figure 75, we can see the dimensions of the “critical” and “monitor” clusters created by
the algorithm with respect to different expected dimensions of the clusters. It is possible to
observe that the algorithm can create clusters with dimensions very close to the expected values
for all the experiments. This is very important because it means that the model can be used to
create clusters of arbitrary dimensions, so it could be suitable for a lot of other applications. In
Figure 76, you can find an example of clustering produced by the model with 30% of “critical”
time series and 40% of “monitor” time series. Here is possible to observe that the clusters are

dense and very well separated even if the specified dimensions are high.
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Figure 77: Analysis of Cohesion and Coupling with different dimensions.

In Figure 77, we have calculated the Cohesion and Coupling distances with respect to differ-
ent expected dimensions of the clusters. The values of Cohesion and Coupling are distributed
as expected and correspond to the ones obtained in Figure 66. This means that the clusters

maintain the same characteristics while changing their dimensions.
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Figure 78: Analysis of Time Series Accuracy with dimensions.

In Figure 78, we can see the FA and DA values for each experiment with respect to different
expected dimensions of the clusters. In this case, we can note that the accuracies are higher
than the values achieved in Figure 67. This is because the “critical” and “monitor” clusters
are bigger; indeed, the FA and DA values are highly affected by the dimensions of the clusters.
After this analysis, we can conclude that the algorithm can create “critical” and “monitor”

clusters of arbitrary size while keeping the same quality of the generated clusters.



CHAPTER 7

CONCLUSION

We faced the problem of classifying students into three different classes (“critical”, “moni-
tor” and “stable”) through clustering of time series representing their academic data to detect
the possible onset of emotional issues. The “critical” and “monitor” clusters that we want to
create are characterized by specific dimensions and time series with special markers such as
significant fluctuations and descending trends.

We considered three different techniques to classify these time series: “clustering of time se-
ries with different lengths”, “classical clustering algorithms” and “density-based clustering with
feature reduction”. For the first technique, we have created time series with different lengths
putting together the available grades. The other two techniques use time series with the same
length that we have created interpolating grades for the missing weeks. We have used the
“linear” interpolation method after an accurate analysis of all the available interpolation meth-
ods. Before clustering the time series are preprocessed using data smoothing, and in particular
moving average with window size = 3. This is the data preprocessing technique that gives the
best results.

In the first technique, time series with different lengths are classified using the K-means al-
gorithm with DTW. In the second technique, we have applied several clustering algorithms
to classify the time series in 3 different clusters using both Euclidean distance and DTW as

distance metrics. For each algorithm, we have found the best combination of parameters that
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gives the best clustering.

In the third technique, we have used Principal Component Analysis (PCA) to reduce the size
of the times series before clustering. With PCA, similar time series in the high-dimensional
space correspond to points with similar principal components in the low-dimensional space that
creates a zone of high density, while time series different from the others correspond to isolated
points in low dimensions. The reduced time series are clustered using DBSCAN to identify two
clusters, one high-density region of similar points and the cluster of the outliers that correspond
to students that we would like to flag. Bayesian tuning is used around PCA and DBSCAN to
tune the hyperparameters and find clusters with specific sizes. The process is repeated twice,
first to find at least 10% of “critical” time series and second to find at least 20% of “monitor”
time series.

The first two techniques represent a baseline to be compared with the third technique that
incorporates the size constraints. We have evaluated all the techniques by calculating the size
of the clusters and using ad-hoc metrics to evaluate the quality of the clustering with respect
to the markers. It turns out that the final model can satisfy the size constraints of the clusters
while achieving an accuracy comparable to the baseline. This model has shown similar perfor-
mance, also varying the number of the time series in input and the expected dimensions of the
resulting clusters.

We believe that our work could help the schools to identify students that are developing emo-
tional issues or even predict the onset of these emotional issues by analyzing the students’

academic data. In this way, the parents or schoolteachers of students flagged as “critical” or
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“monitor” could be notified and the students could access to appropriate school resources.

7.1 Contribution

The main contributions of our work include:

e Module to produce time series with specific characteristics (interval of time, topic), both

of different lengths or with the same length using interpolation.

e Module to evaluate the interpolation methods and choose the one more suitable to the

nature of the data.

e Ad-hoc metrics to evaluate the quality of the clusters and the accuracy of the algorithm

to identify time series with markers.

e An algorithm that can find clusters of arbitrary size specified in input with high quality

and accuracy with respect to the markers.

7.2 Future Work

In the future, we plan to improve the effectiveness of our algorithm in the detection and
prevention of the onset of emotional issues by considering more than one time series per student.
Indeed, we aim to extend our analysis by taking into account, for each student, a time series
for each topic and a time series for the absences. We also plan to evaluate in a more accurate
way the performance of our algorithm using some data labelled by a psychologist. Moreover, an

interesting improvement to this work could be achieved by applying an evolutionary clustering
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[32] approach to our algorithm to produce a clustering for each timestamp. Comparing these
clustering, it could be possible to define an interval in which a student is flagged as “critical” or
“monitor”. In this way, it could be possible to flag students in real time and allow for early de-

tection of emotional issues by evaluating how the clusters have changed at different timestamps.
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