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Abstract

Safety is one of the most important aspect in the design of the EU DEMO fusion
reactor, therefore it is fundamental to study the Design-Basis Accidents (DBA)
already in its pre-conceptual design phase. The in-vessel Loss Of Coolant Accident
(LOCA) is one of the most relevant DBA, since it has the potential to seriously
damage the components inside the vacuum vessel. Usually this kind of transients
are modeled with system-level codes, which are typically employed to analyze the
behavior of the entire system and for this reason are based on a lumped approach.
However, they are unable to evaluate localized quantities such as pressure peaks,
which cannot be neglected during this kind of accidents, since the failure criteria
for fusion reactors are directly related to local quantities. To account also for
the local parameters, it is necessary to develop a 3D transient model. In this
work, an in-vessel LOCA from a water-cooled breeding blanket has been modeled,
considering a rupture area of about 1 m2. The implementation was performed in
the commercial CFD code STAR-CCM+. The model simulates the propagation
of a pressurized water jet (water in the same thermodynamic conditions as in a
pressurized water reactor) in the vacuum chamber, starting from the pipe break. In
this way it is possible to analyze the whole evolution of the jet, accounting also for
the phase-change phenomena expected at the pipe exit due to the huge difference
in pressure between the cooling water and the chamber atmosphere. Being the
pressure ratio equal to 1550, supersonic flow conditions are expected, as well as
strong shock waves, which may propagate throughout the whole torus and bounce
back from a wall to another. For this reason, adopting a static mesh is not the
best choice, since a huge number of cells would be required to properly solve the
jet evolution, as the whole domain must be finely refined. A better approach is
to employ an adaptive mesh refinement (AMR) algorithm which, being capable
of adapting the mesh to the jet evolution, allows to reduce a lot the number of
cells and, as a consequence, to spare a considerable amount of computational
time. The physical models adopted have been benchmarked against a 2D reference
problem with similar features before being applied to the more complex 3D EU
DEMO-relevant case. The simulation results show that the shock wave impacting
on the wall in front of the vessel is not dangerous, as the resulting pressure peak
is below the design limit. Also the temperatures reached during the transient are
not of concern for the integrity of the materials. In order to compare the average
pressure evolution with that computed with a system-level code, the shock wave
has been followed until the impact on the other side of the torus, where it could
potentially cause the opening of the burst disks and then be reflected back. Finally
a comparison with the in-vessel LOCA from a helium cooled blanket is performed,



highlighting the main differences and showing how the water jet is less severe and
much slower than the helium one, being affected also by phase change phenomena.
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Chapter 1

Introduction

1.1 Nuclear fusion
Nuclear fusion is the nuclear reaction that regulates the operation of stars and
determines their lifetime. Contrary to nuclear fission, fusion occurs when two light
nuclei fuse together to give rise to a new atom, releasing a substantial amount of
energy in the form of heat. The amount of energy released by each reaction can be
evaluated thanks to the Einstein’s formula:

E = ∆mc2 (1.1)
where ∆m is the loss of mass, which represents the difference between the mass of
the reagents and that of the products and c is the speed of light.

Nevertheless, in order to obtain this kind of reaction, an energy barrier must
be overcome. This energy depends on the element taken into account and, in
particular, on its cross section. As bigger atoms require more energy to be fused
together, the best choice is to use very light atoms, such as two isotopes of hydrogen:
deuterium (D) and tritium (T). Figure 1.1 shows the cross section of several fusion
reactions as a function of the energy required to start the process.

As can be seen, the one that requires the lowest amount of energy is the D-T
reaction:

D + T −−→ 4He + n + 17.6 MeV (1.2)
It is important to highlight that, on Earth, such energies can be obtained only

at very high temperatures, (in the order of hundreds of millions of degrees) and
in semi-vacuum conditions (order of µPa). Under these extreme conditions, the
matter is in the fundamental state of plasma, which is nothing but an ionized gas
with free ions and electrons (thanks to the high temperatures, the electrons are
ripped away from the atom nucleus) within which fusion reactions take place. The
energy released by these reactions can be used to produce electricity thanks to
fusion reactors (e.g. stellarator, tokamak).
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Introduction

Figure 1.1: Cross section of different reactions as a function of the total energy
of the system, reproduced from [1].

1.2 Tokamak
Among the different fusion reactor configurations proposed worldwide, the tokamak
(“toroidal chamber with magnetic coils” from the russian translation) is the one
which is being mainly developed by Europe. According to this reactor concept, the
plasma is confined thanks to very strong magnetic fields in order to avoid direct
interactions with the walls, since no known material is capable to withstand the
contact with a fluid at such a high temperature.

In particular two different magnetic fields are generated (see figure 1.2): the
“toroidal” field (TF) generated by the “toroidal field coils”, which is directed along
the torus and the “poloidal” field (PF), directed the short way around the torus
and generated by the central solenoid. The two components result in a helical
magnetic field that is able to confine the plasma, while another set of coils is used
to give the plasma a shape and to fix its position.

The fusion reactions take place inside the plasma chamber (see figure 1.3), where
the fuel (D-T) is injected and heated in order to reach the state of plasma, which is
then confined by strong magnetic fields. Even if the plasma isn’t in direct contact
with the walls, it still subjects them to very strong thermal, mechanical, radiative

2
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Figure 1.2: Magnetic fields inside a tokamak, courtesy of EUROfusion [2].

and neutronic loads, which must be properly managed [3].

The Breeding Blanket (BB) is the first component to see the plasma and it has
three fundamental functions [3, 5]:

• Absorbing the energy deposited by the neutrons produced inside the plasma
thanks to a suitable cooling system

• Shielding the outer components from the gamma rays and from the neutrons
emitted by the plasma

• Using the high energy neutrons generated by the fusion reactions to produce
Tritium from the Lithium stored inside the blanket.

Among the different BB concepts proposed worldwide, Europe is focusing on
two main technologies: the Helium-Cooled Pebble Bed (HCPB) [6] and the Water-
Cooled Lithium-Lead (WCLL) [7, 8]; the current work is based on the WCLL
configuration, which foresees the use of sub-cooled water as a coolant.

The BB and the plasma chamber are both contained inside the Vacuum Vessel

3
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Figure 1.3: The EU DEMO tokamak [4].

(VV), a steel container, hermetically sealed, which provides a high-vacuum environ-
ment for the plasma and acts as a first safety barrier. The VV is then encapsulated
inside the Cryostat, a massive stainless steel pressure chamber, that provides high-
vacuum as well as the extreme cooling required by the superconducting magnets
and the VV.

1.3 The WCLL Breeding Blanket
According to the current configuration, the WCLL-BB has been designed with
a modular approach and it is subdivided in 16 different modules (one for each
TF coil). The structural material adopted is EUROFER97, a ferritic-martensitic
steel, while for both the neutron multiplier and the breeding material is used a
Lithium-Lead alloy (Pb-Li) . Concerning the water cooling, it has been decided to
employ two separate cooling systems: one for the First Wall (FW), which is the
outermost layer of the breeding blanket facing the plasma and another one for the
breeding zone, which is located more internally (see figure 1.4).

The FW plasma facing surface is covered with a 2 mm tungsten layer and it is

4
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Figure 1.4: The WCLL blanket concept [9].

cooled by a system of 7 mm x 7 mm square channels, inside which water flows in
counter-current direction. The breeding zone is instead cooled by water flowing
in double-wall tubes [10] (see figure 1.5), which help reducing the probability of
contact (with a consequent reaction) between the water and the Pb-Li alloy.

Figure 1.5: Double-walled tube [11].

5
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In both systems the water thermodynamic conditions are equivalent to that of
a Pressuirized Water Reactor (i.e. 155 bar, 295 °C÷328 °C).

1.4 EU DEMO
The experimental reactor currently under development in Cadarache, ITER (Inter-
national Thermonuclear Experimental Reactor), will demonstrate the possibility
to extract energy from fusion reactions, but it will not be connected to the grid.
On the contrary, the construction of the EU DEMO reactor aims to demonstrate
the capability of a fusion power plant to produce electricity for commercial uses.
For this reason, it is important to pay particular attention to the safety of the
plant already in its pre-conceptual design phase. As for all the nuclear reactors,
the analysis of the so-called Design Basis Accidents (DBAs) is a critical aspect in
the safety analysis. Among the different DBAs, one of the most representative is
the Loss-Of-Coolant Accident, which usually occurs when a pipe breaks, causing
the release of the coolant in the external environment.

1.5 LOCAs in fusion reactors
A LOCA can occur in different parts of a fusion reactor and, depending on the
location, it will have different consequences. The two main components that can
be involved in such an accident are the Breeding Blanket and the Superconducting
Magnets.

• Breeding Blanket

(a) In-box LOCA
The failure occurs inside the blanket, more specifically in the breeding
zone, leading (for the WCLL-BB concept) to the chemical interaction
between Pb-Li and water. This exothermic reaction might cause a critical
temperature and pressure increase. Furthermore, the pressure waves
generated might propagate and damage the blanket structures.

(b) In-vessel LOCA
According to this scenario the rupture originates on the plasma-facing
surface of the blanket, causing the release of pressurized coolant inside
the plasma chamber. The thermodynamic conditions are such that the
resulting jet might be sufficiently strong to compromise the structural
integrity of the walls.

(c) Ex-vessel LOCA
This is the best known type of LOCA as it occurs under thermodynamic

6



Introduction

conditions equivalent to those of a PWR. For this reason, it has been
already extensively studied.

• Superconducting Magnets

(a) In-cryostat LOCA
The accident involves the release of helium coolant from one of the magnets
into the cryostat. It is particularly dangerous as it can permanently dam-
age the magnets, compromising their superconducting properties. It has
some similarities with the in-vessel LOCA as they are both characterized
by high pressure ratios and two-phase flow.

This work focuses on the analysis of a in-vessel LOCA (in-VV LOCA) for the
WCLL-BB configuration.

1.6 In-VV LOCA
The in-VV LOCA originates when an unprotected plasma transient event occurs,
causing an increase in the FW surface temperature that can lead to the failure of
the component. During such an occurrence several cooling channels will be exposed,
resulting in a release of pressurized water in the vacuum chamber [12]. Since the
pressure difference between the cooling water and the chamber environment is very
high, the water will undergo flash boiling at the exit of the pipe and a supersonic
two-phase jet will be generated. This kind of accidents are usually modeled with
system-level codes, such as RELAP [12, 13], GETTHEM [14, 15] or MELCOR
[12, 16] which are able to analyze the behaviour of the entire system during the
transient, adopting 0D/1D models of the main components. However, being based
on a lumped approach, they are not able to evaluate localized quantities such as
pressure peaks on the vessel walls, which must be considered in order to assess
the cause of the failure. This is because, as opposed to fission reactors where the
failure criterion is linked to a global parameter, the VV failure is directly related
to the pressure on a specific surface (i.e., the gyrotron diamond windows). A full
3D transient Computational Fluid Dynamics (CFD) analysis is then necessary to
compute the localized quantities of interest. This work aims to develop a CFD
model able to describe the evolution of the transient, starting from the beginning
of the accident, thus accounting for the phase change of the water.

1.7 Underexpanded jets
The underexpanded jet is a phenomenon that typically occurs at the exit of
convergent-divergent nozzles, when the exit pressure is larger than the ambient
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pressure [17]. The evolution of the jet depends on the pressure ratio:

η = pexit

pamb

(1.3)

The level of underexpansion has a significant impact on the flow pattern, accord-
ing to the pressure ratio is indeed possible to distinguish between three different
regimes [18]:

1. moderately underexpanded jets (η <∼ 3)

2. highly underexpanded jets (2 < η < 4)

3. very highly underexpanded jets (η > 4)

When the fluid reaches the exit plane with a pressure higher than the ambient
pressure, it tries to compensate by expanding; the flow near the center keeps
moving forward, while the one close to the nozzle edge turns outward, according to
the so called Prandtl Meyer isoentropic expansion mechanism [19] (see figure 1.6).
When the expansion waves reach the nozzle exit centerline, they are reflected back,
toward the free jet boundary, where they are reflected inward again. The fluid
that passes through these expansion waves is turned parallel to the centerline and
reduced in pressure. If the pressure drops below pamb, the reflected waves generate
a compression fan, which may merge into an oblique shock [20]. At this point, the
conditions of the flow are equivalent to that of the nozzle exit, so that the process
may repeat itself, generating the characteristic repeated diamond pattern.

For highly underexpanded jets, the reflection of the oblique shock occurs after
the intersection with a normal shock, called Mach disk [19]. The point where the
oblique shock and the Mach disk intersect, is called triple point. From the triple
point, both the reflected oblique shock and the slipstream are emanated. The latter,
separates the subsonic flow downstream of the Mach disk from the supersonic flow
upstream of the reflected shock. In case of very highly underexpanded jet (η >> 4),
like the one considered in this work, the number of shock cells is reduced to one and
the Mach disk becomes curved, as reported in figure 1.7, so it cannot be considered
a normal shock anymore.

The phenomena discussed so far, are characteristic of steady underexpanded jet.
However, the case under exam is focused on the beginning of a LOCA transient,
thus the evolution of the jet must also be modeled, starting from the moment of
the break. It is then important to describe the main phenomena expected during
the first part of the transient, as they have been already investigated in [23, 24].
Right after the break, as the fluid starts exiting the pipe, a first shock starts to be
generated (the so-called “Leading shock” or “Leading edge”) developing a planar
front. The solid boundary of the rupture leads instead to the formation of an
oblique shock, which soon after becomes the intercepting one, as it intercepts
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Figure 1.6: Diamonds pattern in an underexpanded jet. Reproduced from [21]

Figure 1.7: Structure of a (a) moderately and (b) very highly underexpanded jet.
Taken from [22]

a second shock which is forming behind the leading edge. This shock will then
propagate and grow, forming eventually the “Mach disk”. As the jet evolution
goes on, the leading shock will progressively dissipate, due to its expansion in a
quiescent medium. On the contrary, the Mach disk will become stronger while
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expanding, as the compression waves emanated from the rupture accumulates on
it. After this moment, the presence of the wall in front of the rupture limits the jet
evolution, which starts having a lower energetic content also thanks to the increase
in the average pressure inside the VV, which in turn reduces the pressure ratio η.

1.8 Flashing jets
As already anticipated in section 1.6, the huge difference in pressure between the
cooling water and the vacuum chamber will cause the water to boil instantly at
the exit of the pipe, leading to the formation of a two-phase flashing jet (see figure
1.8). According to the initial conditions, the phase change mechanism can be
different. If the fluid is at relatively low pressure and temperature, the “cavitation”
phenomenon will take place; if the fluid is instead at high temperature and pressure,
the so-called “flashing” phenomenon will occur, where the vaporization is limited by
the heat transfer rate between the two phases [25]. During the flash boiling process,
the formation and growth of the bubbles occurs in high thermal non-equilibrium
conditions.

Figure 1.8: Representation of a flashing jet [26].

According to the upstream conditions of the fluid (total pressure and temperature,
degree of superheat and turbulence), the flashing mechanism can occur inside the
nozzle, leading to an explosive behaviour or at the nozzle exit, where the process is
dominated by surface evaporation [27]. Another important difference with respect
to single-phase jets, is that if the vaporization rate is fast enough to keep η > 1,
the jet will be underexpanded even if the flow is not in chocked conditions [28]. In
order to determine the thermal mechanisms occurring during the phase change, it
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is important to analyze the thermodynamic of the flashing jet and in particular
the degree of superheat of the fluid.
There are two possibilities:

• If the fluid has a low level of superheat, the mechanism which governs the
phase change will be evaporation

• If the fluid has a high level of superheat, the driving mechanism will be boiling

The main difference is that evaporation is a surface phenomenon occurring when
the fluid molecules have enough energy to make a transition from the liquid phase
to the vapor phase. Boiling is instead a volume phenomenon and it occurs when the
vapor pressure reaches the ambient value, allowing the formation of vapor bubbles
inside the liquid.
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Chapter 2

Modeling approach

2.1 Governing equations
The Navier-Stokes equations are the basic governing equations that describe the
behaviour of a fluid flow. There are five main equations that combined together
form the basis for numerical flow analysis: one for the conservation of mass (or
“continuity equation”), three for the conservation of momentum and one for the
conservation of energy.

2.1.1 Continuity equation
The mass conservation equation can be obtained by performing a mass balance on
a control volume. It can be written in the following compact form:

∂ρ

∂t
+ ∇ · (ρV) = 0 (2.1)

where ρ is the density, t is the time and V the velocity vector.

2.1.2 Momentum equation
The momentum equation relates the rate of change of momentum of a control
volume with the sum of the forces acting on the volume itself (for each of the three
dimensions). It is an expression of Newton’s second law and, as for the continuity,
it can be written in a compact form:

∂(ρV)
∂t

+ ∇ · (ρVV) = −∇p+ ρb + ∇ · τ (2.2)

Here ρ is the density, t is the time, V is the velocity vector, p is the pressure, b is
the body forces vector and τ is the viscous stress tensor.
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2.1.3 Energy equation
The energy conservation equation derives from the application of the first principle
of thermodynamic on a control volume. Considering the total energy E as the sum
of internal energy e and kinetic energy k, the energy balance can be expressed as
follows:

∂(ρE)
∂t

+ ∇ · (ρEV) = −p∇ · V + ∇ · (k∇T ) + bV + ∇ · (τV) + SE (2.3)

where ρ is the density, t is the time, V is the velocity vector, p is the pressure, b is
the body forces vector, τ is the viscous stress tensor, k is the thermal conductivity,
T is the temperature and SE is an energy source.

2.1.4 Equations of state
The equations of state are constitutive relations that relate the two primary
thermodynamic variables (i.e. pressure and temperature) to density and internal
energy. Some of the available options are reported below.

Ideal gas

It is a good approximation for the behaviour of many gases, which are considered
perfect gases. It can be used under many conditions, but it has several limitations.
Usually it is written in the following form:

pV = nRT (2.4)

where p is the pressure, V is the volume, n is the number of moles, R is the universal
gas constant and T is the temperature.

Real gas

The p-v-T behaviour of a real gas at high pressure and low temperature, deviates
from that predicted by the ideal gas law. This change in behaviour can be
addressed to the molecules of the gas which, when the gas density increases, take up
a significant portion of the total volume. Furthermore, the intermolecular attractive
forces start becoming progressively more important. In order to take into account
this additional volume occupied by the molecules, Van der Waals replaced the
volume V in the ideal gas law with the term (V − nb) and the pressure p with the
term (p+ a n2

V 2 ), according to:

(p+ a
n2

V 2 )(V − nb) = nRT (2.5)
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The new terms appearing in the equation, a and b, are two constants that consider
the measure of the attractive forces and the co-volume of the particles, respectively.

IAPWS-IF97

Very often in CFD the thermodynamic properties of liquid water and steam
are evaluated thanks to the IAPWS-IF97 (“International Association for the
Properties of Water and Steam, Industrial Formulation 1997”) library. The different
thermodynamic properties of the fluid (e.g. specific volume, enthalpy, entropy, heat
capacity, internal energy, speed of sound) are derived starting from a combination
of the dimensionless Gibbs free energy and its derivatives. However, these models
cannot be used always, but they have a certain range of applicability.

Figure 2.1: Different regions on the water p-T diagram according to the IAPWS-
IF97 forumulation [29].

In the following table are resumed the validity ranges reported in figure 2.1:
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Table 2.1: Validity range for each region [29].

Region Temperature range
[K]

Pressure range [MPa]

1-Liquid 273.15 ≤ T≤ 623.15 p≤100
2-Steam 273.15 ≤T≤ 1073.15 p≤100

3-Saturation - -
5-Steam 1073.15 ≤T≤ 2273.15 p≤50

2.1.5 Turbulence
The flow regime is a key parameter in the analysis of a flashing jet, as the effects
of turbulence may strongly impact its characteristics. The Reynolds number is
a dimensionless quantity that helps predict the fluid flow patterns in different
situations. It is defined as the ratio between inertial forces and viscous forces
according to:

Re = ρvL
µ

(2.6)

where ρ is the density, L is the characteristic length, v is the average speed and µ
is the dynamic viscosity of the fluid. At high Reynolds number the entrainment
caused by turbulence increases, promoting the mixing of droplets inside the jet. It
is therefore very important to properly model the turbulent effects by selecting
the right numerical approach. Since the problem under exam is characterized by
very high Reynolds number (>1 × 1010) and it has a huge computational domain
(∼750 m3), neither Large Eddy Simulation (LES) nor Direct Numerical Simulation
(DNS) can be adopted, since they would require too much computational effort.
The RANS method is therefore employed to simulate the accidental transient.

Reynolds-Averaged Navier-Stokes (RANS)

The RANS equations are obtained by applying the Reynolds decomposition to
the Navier-Stokes equations. Each solution variable ϕ (e.g. pressure, velocity,
energy) in the Navier-Stokes equations is decomposed into a mean value ϕ and a
fluctuating component ϕ′. Substituting the decomposed variables into the Navier-
Stokes equations, results in a set of equations for the mean quantities, which are
essentially identical to the original ones, except for an additional term that now
appears in the momentum and energy transport equations. This additional term is
the stress tensor, which must be solved in terms of mean flow quantities. Usually
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two main approaches are adopted:

• Eddy viscosity models
This models solve additional transport equations for scalar quantities that
allow the turbulent eddy viscosity µt to be derived. Some example are:

1. k − ϵ model
2. k − ω model
3. Spalart-Allmaras model

• Reynolds stress transport (RST) models
The RST models compute directly the Reynolds stress tensor components by
solving their governing transport equations.

2.1.6 Multiphase flow
For the purpose of carrying out a reliable numerical simulation, the transition among
phases requires an appropriate mathematical model. The numerical modeling of
such flows need to handle additional complexity with respect to single phase flows
due to the presence of an interface between the two phases. The phases on either
side of the interface have different chemical and physical properties and the exchange
of mass, momentum and heat between the two, should be mathematically modeled
as well. There are several types of multiphase fluid flows in literature that can be
classified into three main fields (see figure 2.2):

1. Dispersed flows

2. Mixed flows

3. Stratified flows

Multiphase modeling in STAR-CCM+

The tool used in this work is STAR-CCM+ v.2021.2. It is a multiphysics computa-
tional fluid dynamics software that enables CFD engineers to model the complexity
of products operating under real-world conditions. It is employed for a very wide
range of simulations [29], including:

• Electromagnetic simulations

• Mechanical simulations

• Electrochemistry simulation
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Figure 2.2: Different regimes of two-phase flows, (a) mixed or transient two-phase
flow, (b) separated or stratified two-phase flow, (c) dispersed two-phase flow [30].

• Fluid simulations

• Multiphase flows simulations

• Engine simulation

• Particle flow integration

Concerning the multiphase flows simulations, the software offers different models
that are able to cover basically all the multiphase regimes encountered in real world
scenarios.

• Eulerian Multiphase (EMP) Model
The EMP is a two-fluid model generally used for modeling dispersed flows.
Each phase is treated as inter-penetrating continua, i.e. the two phases are
mixed together on a length scale smaller than that of the computational mesh.
The model solves continuity, momentum and energy equations of each phase,
while the pressure field is shared between the phases. It also provides a flexible
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framework where stratified or mixed two-phase flow can be modeled by using
appropriate closure relations.

• Volume Of Fluid (VOF) Model
The VOF model is an interface-capturing method that is generally used to
predict the behaviour of the interface between immiscible phases. It uses
a High-Resolution Interface Capturing (HRIC) scheme, which is specifically
designed to track sharp interfaces. This multiphase model is also indicated
to solve phase changes from liquid to vapor, such as evaporation, boiling,
cavitation and flash boiling. When one of this vaporization mechanism is
considered, it is important to select the thermal equilibrium condition more
suitable for the case under exam. The two main options are: the Homogeneous
Equilibrium Model (HEM) and the Homogeneous Relaxation Model (HRM).
The HEM considers the two phases in thermal equilibrium (Tl = Tg) and
assumes no relative velocities between them. This model has been used very
often in flash boiling simulations due to its simplicity and low computational
effort. However, it has been proved to give wrong results in case of short flow
channels, where the time is insufficient for the two-phase mixture to reach
equilibrium [31], like in the case analyzed in this work. The HRM tries to
correct the HEM by introducing a finite rate equation for the rate of change of
the vapor mass fraction with an empirical time-scale formulation, that makes
it more suitable for cases characterized by thermal non-equilibrium conditions
[29] (see [32] for a detailed comparison with other simpler models).
The rate of change of vapor mass fraction is:

dY

dt
= Y − Y

Θ (2.7)

where Y is the vapor mass fraction, Y is the equilibrium mass fraction and
Θ is the relaxation time scale. Usually Θ is evaluated with the following
correlation:

Θ = Θ0α
−0.54
v ψ−1.76 (2.8)

where Θ0 is a constant with value 3.84 × 10−7, αv is the vapor volume fraction
and ψ is a non-dimensional pressure defined as:

ψ = psat − p

pcrit − psat

(2.9)

Figure 2.3 shows the difference between HEM and HRM in the evaluation of
the pressure evolution during a Super Canon experiment [32] (this experiment
was carried out in order to reproduce the conditions of a LOCA originated by
the sudden rupture of a steam pipe in a nuclear fission reactor).
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Figure 2.3: Assessment of HEM and HRM on a Super Canon experiment. The
initial stagnation conditions are 15 MPa and 573.15 K [32].

• Fluid Film Model
The Fluid Film model is used to simulate the distribution of a thin layer of
liquid (the fluid film) on a solid surface. Its applications range from vehicle
rainwater analysis to lubrication. It can also be used in conjunction with the
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VOF model for a more flexible computation; the combination of these two
models allows, in fact, to adopt the phase representation that is most suitable
for the flow conditions and for the mesh resolution, depending on the case
under exam.

• Dispersed Multiphase (DMP) Model
The DMP model uses an Eulerian approach to simulate a disperse particle
flow in a continuous phase. It is an alternative to the Lagrangian Multiphase
models which, instead, uses a Lagrangian approach. By default, the two phases
have a one-way interaction, which means that the continuous phase affects the
dispersed phase, but not the other way around. However, a two-way model
can be activated within DMP, which take into account the effects that the
dispersed phase induces in the continuous phase.

• Mixture Multiphase (MMP) Model
The MMP model considers the phases as miscible. It solves mass, momentum
and energy equations for the whole mixture rather than considering each phase
separately. The phases distribution is instead evaluated by solving the volume
fraction transport equation for each phase. It is particularly indicated for
modeling dispersed multiphase flows such as bubbly and droplet flows.

• Lagrangian Multiphase (LMP) Model
The LMP model is used for simulations that involve a large number of particles,
which are tracked by grouping into so-called parcels. It is suitable for dilute
dispersed phases, with low volume fraction and little particle-particle collision.
It can be one way or two way coupled with the flow.

• Discrete Element Method (DEM)
The DEM is designed for modeling granular flow of materials such as sand,
powders or food particles. Contrarily to the LMP model, it is employed to
simulate fluid flows characterized by a high particle density and in which the
particle-particle interactions are of relevance. It also takes into account the
different shape and volumes of the particles other than spherical ones.
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Chapter 3

Model Benchmark

The CFD model developed in this work is benchmarked against the results presented
by Minato et al. in the technical report “Numerical Study of Two-Dimensional
Structure in Critical Steam-Water Two-Phase Flow” [33]. The study deals with
the release of a two dimensional two-phase flow from a vessel to an open space
through a pipe, using the two-fluid model. The two main objectives are:

• Evaluation of the effect of multi-dimensional flow from a vessel into a pipe at
critical discharge rate.

• Comparison of critical two-phase flow predictions by two-dimensional calcula-
tions with those by one-dimensional calculations.

Two cases are performed for 2D calculations: case A considers a flow area in the
pipe and an open space in front of the pipe exit, while case B includes also the
simulation of the flow from the large scale vessel into the pipe.

Figure 3.1: Control volumes for critical two-phase flow calculations [33].
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Case B is then selected as a reference for the case of interest in this work, due to
its similarities: it presents a simple computational domain which includes a vessel,
a pipe and an open space, as reported in figure 3.1 and it also uses pressurized
sub-cooled water as a working fluid, which undergoes flash boiling at the exit of
the pipe.

3.1 Simulation setup
The domain proposed by Minato in [33], has been slightly modified in order to
optimize the computational performances. First of all, an up-down symmetry has
been exploited, allowing to halve the domain and thus reducing the computational
cost. Then, the open space has been modified into a quarter circle shape, with a
radius of 15 m, to allow the jet to develop undisturbed by what happens at the
outlet. The modified domain together with the adopted boundary conditions are
reported in figure 3.2.

Figure 3.2: Computational domain and boundary conditions of the 2D case.

With reference to figure 3.2, the boundary conditions are listed below:

• Inlet: Assuming that the water inside the vessel is at rest (i.e. in stagnation
conditions), the “stagnation inlet” boundary condition is selected. It asks for
initial volume fraction, total pressure and temperature definitions, as well as
for a supersonic static pressure, which is used only in the occurrence that the
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flow at the inlet becomes sonic or supersonic. The initial values reported in
table 3.1 are used as static values, while the total quantities are calculated
according to:

pt

ps

=
3

1 + γ − 1
2 (Ma)2

4 γ
γ−1

(3.1)

where γ is the ratio of specific heats of the gas, and Ma is the Mach number
(ratio between the fluid speed at the boundary and the speed of sound in the
medium); as Ma is an output of the simulation, it is computed at each solver
iteration on the inlet surface and substituted in equation 3.1.

Tt

Ts

= 1 + γ − 1
2 (Ma)2 (3.2)

Here Ts is the static temperature, and Ma is computed at each iteration as
discussed above.

• Outlet: For the outlet, the “Pressure outlet” condition is selected, thus
pressure, temperature and volume fraction must be prescribed.

• Walls: For the walls, the default setting are used (i.e. no slip, smooth and
adiabatic)

• Bottom boundary: Thanks to the symmetry in the domain previously
discussed, the “Symmetry plane” condition is applied to the lower boundary.

The initial conditions for pressure and temperature are reported in table 3.1,
while in figure 3.3 is shown the initial distribution of volume fractions.

Table 3.1: Initial conditions of the 2D case [33].

Fluid Tin [K] pin [MPa]
Water 519.1 5.0
Vapor 372.8 0.1

Being the initial expansion ratio (calculated with equation 1.3) equal to 50,
the resulting two-phase jet will belong to the “very highly underexpanded jets”
category (see section 1.7).
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Figure 3.3: Initial volume fractions distribution.

3.2 Mesh
The creation of a suitable mesh is a fundamental step in any CFD analysis, as it
significantly affects the results of the simulation. The problem at hand requires
the computational domain to be finely discretized in order to catch the phase
change mechanism occurring during the transient. Since the flashing phenomenon
is expected to happen near the pipe exit, meshing very finely the entire domain
would result in a waste of computational power, as the majority of the cells would
unnecessarily solve an almost steady flow. A more efficient method is to employ
very fine cells near the inlet region, which become progressively bigger moving
towards the outlet.

Figure 3.4: Static mesh adopted for the 2D model.
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To do so, a volumetric custom control is employed: a block shape part is located
in correspondence of the pipe, while a cone shape part is created to cover the
portion of the domain which is expected to be occupied by the jet during the
expansion process (see figure 3.4). The result of the static refinement is a mesh
with approximately 288k total cells, which can be considered affordable for a 2D
simulation. Nevertheless, employing a mesh refinement of this type would not
be the best solution for a 3D simulation, as the additional number of cells due
to the custom controls would increase sharply. The optimal choice would be an
Adaptive Mesh Refinement (AMR) algorithm, which allows the mesh to adapt to
the solution during the simulation. Unfortunately, the AMR solver already present
in STAR-CCM+ can be used only for 3D simulations [29], making its use unfeasible
for the 2D case under exam.

3.3 Model and Solvers
3.3.1 Models
The adopted models are listed below:

(a) 2D
The 2D model is selected, since the reference work deals with a two-dimensional
problem.

(b) Multiphase
The water is expected to undergo flash boiling at the exit of the pipe, thus a
multiphase approach is necessary.

(c) VOF
The current problem requires first of all to properly model the phase change
mechanisms occurring at the pipe exit, thus the choice of the multiphase
model is a critical step. In this case the VOF model is selected for the reason
discussed in 2.1.6. Furthermore, due to the high thermal non-equilibrium
conditions at which flash-boiling takes place, the HRM model is enabled. The
VOF model allows also the user to activate a compressibility enhancement
option that improves the model’s ability to solve highly compressible flows
(Ma > 0.3) [29].

(d) Implicit unsteady
Among the different options available to modeling time, the Implicit Unsteady
model is the more stable and it is also the one with the largest applicability
range.
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(e) Segregated flow
When the VOF model is used, the software allows to select only the segregated
flow model to solve the set of NS equations.

(f) Segregated multiphase temperature
When the energy equation is considered, the segregated temperature model is
selected automatically together with the segregated flow model.

(g) Turbulent (realisable k-ϵ two-layer)
The flow regime is fully turbulent during the whole transient, thus the k-ϵ
two-layer turbulence model is chosen, based on [29].

3.3.2 Solvers
Some solver need a suitable tuning in order to simulate the phenomenon in the
best way possible.

1. Implicit unsteady
Its main function is to control the time-step size as well as the update at each
physical time for the calculation. In particular, the time-step is chosen equal
to 1 µs according to what reported by Minato in [33].

2. Segregated flow and Segregated energy
The discretization scheme is left with the default second-order upwind. How-
ever, the cycle employed in the Algebraic Multi-Grid (AMG) solver is switched
from the default V-type to the F-type, which, as the W-type, performs better
than the default one in supersonic conditions. In addition, it is also less
expensive than the W-type from the computational point of view, representing
a good compromise [29].

3.4 Results
The results of the simulation for three different time instants (1 ms - 10 ms - 40 ms)
are illustrated below. In particular, a comparison with the results proposed by
Minato et al. in [33] is carried out. However, since the paper doesn’t provide
explicit numerical data, the comparison can be performed only graphically, using a
qualitative approach.

3.4.1 Void fraction
The distribution of the void fraction is shown in figure 3.5. The water coolant
begins to flash at the pipe exit, where an interface between the the two-phase
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mixture and the outgoing water is generated. Going on with the transient, the
interface starts moving backwards and at around 10 ms a vapor annulus is formed
near the pipe inlet. At 40 ms the interface reaches the vessel, generating a conical
liquid core.

Figure 3.5: Void fraction distribution. Minato et al. [33] (left), this work (right).

3.4.2 Pressure
The pressure field is reported in figure 3.6. It can be seen how the pressure
distribution is consistent with that of the void fraction, as the region characterized
by the vapor annuls is at lower pressure with respect to the conical liquid core.
Furthermore, a classic flashing jet behaviour can be observed, as the rapid volume
expansion caused by the flashing mechanism at the pipe outlet, prevents the flow
in the pipe to depressurize below ambient pressure.
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Figure 3.6: Pressure distribution. Minato et al. [33] (left), this work (right).

3.4.3 Velocity

Figure 3.7 and 3.8 present the velocity fields for the two different phases. In both
figures the length of the arrows corresponds to the velocity magnitude. The velocity
field of the liquid phase shows that the flow accelerates during the transient, as the
arrows become progressively longer going from 1 ms to 40 ms. The gas velocity field,
shows the occurrence of the flashing phenomenon at 1 ms. Furthermore, consistently
with what discussed in 1.7, the flow undergoes an expansion process at the pipe
exit, in order to compensate the pressure difference between the environment and
the pressurized coolant.
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Figure 3.7: Velocity distribution of the liquid phase. Minato et al. [33] (left),
this work (right).

3.4.4 Mass flow rate
The evolution of the mass flow rate at the pipe inlet is reported in figure 3.9. It
shows a good level of agreement with the results proposed in [33] for the two-
dimensional calculation of the case B, (see figure 3.10). In particular, the mass
flow rate reaches an asymptotic value (steady discharge rate) after about 25 ms
showing a little delay with respect to what reported in figure 3.10, as well as a
slight overestimation of the steady discharge rate value.
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Figure 3.8: Velocity distribution of the gas phase. Minato et al. [33] (left), this
work (right).

30



Model Benchmark

Figure 3.9: Mass flow rate evolution. This work.

Figure 3.10: Mass flow rate evolution. Minato et al. [33]
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Chapter 4

EU DEMO relevant case

The model previously developed is here applied and, where necessary, modified
for a real-case scenario. In particular, the domain characteristics and the different
thermodynamic conditions foreseen by the EU DEMO fusion reactor, require a
suitable adaption of the model.

4.1 Scenario and geometry description
The accidental transient considered in this work is a Loss-Of-Coolant Accident
inside the EU DEMO reactor Vacuum Vessel. The accident is initiated by a plasma
transient event, such as edge localized modes (ELMs), vertical displacement events
(VDEs), runaway electrons (RE), or disruptions. The occurrence of one of these
transient may cause the plasma-facing surface temperature to increase very fast,
leading eventually to the failure of the EUROFER97 structure. If a portion of the
FW breaks, several cooling channel will remain uncovered, causing the coolant to
be released inside the plasma chamber. According to the WCLL configuration,
the released coolant would be water at 155 bar, 295 °C÷328 °C. Given the huge
pressure difference with respect to the plasma chamber environment, a two-phase
flashing jet will be generated (consistently with what discussed in section 1.8),
whose effects on the vessel walls must be carefully analyzed. The design of the EU
DEMO foresees a second environment, called Vacuum Vessel Pressure Suppression
System (VVPSS), which is physically separated from the VV thanks to one or
more Burst Disk (BD). Its main function is to mitigate the accidental consequences
deriving from an event such the in-VV LOCA discussed here. Indeed, when the
pressure on the disks surface reaches 1.5 bar, the BDs will automatically open,
allowing the communication between the VV and the VVPSS. For this reason, the
simulation carried out in this work begins at t = 0 s (i.e. with the occurrence of the
break) and ends when the volume-averaged pressure inside the VV reaches 1.5 bar.
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Furthermore, in order to consider the worst possible scenario, the break and the
BD are located in toroidally opposite directions (i.e. at a toroidal distance of 180°)
so that the distance travelled by the fluid is the maximum possible.

Figure 4.1: The VVPSS of the EU DEMO reactor [34].

Concerning the computational domain, a rigorous 3D analysis would require
the entire free volume available in the VV to be considered. However, in order to
reduce the computational effort, some simplifications are introduced:

(a) The flow in the gaps between the different Breeding Blanket segments is
neglected, as it is considered not to impact the results of the simulation. For
this reason, the fluid domain can be approximated with the main plasma
chamber, allowing to exploit a left-right symmetry, which halves the initial
domain.

(b) The presence of the divertor limits a possible up-down symmetry, nevertheless,
in order to further reduce the domain, an up-down symmetric geometry is
developed anyway. As a result, the final domain is equal to a fourth of
the original one, with a volume equal to a fourth of the VV total volume
(∼750 m3).

In figures 4.2, 4.3 and 4.4 the different steps required to build and simplify the
computational domain are illustrated.
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Figure 4.2: Full 3D domain without considering the divertor.

Figure 4.3: Computational domain after exploiting the left-right symmetry.

Figure 4.4: Computational domain after exploiting also the up-down symmetry.
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According to the current scenario, a rupture area of 1 m2 is considered for the
FW [7], which, considering the current design of the WCLL, would result in the
breakage of 262 cooling channels [35]. To simplify the geometry, the inlet area
is considered as twice the sum of all the channel sections to account also for the
double-ended rupture. The resulting total area (∼ 0.0308 m2) is used to evaluate
the diameter (D) of an equivalent circular inlet region, according to:

D

2 =
ó

0.0308
π

= 0.099 m (4.1)

4.2 Simulation setup
The setup of the 3D transient CFD simulation is presented in this section.

4.2.1 Boundary and Initial Conditions
Boundary conditions

The adopted boundary conditions are shown in figure 4.5.

Figure 4.5: Computational domain and boundary conditions.
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As already discussed in section 3.1, the “stagnation inlet” condition requires
a specification for total temperature Tt, total pressure pt and supersonic static
pressure ps. According to the scenario under exam, the value of Ts, used in equation
3.2 to compute Tt, is taken equal to 311.5 °C (mean value between 295 °C and 328 °C,
i.e. inlet and outlet). On the other hand, the value of the static pressure is not
so easy to assess, as it is affected by the time scale of the phenomenon. In this
case, a constant inlet static pressure is chosen and it is set equal to the design
value (155 bar), which is a conservative assumption as the very first instants of
the transient, right after the break, cannot be modeled with CFD tools (see next
section), and also because the depressurization of the system is not considered
during the transient.

Similarly to what has been done in section 3.1, the boundary conditions for the
wall and for the symmetry planes are left with the default settings.

Initial conditions

The initial conditions are resumed in table 4.1.

Table 4.1: Initial conditions of the 3D EU DEMO relevant case.

Fluid Tin [°C] pin [bar]
Water 311.5 155
Vapor 45.8 0.1

Since it is not possible to leave empty the space inside the plasma chamber, the
vessel domain is considered filled with water vapor. The actual value of pressure
in operating conditions ranges from 1 Pa to 10 Pa, however, a pressure of 0.1 bar
is selected as a reference value (leading to an initial pressure ratio of 1550). This
choice is dictated by the flow regime, as CFD tools can only be used to model
continuum phenomena, while for different types of flow, (e.g. free molecular flow),
it is necessary to adopt a statistical approach. The parameter that allows to verify
the flow regime is the Knudsen number, which is a dimensionless quantity defined
as:

Kn = λ

L
= kBT√

2πσ2pL
(4.2)

where λ is the molecular mean free path, L is the characteristic length (in this
case the distance between the inlet and the wall in front of it), kB is the Boltzmann
constant, T is the temperature of the system, σ is the particle diameter and p is
the pressure of the system. Depending on the value of Kn, three different regimes
can be identified [36]:
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• Kn < 0.001: Continuum flow (No-slip boundary condition assumed for the
walls)

• 0.001 < Kn < 0.1: Slip flow (Slip boundary conditions is assumed)

• Kn > 0.1: Free molecular flow (Statistical methods are used to characterize
the flow)

During the very first instants after the break, Kn is too high and the transient
cannot be modeled with CFD (statistical methods such as Direct Simulation Monte
Carlo would be necessary [37, 38]). This first part of the transient is therefore
beyond the scope of this work.

For what regards the temperature conditions, instead, there is no knowledge of
the actual values reached during an accident of this kind. However, several in-VV
LOCA analyses performed with 0D tools, report initial VV temperature in the
range of 290 K-600 K [16, 39, 40]. In addition, the initial conditions are shown to
not affect the temperature evolution inside the VV [40].

4.2.2 Model and Solvers
Models

The models adopted for the 3D simulation are the same used for the analysis
carried out in section 3.3.1, with some additions.

(a) 3D
The domain is fully 3D, thus the 3D model is selected.

(b) Adaptive time-step
This model allows to change the time step during the simulation, according to
some parameters defined by the user in the solvers settings.

(c) Adaptive mesh
An AMR algorithm is employed in order to optimize the number of cell
required during the transient. It is computationally more efficient than a very
fine static mesh (see section 4.2.3 for more details).

(d) Solution interpolation
For those cases in which the mesh changes during the simulation, this model
allows to interpolate the solution data computed on the original mesh to the
new one.

(e) Multiphase
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(f) VOF
Also in this case the HRM model is enabled, as well as the compressibility
enhancement option for flows characterized by Ma > 0.3

(g) Implicit unsteady

(h) Segregated flow

(i) Segregated multiphase temperature

(j) Turbulent (realizable k-ϵ two-layer)

Solvers

The solvers settings need to be adjusted for the real case application.

1. Adaptive time-step
The extreme difference between the coolant and the chamber thermodynamic
conditions, makes the initial part of the transient the most critical time interval.
Therefore, a time-step of 1 × 10−10 s is selected as first value. Nevertheless,
after the jet start-up, this very small time-step is not needed anymore, thus a
time-step adaptivity strategy based on the Courant-Friedrichs-Lewy (CFL)
number is selected. The Courant number is a dimensionless parameter defined
as:

CFL = v ∆t
∆x (4.3)

where v is the local fluid velocity, ∆t the time-step and ∆x the cell size. It is a
fundamental parameter in CFD for the numerical stability of the solution, as
it relates the “real” velocity of the flow (v), with the “numerical” velocity (∆x

∆t
).

In particular, CFL > 1 means that the numerical solution is moving slower
than the real flow, thus the fluid particles jump from a cell to another without
passing through the ones in the middle. This condition, can lead to totally
wrong solutions as the governing equations would not be respected. For this
reason it is important to have the average CFL inside the domain < 1. The
time-step adaptivity strategy employed asks for a maximum and an average
CFL number to be specified. If both of them are below the imposed value (in
this case CFLMax = 5.0, CFLAvg = 0.5) the time-step is increased by a factor
1.1, otherwise it is halved. The average time-step after the start-up is around
2 µs, while after the impact of the reflected pressure wave (see section 4.3.2) it
increases to approximately 4 µs and it remains almost constant until the end.

2. Implicit unsteady
When the “Adaptive time-step” model is selected, this solver no longer control
the time-step size. However, it allows to prescribe a maximum time-step
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(dtmax), which is taken as a reference by the software. This means that the
time-step cannot be larger than dtmax even if the CFL condition allows it.

3. AMG linear solver
The AMG solver cycle is switched from V-type to F-type for all the selected
solvers.

4. Under-relaxation factors
All the under-relaxation factors (URF) are set to 0.1, except for those of
velocity and pressure.

4.2.3 Mesh Adaptivity Strategy
As already mentioned in section 3.2, since different shock fronts are expected, the
best way to mesh the domain is to employ an adaptive mesh, which is able to
follow the shock fronts and, more generally, to adapt to the solution throughout the
transient. The first step to build the mesh is choosing the type of volume mesher.
The options available in STAR-CCM+ are the following:

• Polyhedral mesher
It provides a balanced solution for complex mesh generation problems. It is
generated starting from a tetrahedral mesh, but, in average, it requires five
times less cell with respect to the tetrahedral one.

• Tetrahedral mesher
It is the fastest among the three volume mesher and it also uses the least
amount of memory for a given amount of cells. It provides an efficient and
simple solution for complex mesh generation problems.

• Trimmed cell mesher
It is a robust and efficient method, which is able to produce high quality grid
for both complex and simple mesh generation problems. It is particularly
good for external aerodynamic flows as it has the ability to refine the cells in
a wake region.

A first choice would be to use the polyhedral mesher, as it would allow to spare some
cells. However, it turns out that for problems characterized by very strong gradients,
like the one under exam, the coupling between the built-in AMR solver and the
polyhedral mesher introduces instabilities. Therefore, the tetrahedral mesher is
selected among the three. The starting mesh needs to be very fine near the inlet
and progressively coarser moving towards the opposite side of the torus. This is
because the strong phase-change mechanism will take place in correspondence of
the inlet, making it the most critical region in the entire domain as well as the

39



EU DEMO relevant case

most accuracy-demanding area. To develop such a mesh, two sphere-shaped parts
are generated and used as input parts for two different volumetric custom controls.
The first sphere, reported in figure 4.6, has a radius (r) of 0.5 m and the average
dimension of the cells inside it (δ) is equal to 0.005 m. The second sphere is instead
bigger (r =3 m) and contains coarser cells (δ =0.05 m), as its main goal is to cover
the area that will be occupied by the jet during the expansion process, thus the
accuracy doesn’t need to be too high (see figure 4.7).

Figure 4.6: Small sphere used for the finer volumetric custom control.

Figure 4.7: Big sphere used for the coarser volumetric custom control.

The next step is to set all the AMR solver properties so that the shock fronts
can be properly followed. The refinement criterion is the most important parameter
because it is the responsible of the adaption process. Two choices are offered by
the software:
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• Free Surface Mesh Refinement
It refines the free surface separating two phases. It is very good in case of
immiscible phases.

• User-Defined Mesh Adaption
The user provide a field function (ϕ) or a table that will then drive the adaption
process.

For the problem at hand the “User-Defined Mesh Adaption” is selected and the
function used to drive the adaption (i.e. to catch the front propagation) is the
Mach number variation ∆Ma (see equation 4.4), similarly to what has been done
in [22].

ϕ = ∆Ma = ||∇Ma|| δ (4.4)

The refinement algorithm developed is the following:

1. The user defines a range for the AMR function ϕ, which in this case is [0.1,0.3].

2. Three different actions can be assigned to the solver: “Refine”, “Keep” or
“Coarsen”.

3. According to the local value of the function ϕ in each cell, the solver performs
the right action. 

ϕ < 0.1 coarsen

0.1 ≤ ϕ ≤ 0.3 keep

ϕ > 0.3 refine

(4.5)

Two other important parameters used to limit or stop the refinement process are
“Limit cell size” and “Maximum refinement level”. The first one allows the user to
impose a minimum cell size value δmin (in this case 0.01 m), below which it is not
possible to go. The second one instead, fixes the maximum number of times that a
given cell can be refined by the AMR solver.

The resulting mesh is presented in figure 4.8 respectively after t = 7 ms and
t = 17 ms of simulation. It is possible to notice both the refinement spheres, as
well as the adapted mesh which follows the different fronts, represented by the two
refined bands.

Thanks to this dynamic mesh, the number of cells is kept below 12 million for
the whole simulation. In particular, a first reduction from ∼ 12M cells to ∼ 10M
cells is experienced after the impact with the front wall, while, following the impact
of the reflected pressure wave (see section 4.3.2), the number of cells drastically
drop down to ∼ 1M allowing to significantly speed up the computation.
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Figure 4.8: Adaptive mesh details at (a) 7.0 ms and (b) 17.0 ms.

4.3 Results
The results of the CFD simulation are presented in this section.

4.3.1 Flow Field
The first instants of the jet evolution are shown in figure 4.9. Right after the break,
the jet develops a planar front (see figure 4.9a) since it is not yet affected by the
shape of the rupture. Then, as the flashing mechanism takes place at the pipe
outlet, the generated vapor is pushed in all directions leading to the formation of a
spherical front (see figure 4.9b). After few ms of expansion, it’s already possible
to notice the distinction between the leading shock and the Mach disk (see figure
4.9c), consistently with what discussed in section 1.7. The moment of the impact
between the leading edge and the VV inboard wall is shown in figure 4.9f.

The jet evolution after the impact is presented in figure 4.10. When the leading
shock hits the front wall, it causes a sharp pressure increase on the wall surface
(see also section 4.3.2). From that point, a reflected pressure wave is generated and
it starts moving backwards, where it finds the Mack disk that is still propagating
behind the leading edge. The direct consequence of the interaction between the
pressure wave and the Mach disk, is that the latter starts to be compressed and
thus deformed. In particular, it spreads along the radial direction and narrows
along the axial direction, as can be seen in figure 4.10a-c. Going on with the
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Figure 4.9: Flow field evolution before the impact with the front wall at (a)
0.1 ms, (b) 0.5 ms, (c) 3.0 ms, (d) 5.0 ms, (e) 7.0 ms and (f) 9.5 ms.

transient, the Mach disk does not withstand the pressure exerted by the reflected
wave, which strongly deforms the Mach disk up to the point that it completely
dissipates at t = 55 ms (see figure 4.10f).

Figure 4.11 shows the evolution of the jet far after the impact with the front
wall. As can be seen in figure 4.11a-c, a second Mack disk is generated and it
grows according to the distinctive features of underexpanded jets. Nevertheless,
this second jet is much less energetic with respect to the first one. This is because,
in the meanwhile, the average pressure inside the VV is increased, which means
that the pressure ratio is much smaller and does not lead to a violent expansion like
in the initial part of the transient. Around t = 600.0 ms, the Mach disk stabilizes
and a slipstream is generated (see figure 4.11e-f), similarly to what was observed in
[22] for the Helium-cooled BB case. From this moment on, no additional scalar
scenes are presented, as the jet stabilizes giving no additional information. It is
also interesting to notice that, according to what reported in [18], the position of
the shock front at t = 600.0 ms, in steady regime, should be approximately at 2.3 m
from the pipe exit, which is not that far from what shown in figure 4.11f, where
the Mack disk expands from the pipe outlet for ∼ 2.7 m. However, it’s important
to highlight that the comparison can be performed only in a qualitative way, since
the phenomena under exam is of transient nature, while the work carried out in
[18] is valid for steady-state jets only.
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Figure 4.10: Flow field evolution after the impact with the front wall at (a)
11.0 ms, (b) 17.0 ms, (c) 25.0 ms, (d) 40.0 ms, (e) 45.0 ms and (f) 55.0 ms.

Figure 4.11: Flow field evolution far after the impact with the front wall at (a)
170.0 ms, (b) 200.0 ms, (c) 270.0 ms, (d) 310.0 ms, (e) 400.0 ms and (f) 590.0 ms.
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4.3.2 Pressure Evolution and Void Fraction
The pressure evolution as well as the phase change mechanisms are monitored
throughout the transient in order to analyze the effects induced by the pressure
wave as it moves inside the torus. In particular, two points are used as a reference
for the analysis: the “Outboard” point, located in the inlet region and the “Inboard”
point, located near the front wall (see figure 4.12).

Figure 4.12: Significant points used to monitor pressure evolution and void
fraction.

Figure 4.13 shows the pressure evolution of the points mentioned above. The
impact of the leading edge with the front wall can be immediately noticed, as it
is represented by the spike in the “Inboard” point evolution. Indeed the pressure
increases from 0.1 bar to ∼ 0.35 bar, showing that the collision is not a threat for
the structural integrity of the material.

Going on with the transient, the inlet area becomes instead the most interesting
one. This is because, as anticipated in section 4.3.1, a reflected pressure wave is
generated after the impact with the front wall and it starts traveling towards the
inlet. Figure 4.14, shows the pressure profile along the symmetry axis for different
time instants. It is worth highlighting the shift in the shock front (represented by
the local pressure peak) as the wave passes by, which shows how the wave changes
direction. Before the impact, the peak moves from z ∼ 2.35 m to z ∼ 2.50 m (from
the blue line to the red line), so it is moving forward. After the impact instead,
which occur at 9.5 ms, the peak is clearly moving backward, as it goes from z
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Figure 4.13: Pressure evolution in correspondence of “Outboard” point (repre-
sented by the blue line) and “Inboard” point (represented by the red line).

∼ 2.00 m back to the pipe inlet. Note also how the profile at 55.0 ms doesn’t
present any peak, since the reflected wave has already impacted the outboard wall.

To provide a clearer insight of the phenomenon, a scalar scene of the volume
fraction of water is developed for different time instants. The results are presented
in figure 4.15, where the domain is limited to the area highlighted in green in figure
4.12 for a better visualization.

As the reflected wave approaches the inlet region, the Mach disk starts to be
compressed and the “Outboard” point feels a pressure increase of approximately
44 bar, which can be observed in figure 4.13.
Proceeding with the transient, the Mach disk is completely dissipated, as stated
in section 4.3.1, allowing the wave to reach the outboard wall, where the pressure
raises almost instantly from ∼ 6 bar to ∼ 63 bar. The effects of this pressure spike
on the wall should be carefully evaluated with a detailed structural analysis, which
is however beyond the scope of this work. It is very interesting to notice that the
pressure behaviour induced by the shock wave is consistent with that observed
during a water hammer event in a fission reactor [41]. Moreover, the Joukowski
equation can be used to evaluate the pressure increase induced by the wave, since
it is valid also for two-phase mixtures [42]:

∆p = Kρcs∆v (4.6)
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Figure 4.14: Pressure profile along the symmetry axis at different time instants;
z represents the coordinate along the axis.

where ∆p is the pressure difference across the discontinuity; K is a dimensionless
coefficient which accounts for the nature of the blockage. In case of solid blockage it
is equal to 1, while for liquid blockage it is equal to 0.5; ρ is the fluid density, which,
for the case under exam, is taken equal to the vapor density; cs is the speed of sound
and ∆v is the velocity difference across the discontinuity. As a result of applying
equation 4.6 to the discontinuities presented in figure 4.14, a level of agreement
within 30% is found. This means that there are indeed several similarities between
the two events and therefore the wave-induced peaks are physically meaningful. In
table 4.2 are presented the calculations carried out for three of the profiles shown
in figure 4.14, respectively for t=20.0 ms t=35.0 ms and t=45.0 ms. Moreover,
consistently with a water hammer event, the inlet mass flow rate shows a significant
reduction when the wave impacts the inlet, as can be seen in figure 4.16.

It is worth highlighting that, when the reflected wave reaches the region near the
inlet, the volume fraction of water in correspondence of the “Outboard” point shows
a very rapid increase (see figure 4.17), hinting that the wave front is undergoing
condensation.

The main effect of this vapor to water transition is to rapidly increase the
density, leading to a much stronger compression and therefore to higher pressure
peaks with respect to those observed in the analysis of a single-phase helium jet
[22] (a rigorous comparison between the two transients is performed in section
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Figure 4.15: Volume fraction of water at (a) 35.0 ms, (b) 40.0 ms, (c) 45.0 ms
and (d) 50.0 ms. The black dot superimposed on the scalar map represents the
“Outboard” point

Table 4.2: Pressure jumps evaluated with the Joukowski equation.

t [ms] K [-] ρvap

[kg/m3]
cs

[m/s]
∆v

[m/s]
∆pJouk

[bar]
∆pCF D

[bar]
%ϵ [-]

20 0.5 0.10 523 544 0.1423 0.1450 1.9
35 0.5 0.50 525 575 0.7547 0.8229 8.3
45 0.5 4.40 535 483 5.6849 7.0000 18.8

4.4). It is also interesting to notice that the local peaks in the pressure profiles
reported in figure 4.14 become progressively bigger, which means that the pressure
difference across the discontinuities will also increase as the wave travels towards
the inlet. The reason behind this behaviour is the following: if we look at the T-v
water diagram (where v = 1

ρ
), reported in figure 4.18, we can see how for the same

change in density, the pressure jump will be larger or smaller depending on the
initial pressure of the fluid. In particular the higher is the initial pressure, the
higher will be the pressure jump. This is consistent with what observed in the case
under exam, as the density of the shock front increases rapidly, leading to higher
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Figure 4.16: Inlet mass flow rate evolution.

Figure 4.17: Volume fraction of water in correspondence with “outboard” point.

and higher pressure jumps.
The characteristic features of the phenomenon under exam recall those of the
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Figure 4.18: Water T-v diagram [43].

so-called Condensation-Induced Water Hammer (CIWH) event. The CIWH is a
phenomenon typically occurring in nuclear fission reactors and it mainly involves
the piping of emergency core cooling system and residual heat removal system.
During the steam-water contact, a slug-flow is generated (see figure 4.19), which
gives rise to low-pressure regions and accelerates the water streams [44]. There are
four main CIWH occurrence mechanisms:

1. Steam-water counter-flow in a horizontal pipe

2. Sub-cooled water with condensing steam in a vertical pipe

3. Pressurized water entering a vertical steam-filled pipe

4. Hot water entering a lower pressure line

Even though this phenomenon is a concern if a single-phase liquid flows inside a
pipe that contains saturated vapor, some of its features are also present in the case
at hand: the pressure wave front is indeed characterized by high pressure and high
fraction of liquid, and it comes into contact with vapor at low-pressure. Moreover,
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Figure 4.19: CIWH mechanism [45].

as observed in [45, 46, 47] the first pressure peak is the highest and it is followed
by progressively smaller peaks, similarly to what observed in the case under exam
(see figure 4.13). The main difference with respect to the problem at hand is the
amplitude of the pressure peaks, which, in case of internal flows are much bigger,
as can be seen in figure 4.20. This is because the flow, here, is not confined by a
pipe and there is no closing valve, however, the presence of the inboard wall leads
to similar consequences.

When the reflected waves are dissipated, the mass flow rate returns to its initial
value and a second jet is generated, which however, as already discussed in section
4.3.1, is less energetic than the first one due to the increase in the average pressure.
For this reason, the jet does not generate other reflected waves and assumes the
typical shape of steady-state jets (see figure 4.11f).

In order to determine the end of the transient, it is necessary to monitor the
pressure evolution on the BDs surface, because, as already discussed in section 4.1,
they will open automatically when the pressure on their surface reaches 1.5 bar,
allowing the VV to communicate with the VVPSS. The wave reaches the BDs
after ∼ 68 ms, causing the pressure on their surface to increase from 0.1 bar to
0.5 bar. The main reason for this “weak” impact is that before reaching the region
in which the BDs are located, the wave must travel throughout the whole torus,
dissipating a lot of its energy. As shown in figure 4.21, after the pressure spike,
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Figure 4.20: Pressure peaks in internal flow CIWH [46].

the BDs pressure starts increasing, following, in broad terms, the average pressure
inside the VV for ∼ 2 s (i.e. when pavg reaches 1.5 bar).

Figure 4.21: Average pressure inside the VV as computed by 3D CFD (red line)
and 0D system-level code (blue line). The yellow line represents the BDs pressure
evolution evaluated with CFD.
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The analysis performed with a 0D tool, shows that as far as the pressurization
time scale is concerned, a system-level model can be employed, as it gives conserva-
tive results (the blue line is always above the red line) and it requires much less
computational effort with respect to a 3D CFD analysis.

4.3.3 Temperature Field

Figure 4.22 shows the temperature distribution at different time instants. It can be
seen how the temperature inside the pipe is very high and it remains almost constant
during the whole transient. On the contrary, right after the inlet area a rapid
temperature decrease is experienced, down to a minimum value in correspondence
of the discontinuity between the Mach disk and the leading edge (which is also
the point where the velocity has the highest value). This point is called Minimum
Temperature Distance (MTD) and, according to [27], it is an important parameter
defining the end of the boiling and nucleation process inside a flashing jet. Moreover,
beyond this point, the temperature should rise to reach the ambient one. Indeed,
figure 4.22 shows that, moving downward, the temperature has a first, very rapid,
increase and then decreases again to reach the wall value.

Figure 4.22: Temperature field at (a) 7.0 ms, (b) 10.0 ms, (c) 20.0 ms, (d) 35.0 ms,
(e) 45.0 ms and (f) 55.0 ms.
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The axial temperature profile at different time instants is shown in figure 4.23.
First of all, a global increase of temperature can be noticed going from 7.0 ms to
55.0 ms. Then, consistently with what observed in the pressure profile in section
4.3.2, also in this case is possible to see how the peak shifts from the blue line to
the red one before the impact and from the yellow line back to the cyan one right
after (i.e. the shock wave hits the front wall and it is reflected back).

Figure 4.23: Temperature profile along the symmetry axis at different time
instants; z represents the coordinate along the axis.
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4.4 Comparison with the Helium-Cooled Breed-
ing Blanket

The two main BB concepts which are currently being studied for the EU DEMO
reactor are the WCLL [7, 8] and the HCPB [6]. Similarly to what has been done
in this work, a CFD analysis of an in-VV LOCA originating by a failure in a
helium-cooled blanket, has been carried out by Zappatore et al. in [22]. In this
section the main differences between the two transients are highlighted with the
aim of establishing which one leads to the most severe consequences. The first
difference is of course the employed coolant, as the current design of the HCPB
foresees the use of pressurized helium at 80 bar and 300 °C÷520 °C. Another major
difference with respect to the water case, is that the helium remain gaseous for the
whole transient, giving rise to a hypersonic single-phase jet, which is not affected
by the phase-change mechanisms. The higher velocity allows the jet to develop
mainly along the axial direction (see figure 4.24) and, therefore, to dissipate much
less energy with respect to the water jet. The latter, on the contrary, expands in
all directions, as the vapor enters at a significantly lower speed due to the flashing
phenomenon occurring at the pipe exit. Indeed, in the case of helium, the leading
edge reaches the front wall in less than 2.5 ms, against the 9.5 ms of the water case.
Also the impact with the wall is quite different: the helium jet, being much more
energetic, causes the pressure to increase from 0.1 bar to 3.5 bar, while, in the case
of water, the pressure rises up to 0.35 bar.

Figure 4.24: Comparison between the helium jet [22] (left) and the water jet
(right) velocity field at the moment of the impact with the front wall.

Following the impact with the front wall, a reflected wave is generated, which
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is much stronger for the water case, as the wave front undergoes condensation.
The result of this phase change mechanism is that the wave has enough energy
to completely dissipate the Mach disk and to reach the inlet. As a consequence,
the inlet mass flow rate is strongly reduced and the outboard wall experiences a
pressure increase of approximately 57 bar. On the contrary, the wave generated in
the helium transient, is not energetic enough to compress the Mack disk (which is
much bigger and stronger than that of water) and therefore it doesn’t reach the
outboard wall.

Concerning the temperature field, the two transients present a similar behaviour,
with an almost constant temperature distribution inside the pipe, followed by a
rapid decrease along the Mack disk and a successive increase to reach the ambient
value. However, the maximum and minimum temperatures reached are very
different: the helium jet is characterized by both very high (∼ 1,500 K) and very
low (∼ 30 K) temperatures, while for the water jet, as can be noticed in section
4.3.3, the temperature is always between 290 K and 600 K.

The timescales involved in the two transients are also very different. In particular,
during the helium transient, the leading shock reaches the BDs in less than 20 ms,
causing the pressure on their surface to increase up to 2.5 bar almost immediately.
Furthermore, the average pressure inside the VV increase more rapidly, reaching
the 1.5 bar threshold for the opening of the BDs, in just 53 ms. The water transient
is instead slower and less violent due to the different expansion mechanism that
characterizes the flashing jet. The leading edge reaches the BDs after 68 ms, but in
this case the impact with the wall is relatively weak, as the pressure on the BDs
surface goes from 0.1 bar to 0.5 bar only. In addition, the average pressure in the
chamber takes 2 s to reach the BDs opening threshold, therefore the communication
between the VV and the VVPSS will occur much later with respect to the helium
transient.
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Conclusions

A 3D CFD model of an in-VV LOCA originating from a break in the WCLL-BB
of the EU DEMO reactor has been developed. The main objective was to simulate
the evolution of the two-phase flashing jet inside the vacuum chamber and its
effects on the structural integrity of the reactor walls. The model is able to capture
the different shock waves generated when the pressurized water enters the plasma
chamber, as well as the local pressure peaks on the tokamak walls. In particular,
thanks to the employed adaption refinement algorithm, the adopted mesh is able
to progressively adapt to the solution during the transient, minimizing the number
of cells and therefore the computational effort. The model was first benchmarked
against a simpler 2D problem taken from the literature, which presents similar
characteristics and then applied to the EU DEMO relevant case. In particular,
this approach allowed to test the most relevant features of the simulation such
as the multiphase approach or the turbulence model. The results show that the
pressure peak caused by the impact of the shock front with the inboard wall, is
below the design limits and therefore doesn’t represent a problem for the structural
integrity of the chamber. On the contrary, the reflected wave generated right after,
undergoes a condensation process while moving back to the inlet region, becoming
more energetic and causing a relatively strong impact with the outboard wall,
whose effects should be assessed with a detailed mechanical analysis.
Moving on with the transient, the pressure wave reaches the opposite side of
the torus, where the safety burst disks are located, and impacts on their surface.
According to the results, the pressure peak is not of concern, since the wave loses
a lot of energy before reaching that point. Moreover, the evolution of the BDs
pressure starts following that of the average pressure inside the vessel until the end
of the simulation (i.e. after 2 s from the occurrence of the break), when it reaches
1.5 bar and causes the burst disk to automatically open. The comparison with a
0D model , shows that a 0D analysis is sufficient to predict the average pressure
behaviour during the transient and therefore the opening time of the burst disks.
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Conclusions

On the contrary, the local parameters such as the pressure peaks on the reactor
walls, can be evaluated only by means of detailed 3D CFD.
Finally, a comparison with an in-VV LOCA originating from a break in the helium-
cooled BB has been carried out. It turned out that the helium transient is much
stronger than that of water and also the velocities involved are much higher. Indeed,
not being subjected to phase change mechanisms, the helium jet is able to reach
hypersonic velocities and to dissipate much less energy, causing steeper pressure
peaks on the chamber walls.
Further development of the model may include a more complex geometry, which
accounts for all the 262 cooling channels and doesn’t neglect the divertor region.
Moreover, the very first instants after the pipe break could be modeled with
different tools in order to cover the time interval needed for the pressure to rise
from 1 Pa-10 Pa to 10,000 Pa (0.1 bar).
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