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Abstract

Metamaterials are artificial materials composed of various inclusion types embedded
in a host medium in specific arrangements. These materials are often exploited be-
cause their macroscopic characteristics are not just related to the molecular structure
but to their building geometry. This aspect allows one to work on the properties of a
certain Metamaterial starting from its structure instead of its chemical composition.
A metasurface (MTS ) is a thin metamaterial layer (2D metamaterial). MTSs can be
designed to provide engineered boundary conditions for controlling the propagation
of surface waves and radiation.
Considering this, the use of metasurfaces can be extremely helpful in order to create
antennas whose properties can be “easier” controlled by exploiting more degrees of
freedom compared to commonly used materials.
This thesis work aims at the creation of a scripting code able to provide the automatic
generation of complete MTS antenna structures exploiting commercial software en-
vironments (Microwave Studio and Matlab, as properly described in the following
chapters), at the validation of designed models through numerical simulations and at
the model optimizations in order to improve performances for new possible scenarios.
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Introduction

Significance of the Study

Antenna systems are widely used by a large kind of communication links in order
to act as transmitting and/or receiving equipment. Due to its principal purpose,
antenna developments and improvements are highly promoted by research.
Considering the critical role that free space signal propagation carries out for commu-
nication intents, to correctly satisfy communication link requirements, an antenna
(both receiving or transmitting) must be quite consistent with directional perfor-
mance constraints, ruled by the application they are involved in.

Array-antennas, composed of sets of electromagnetic emitters, are able to produce
a radiation beam with precise directional characteristics exploiting single radiating
element properties, such as their relative position or phase differences of the relative
signals (phased array).
Array-based antennas are therefore, theoretically, able to respect high performance
requirements, but it must be considered that they are inherently limited by some
restrictions like the segmentation of the aperture, the size of their elements, and the
feeding complexity that typically ends in a complex and expensive implementation
of the antenna itself.

Hence, there is a need for some engineered design able to provide the desired char-
acteristics at an acceptable level of complexity and cost.
For this purpose, Metasurface antennas play a key role. These kinds of antenna are
realized by using sheet materials that are usually composed of metallic patches or
dielectric etchings in planar or multi-layer configurations with sub-wavelength thick-
ness. They have the advantages of light weight, ease of fabrication, and the ability
to control wave propagation both on the surface (surface wave propagations and in
the surrounding free space (radiated field) [1].

Thesis organization

This document is organized as follows:

• Chapter 1: overview and description of Metasurface antennas by characterizing
attributes and operations.

• Chapter 2: introduction to numerical simulations, theoretical formulas and pa-
rameters involved. Presentation of exploited commercial simulation software.

• Chapter 3: step-by-step development of the automatic scripting code used to

7



create the complete antenna structures inside the simulation software environ-
ment.

• Chapter 4: presentation of numerical results obtained by full-wave simulations
and optimizations supported by plots and figures. Improvements and possible
approaches to new scenarios.

• Chapter 5: conclusions.
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1 Metasurface antennas

1.1 Metasurface overview and general attributes

Metasurfaces are two-dimensional (2D) or planar versions of metamaterials with
subwavelength thickness. They have unique abilities for blocking, absorbing, con-
centrating, dispersing, or guiding waves both on the surface at grazing incidence and
in space at normal and oblique incidence [1].

A MTS can be macroscopically described by averaging the tangential fields. This
leads to a characterization based on homogenized isotropic or anisotropic boundary
conditions that can be described by a homogeneous equivalent impedance. This
characteristic can be graphically sketched as in Figure 1 that shows how a curved
wave propagation is supported starting from an impedance modulation.

Figure 1: Curved wavefront supported by impedance modulation [2].

Considering its intrinsic features, a Metasurface can be exploited to control the
propagation of plane and surface waves (SWs). This controlling operation can be
obtained just by exploiting the equivalent impedance characteristic. More specifi-
cally, it is done by modulating the impedance value through a spatial modulation
described by the local change of size, or orientation, of the texture elements that
compose the MTS.
The implied impedance boundary conditions (IBC) lead to the definition of a certain
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Surface Wave Tensor that will describe the propagation of the SW. Differently, when
the shape of the elements is regular enough (Figure 2a), the impedance tensor be-
comes a scalar and therefore the average effect of the boundary conditions is isotropic
with respect to the direction of propagation of the SW. When the element shape
contains additional features, like slots, grooves, or cuts, the effect is anisotropic and
the anisotropy can be easily controlled for elements with two orthogonal symmetry
axes (Figure 2b) [2].

(a) Isotropic MTS: regular square and circu-
lar patches with variable sizes.

(b) Anisotropic MTS: circular patches with
an internal slot or cuts. Presence of two sym-
metry axes.

Figure 2: Isotropic and anisotropic MTS examples.

Metasurfaces can be practically realized in two main ways. Using very thin host
mediums or conducting screens (characterized by small holes), realizing penetrable
MTSs. Otherwise, exploiting grounded dielectric slabs by printing small and periodic
elements on their surface, defining impenetrable MTSs.

All the investigations developed in this work are performed on antennas designed
by using Metasurfaces constituted by perfectly electric conducting elements printed
on a dielectric substrate. A grounded dielectric is used to obtain a guided mode
through the supercritical reflections that happen inside the slab. This imposes, at
the interface between MTS and free space, an equivalent boundary condition defined
by a reactive impedance Z(ρ) = jX(ρ).
Therefore, it can be guessed that the above discussed spatial modulation of the
printed elements leads to the variability of the reactance X(ρ).
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1.2 Metasurface antennas

Metasurface antennas exploit the interference between two or more waves to generate
a different wave phenomenon. This is specifically obtained by properly designing the
arrangements of electrically small metallic-dielectric inclusions in a regular planar
lattice.
Assuming that a certain plane wave is propagating inside a regular lattice substrate,
with elements printed on the surface, the propagation can be described by defining its
wavevectors kt. The value of |kt| at a certain point of the structure can be modulated
by properly controlling the reactance value at that point. More precisely, the larger
the value of reactance, the larger the local decrease of wavevector value. Such effect
is directly related to a local phase velocity decreasing. What is macroscopically
obtained is that the wavevector is forced to bend towards the region characterized
by higher levels of impedance, as shown in Figure 1.
The surface wave propagation can be generally described by a field whose tangential
electric components present a behavior described by:

ESW
t

∼= V0(ρ)k̂te
−jϕ(ρ) (1)

where the local wavevector kt = ∇tϕ(ρ).

The described functioning is related most to regular elements, making an isotropic
situation. A more complex situation is linked to elements that present more sym-
metry axes because, in that case, the local impedance is described by a tensor
impedance.
The use of anisotropic impedance boundary conditions leads to obtaining an aper-
ture field quite controllable through the interaction between the surface wave. In
particular, it is ruled by a leaky wave (LW) effect. Such principle is related to the
“energy leakage” and it can be intuitively associated with losses due to dissipative
systems. In open systems, the oscillation energy can also be gradually lost in the
form of radiation toward the remote boundaries of an open region.

These structures exploit the MTS lattice by using elements that, considering the
operating frequency, are small in terms of wavelength (typically from λ0/5 to λ0/10).
This approach is identified as pixel-like. In this way, the propagating surface wave
sees the boundary condition defined by the interface impedance as a continuum.

1.2.1 State of the art

The attractive features discussed make these types of devices very interesting in the
research context. Indeed, a quite large number of challenging designs have been
proposed by several papers and articles in the literature.

Metasurface antennas, or in general Leaky-Wave antennas are characterized by the
reduction of feeding complexity by using a single feeder. Moreover, they represent
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a significant solution for low-profile and high-directivity applications.

Considering Huygens MTSs, which are described by surfaces with orthogonal electric
and magnetic current that act as ideal sources (Huygens source), in [3] is proposed a
solution to alter and control the propagation of electromagnetic field by maintaining
the continuity of the tangential fields across a material boundary. It has to be
emphasized that, this is not made by commonly using material interfaces, but by
purposely engineering the boundary itself to obtain desired wave propagation effects.
This will allow achieving a desired behavior by synthetizing a surface of currents,
and so have a larger degree of freedom in radiating field control.

Moreover, other purposes can be taken into account as the multi beam radiation,
and the achieving of an extended relative bandwidth (until 35%) linked to a gain
value comparable to high gain antennas.
The trend of gain with respect to the relative bandwidth of different antenna systems
is shown in the following figure.

Figure 3: Gain over relative bandwidth trend for different antenna systems.

In [4] there are presented several new designs and prototypes of MTS antennas
which possess high-efficiency (for broadside and squinted beams), shaped beam,
broadband, dual-band, and dual-beam, respectively; these prototypes extend con-
siderably the class of applications covered by this technology.

Regarding multi-beam approaches, recent works [5] [6] deal with isotropic surface
impedances, which present poor performance in terms of aperture efficiency. Since
this feature is a key parameter in many applications, David González-Ovejero et
al. propose different possibilities for designing multibeam antennas using a single
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Metasurface aperture described by an anisotropic impedance [7].
More specifically, single-source (with two possible implementations) andmulti-source
feeding schemes are proposed. What they have proven is that, regarding the single-
fed MTS, dividing the aperture in N angular sectors (Figure 4a), poor beam ef-
ficiency is provided (about 18%). Differently, the aperture can be shared by all
the modulations required to produce a beam in a desired direction (Figure 4b) and
so the whole structure contributes to the radiation, leading to a largely improved
efficiency (55%).

As opposed, multi-fed approach (Figure 4c) provide an independent control of the
beams, defined by correctly exciting a source to activate a wanted beam. The pro-
duced beams are quasi-orthogonal, which offers a significant advantage for processing
signals impinging from different directions.

(a) Single feeding solution
with aperture sharing and
partition in 4 angular sectors

(b) Single feeding solution
with superposition of modu-
lated impedance patterns

(c) Multi feeding solution
with superposition of modu-
lated impedance patterns

Figure 4: Different designs for multibeam purposes.

With the development of 5G communication systems, the use of MTS has been
promoted as very useful within frequencies in the range of microwaves and millimeter
waves. Particular attention to solutions of these types is given by the attractive
features of low profile, low cost, and reduced power consumption, which can satisfy
the needs of new generation mobile networks. By exploiting multi-beam features
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of MTS antennas, in [8] authors proposed an antenna topology composed of quasi-
optical beamformer used to feed an MTS radiating aperture in a very compact
structure. The realized system leads to a high-gain and low-profile antenna whose
structure is shown in Figure 5. The presented design could be an appealing solution
for wireless backhaul at K band. Indeed, the MTS antenna solution provides in
this case multi-beam radiation able to transport data between the internet and
subnetworks using microwaves or radio waves.

Figure 5: Top view of the MTS structure, emphasis on square patches modulation
and ports disposition.

1.2.2 Current developments

The thesis aims at the development of new possible approaches to Metasurface
Antennas design.
First of all, it must be said that this work adds no innovation in terms of technology
for this field of interest. The main purpose is the development of an automatic code
that allows to easy create a complete MTS antenna structure inside a simulation
environment.
Considering that the devices to which this project is addressed are exploited for
high-gain purposes, the number of subwavelength radiating elements that define the
antenna structure is in the order of thousands. For this reason, the importance of
the automatic generation of such very complex structures can be understood.

The aforementioned complexity of the complete antenna generation within the simu-
lation environments led, in the structures proposed by the articles above mentioned,
to a direct transition to the production stage of the antennas and, consequently, did
not allow a preliminary optimization step of the designs.
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Hence, the development of an automatic code for the structures generation leads
properly to the execution of a preliminary optimization session and adds more de-
grees of freedom for the design.
Once the Metasurface antenna is obtained within the simulation environment, full-
wave simulations can be performed to obtain the antenna performance and then
to aim the optimization towards specific goals. These kinds of simulations are re-
quired because, considering the total dimension of the antenna, an electrically-large
structure is implemented. Moreover, less idealized results can be achieved.

Regarding optimization, particular attention is paid to the increase of the antenna
feeder performance in order to improve the efficiency related to this aspect of the
design. Indeed, in order to maximize the propagation of the SW within the dielectric
substrate, the feeder should be designed and optimized in such a way as to radiate
as little as possible in the open field.
Furthermore, an investigation of the accuracy of the surface impedance reconstruc-
tion is performed using different types of the MTS lattice subdivisions.
In general, an overall optimization of antenna radiating features, such as directivity,
gain, and reflection coefficients, is performed in order to improve performance for
high-gain purposes.
More detailed discussions about optimization and full-wave simulation results are
postponed to Section 4.

All the results and methodologies presented in this thesis are part of an internship
program at fondazione LINKS, Torino - Italy whose components take an active part
in the development of this project and are provided exploiting the Academic License
of CST Microwave Studio supplied by Politecnico di Torino.
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2 Numerical simulation

2.1 Equations and parameters involved

2.1.1 Maxwell’s equations

Maxwell’s equations are a set of coupled partial differential equations that provide
a mathematical model for classical EM technologies. They describe electric and
magnetic phenomena at the macroscopic level.
The general expression of the time-varying equations can be written as:



∇× E =
−δB
δt

−M

∇×H =
−δD
δt

+ J

∇ · D = ρ

∇ ·B = 0

(2)

where the implied quantities can be described as follow

• E is the electric field [V/m].

• H is the magnetic field [A/m].

• D is the electric flux density [Coul/m2].

• B is the magnetic flux density [Wb/m2].

• M is the (fictitious) magnetic current density [V/m2].

• J is the electric current density [A/m2].

• ρ is the electric charge density [Coul/m3].

The sources of the electromagnetic field are the currents M and J and the electric
charge density ρ. The magnetic current is a fictitious source in the sense that it is
only a mathematical convenience: the real source of a magnetic current is always a
loop of electric current.
Since electric current is really the flow of charge, it can be said that the electric
charge density ρ is the ultimate source of the electromagnetic field [9].
In free space, the relationships between field intensities and flux densities are simply
described by:

B = µ0H1 (3)

1Free space permeability µ0 = 4π × 10−7
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D = ϵ0E2 (4)

Assuming an ejωt time dependence, the Maxwell’s equations can be described in
phasors form 

∇× E = −jωB −M

∇×H = jωD + J

∇ ·D = ρ

∇ ·B = 0

(5)

2.1.2 Helmholtz equation

Assuming a linear, source-free situation (M = 0, J = 0), the curl equations in (5)
can be better written considering the definitions given in (3) and (4)

∇× E = −jωµH (6)

∇× E = jωϵE (7)

hence, it can be noticed that there are two equations for the two unknowns (E, H).
They can be either solved by defining the Helmholtz equation (also known as wave
equation) (

∇2E + ω2µϵE = 0

∇2H + ω2µϵH = 0
(8)

The EM wave that is propagating, under the defined conditions, is therefore de-
scribed by this rule.

2.1.3 Plane wave propagation

Plane waves are the simplest form of electromagnetic waves. They are characterized
by a physical quantity, such as phase, whose value is constant, at any moment, over
a plane perpendicular to the direction of propagation.
Like periodic waves, plane waves are defined by wavelength, frequency, and wave
speed.

2Free space permittivity ϵ0 = 8.854× 10−12
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Figure 6: Generic traveling plane wave.

Defining a constant k = ω
√
µϵ, identified as wave number (or propagation constant),

from the Helmholtz equation, a basic plane wave solution can be obtained assuming
an electric field characterized by only an x̂ component and uniform in x, y directions
(δ/δx = δ/δy = 0):

δ2Ex

δz2
+ k2Ex = 0 (9)

that leads to two independent solutions

Ex(z) = E+e−jkz + E−ejkz (10)

The propagation of the electric field along x is therefore described by the superimpo-
sition of a forward and backward plane wave, with E+, E− identified as amplitude
constants.

2.1.4 Wavelength

In physics, the wavelength is the spatial period of a periodic wave. It is the distance
between consecutive corresponding points of the same phase on the wave.
The wavelength λ of a sinusoidal waveform traveling at constant speed v and fre-
quency f is given by

λ =
v

f
(11)

When free-space electromagnetic propagation is considered, the speed of the wave
propagation corresponds to the speed of light c = 3 × 108 m/s. The expression of
free-space wavelength is therefore

λ0 =
c

f
(12)
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2.1.5 Far-Field conditions

Considering a generic transmitting antenna, two main regions can be defined around
the device:

• space region close to the antenna, identified as Near Field (NF). Non-radiative
behavior is dominant.

• space region far enough from the antenna, identified as Far Field (FF). Radi-
ation behavior is dominant.

Considering the main transmission purposes of antenna systems, radiation conditions
(far field conditions) are considered in almost all possible applications.
A space region far enough to be in the far field is identified as the Fraunhofer region:

r > 2D2/λ (13)

where D is the physical dimension of the considered antenna.

Assuming this condition as verified, the far field “layout” is characterized by the
following relations between field components

Er << Eθ, Eϕ Hr << Hθ, Hϕ.

Considering a point of observation P , the spatial situation can be better understood
by looking at Figure 7.

Figure 7: Transmitting antenna example.
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Radiated EM field in FF region is always tangent to a sphere centered at the antenna
center. It can be shown that the FF radiation in a lossless medium can be factored
as:

E(P ) =
e−jk0r

4πr
e(θ, ϕ) (14)

where the first term (ratio) is defined as the “universal” spherical wave while the
second one is the antenna specific “radiation vector” (that will depend on the specific
antenna characteristics).

2.1.6 Field polarization

When a field is propagating, the geometrical orientation of the oscillations is defined
by its polarization.
This characteristic depends on the spatial orientation and the relative amplitude of
in-phase and quadrature vectors of the field. It is described by a unit (complex)
vector

p̂ =
E

|E|
=

E ′ + jE ′′p
|E|2

= p′ + jp′′ (15)

The definition of polarization unit vector implies that it can be written:

E = p̂|E|

The polarization of a propagating EM field is in principle defined as elliptical. This
generic situation can lead to particular cases: linear polarization, circular polariza-
tion.

2.1.7 Antenna directivity

The directivity (IEEE Std 145TM -2013) is the normalized distribution function of
field power density over angular directions. Following a non-standard definition, it
can be also identified as the ratio of the radiation intensity in a given direction from
the antenna to the radiation intensity averaged over all directions.

Being S(r, θ, ϕ) = dP
dΣ

the field power density, the standard directivity expression is:

d(θ, ϕ) =
S(r, θ, ϕ)

Saverage(r)

(16)

and assuming that the average is taken over a sphere with radius r

Saverage =
1

dπr2

Z Z
sphere

S(r, θ, ϕ) dΣ =
1

4πr2
Prad

3

therefore the expression of directivity becomes (not IEEE std definition):

d(θ, ϕ) =
(dP
dΣ
)(r,θ,ϕ)

Prad

4πr2
.

(17)

3Radiated power Prad is different from the input power and depends on the energetic efficiency
η of the antenna considering Prad = ηPin)
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2.1.8 Antenna gain

The gain of an antenna is defined as the parameter that relates the radiated field
strength to the input power through the energetic efficiency of the antenna itself:

g(θ, ϕ) ≡ ηd(θ, ϕ) = η
(dP
dΣ
)(r,θ,ϕ)
Prad

4πr2

(18)

being Prad = ηPin the expression becomes

g(θ, ϕ) ≡ ηd(θ, ϕ) =
(dP
dΣ
)(r,θ,ϕ)
Pin

4πr2

(19)

which shows the relation between the power density and the power accepted by the
antenna.

2.1.9 Radiation pattern

The antenna radiation pattern can be defined as a mathematical function of the
FF radiation properties of the antenna. More specifically it refers to the angular
dependence of the strength of waves radiated by an antenna.

The function f(θ, ϕ) that rules the radiation pattern of an antenna is related to a
normalization with respect to the max gain of the antenna

f(θ, ϕ) =
g(θ, ϕ)

max g(θ, ϕ)
≤ 1 (20)

A general example of an antenna pattern can be seen in Figure 8

Strictly speaking, it is characterized by: main lobe, side lobes (SL), first null beam
width (FNBW), half power beam width (HPBW), and side lobes level (SLL). It can
also be represented in polar form (Figure 8b) to give a better “spatial idea” of the
radiation characteristics.
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(a) Cartesian form.

(b) Polar form.

Figure 8: Radiation pattern examples. (a) shows an example of antenna radiation
pattern in Cartesian form and (b) shows a polar representation (of a radiation pat-
tern different from the previous one).

2.1.10 Link budget, Friis formula

An antenna-based communication system is described by two types of antennas:
transmitting antenna (TX) and receiving antenna (RX). The previously discussed
features will therefore be related to the type of antenna that is considered. Indeed
it is possible to define:

• PTX : transmitted power, related to TX antenna.

• PRX : received power, related to RX antenna.

• gTX : gain of the TX antenna.
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• gRX : gain of the RX antenna.

It is quite intuitive that the signal received by the RX antenna corresponds to the
transmitted signal after the propagation through a certain medium. However, the
signal seen by the receiving antenna is not strictly equal to the transmitted one but it
is quite modified by the features that define the specific link considered. The power
budget that defines the ratio between received and transmitted power, is identified
as Link budget.

PRX

PTX

=
1

(4πr/λ)2
gTX(θ, ϕ)gRX(θ, ϕ)χ(θ, ϕ) (21)

where χ(θ, ϕ)4 is the loss due to polarization mismatch between transmitting and
receiving antenna (polarization loss).

Neglecting additional losses, from (21) is possible to obtain the Friis Formula, which
properly defines the amount of the received power:

PRX =
PTXgTX(θ, ϕ)gRX(θ, ϕ)

(4πr)2
χ(θ, ϕ). (22)

The amplitude of the received power will therefore be related to: power delivered
by the TX antenna, antenna gains in link direction, polarization loss, and free space
loss.

2.1.11 Scattering parameters

Scattering parameters are used to easily describe the electrical behavior of linear
electrical circuits when high-frequency situations are considered. Indeed, for example
at RF frequencies, it is not possible to describe a circuit by classically using its Z-
matrix or Y-matrix. This issue is related to the fact that frequency of this magnitude
cannot be correctly related to short-circuit or open-circuit conditions (necessary to
define Z and Y parameters).

To obtain the S-matrix, the circuit under test will be terminated with matched loads.
In this case, the electrical characteristics of the circuit are not defined by examining
voltage and current waves but by considering power waves.
For a generic multi-port network, the ports are numbered from 1 to N, where N is
the total number of ports. For port i, the associated S-parameter definition is in
terms of incident and reflected power waves, ai and bi respectively:

ai =
1

2

(Vi + Z0Ii)p
|ℜ{Z0}|

bi =
1

2

(Vi − Z∗
0Ii)p

|ℜ{Z0}|
4Polarization loss given by χ(θ, ϕ) = |p̂

TX
(θ, ϕ) · p̂

RX
(θ, ϕ)|2
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where Z0 is the nominal characteristic impedance of the circuit and Zi, Vi and Ii
are respectively the impedance, the complex amplitude of voltage, and the complex
amplitude of current at port i.

The scattering matrix defines the relation between the components of a and b vectors:b1
...
bn

 =

S11 ... S1n
...

. . .
...

Sn1 ... Snn


a1

...
an



2.1.12 Leaky-wave antennas

As briefly introduced in Section 1.2.1, all the interesting features related to array
antennas are followed by a high complexity of the design.
From the late 1950s, different antenna systems, known as Leaky-wave antennas, be-
came increasingly popular within the microwave communication environment [10]-
[11]. This attention was linked to the possibility of designing high directivity an-
tennas without the complexity limitation given by the need for complicated feeding
networks and a high number of elements inherent to classical phased array designs.
More precisely, the feeding system is based on the propagation of a leaky wave in-
side the antenna structure that is able to excite the radiating elements. Generally,
this leads to the realization of an effective antenna aperture that is able to radiate
energy.

The field above the aperture is characterized, using the Helmholtz equation, by a
transverse (vertical) wavenumber

kx = ±
p

k2
o − k2

z = βx − jαx (23)

so, properly described by the complex wavenumber kz = β − jα where β and α are
respectively the phase and the attenuation constants.
For small attenuation values, the radiation angle θ can be approximated as [12]:

θ = acos(
β

k0
) (24)

The complex wavenumber of the leaky wave on the aperture directly determines the
main features of its radiation pattern: direction of the main beam, beamwidth, and
sidelobe level. The attenuation constant controls the angular width of the main beam
in the far field, i.e., the antenna directivity. If the leaky waveguide is sufficiently
long to avoid end reflections, the leakage rate directly determines the size of the
effective antenna aperture: a large (small) implies a short (long) effective aperture,
which corresponds - after a Fourier transformation - to a wide (narrow) beam in the
far field [13].
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For one-dimensional (1D) uniform leaky-wave antennas, the half-power beamwidth
is linearly proportional to α/k0 through the approximate formula [12]:

BW = 2csc(θ)
α

k0
(25)

2.1.13 Electromagnetic modeling

Once discussed the theoretical support to the study of interest, a preliminary intro-
duction to the model of the involved antennas can be given.

The MTS can be fully described by Maxwell’s equation using appropriate bound-
ary conditions. For this reason, the interested investigation can be described as a
“Boundary Value Problem (BVP)”. In this regard, the exploitation of the commer-
cial simulation software is aimed at the numerical solution of actual BVP through
full-wave simulations, hence without the introduction of other approximations (apart
from the numerical solution which, of course, is an approximation itself).

Many methods can be useful for numerically solving Maxwell’s equation. In Sec-
tion 2.2, some of them are briefly explained since exploited by the commercial sim-
ulation software used for this thesis work.

Considering the EM modeling of a general MTS, it can be defined as a “Multiscale
problem” [14] which can realize a more complex situation for numerical solvers.
This is related to the fact that, as explained, the total structure is realized by the
interaction of many “elementary” structures whose are therefore related to different
scale with respect to the wavelength. More in detail:

• considering the total dimension, the MTS antenna is related to a macroscale,
L >> λ (Figure 9a);

• considering local lattice modulations, the MTS antenna is related tomesoscale,
L ≃ λ, (Figure 9b);

• considering singular radiating elements, the MTS antenna is related to mi-
croscale, L << λ, (Figure 9c)
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(a) Antenna total dimension.

(b) Local lattice.

(c) Patches dimension.

Figure 9: Multiscale problem. (a) shows the macroscale related to antenna total
dimensions; (b) shows mesoscale related to local lattice dimensions; (c) shows mi-
croscale related to patches and mesh dimensions.
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The already discussed impedance modulation allows analyzing the overall MTS as
a surface impedance. This leads to a reduction of the unknowns number of the
numerical problem and a lattice easier to modify. In this way, the approach consists
in design and analyze the reactance profile, and then to synthetize the designed
profile. Figure 10 shows an example of the procedure.

Figure 10: MTS modeling approach.

For the sake of completeness, some examples of MTS antenna structures are re-
ported. In Figure 11 there are shown examples of antennas practically realized for
specific purposes while, in Figure 12, there are shown some examples of structures
that are implemented in CST environment to carry out the results this thesis is
aimed to.

It must be said that, in this introduction step, just the “final” structures are shown.
The step-by-step generation of the complete structures is postponed to section (Sec-
tion 3).
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Figure 11: Examples of physically realized MTS antenna.

(a) CST MTS antenna example with circular
patches.

(b) CST MTS antenna example with double
anchors.

Figure 12: CST examples of MTS antennas. (a) shows a structure with variable-size
circular patches as radiating elements; (b) shows a structure with double anchors
shapes as radiating elements.

2.2 CST software

The results later on presented in this work are obtained by performing numerical
simulations of the designed structures in CST Microwave Studio. This commer-
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cial simulation software, developed by Dassault Systèmes Simulia, is highly used
in telecommunications, defense, and aerospace environments. It can be defined as
an electromagnetic design tool able to numerically solve Maxwell’s equation giving
specific solvers for EM and multiphysics problems.

2.2.1 CST environment

As well as other simulation software, CST offers a user-friendly interface by which
is possible to build the geometric structure of interest, and then, properly set up the
simulation solver. More specifically, CST is able to exploit different solver types for
the numerical solution of the EM problem.

Two solvers are mainly related to the scope of this thesis, Time Domain Solver (TD)
and Frequency Domain Solver (FD).

2.2.2 Time Domain solver

Time domain solver calculates the development of fields through time at discrete lo-
cations and at discrete time samples. Consequently, a time domain solver is remark-
ably efficient for most high-frequency applications such as connectors, transmission
lines, filters, antennas, etc.

TD solver can be based on the Finite Integration Technique (FIT), just called Tran-
sient solver, or differently, on the Transmission Line Method (TLM) that refers to
TLM solver. Both solvers work on hexahedral grids [15].
FIT technique for time domain solver is the only one used during this thesis work.

Strictly speaking, this numerical method is based on the discretization of the integral
form of Maxwell’s equations leading to a spatial discretization scheme that can be
applied to various EM problems (from static field to high-frequency applications).
The numerical solution of the equations is provided by reducing the calculation
domain to a finite space that encloses the application problem. Hence, the consid-
ered finite domain is consequentially split into a large number of small elements by
exploiting a mesh system.

The spatial discretization of Maxwell’s equations is finally performed on two orthog-
onal grid systems where the degrees of freedom are introduced as integral values.
Considering Faraday’s Law (shown in Figure 13), the closed integral on the equa-
tion’s left side can be rewritten as a sum of four grid voltages without introducing
any supplementary errors. Consequently, the time derivative of the magnetic flux
defined on the enclosed primary cell facet represents the right-hand side of the equa-
tion, as illustrated in the figure below. Repeating this procedure for all available
cell facets summarizes the calculation rule in a matrix formulation, introducing the
topological matrix as the discrete equivalent of the analytical curl operator [15]:
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Figure 13: Finite domain discretization of Maxwell’s equations.

2.2.3 Frequency Domain solver

The FD solver is able to provide Maxwell’s equations solution in the frequency
domain exploiting the Finite Element Method (FEM). Applying a transformation
from time to frequency domain, a time-harmonic dependence of the fields can be
assumed. Considering this, fields are completely described by phasors of transient
fields by properly multiplying the phasor for the time factor e(jωt) and taking the
real part of the result:

E(t) = ℜ{E(ω) · e(jωt)} (26)

However, the frequency domain solver uses special broadband frequency sweep tech-
niques in order to derive the full broadband spectrum from a relatively small number
of frequency samples.
General purpose broadband frequency sweep, particularly defined by tetrahedral mesh,
offers the widest range of applications. It evaluates the solution for the underlying
equation for a single frequency at a time, and for a number of adaptively chosen
frequency samples. For each frequency sample, the linear equation system will be
solved by an iterative solver or sparse direct solver.
As an alternative to the general purpose sweep, a Fast reduced order model sweep
is available, which efficiently generates broadband results from very few equation
system solver runs. A special model order reduction technique is used to reduce the
size of the system [15].
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For the discretization of the geometry, the hexahedral mesh as well as the tetrahedral
mesh may be chosen.

2.2.4 Matlab-CST interface

Going into a more detailed description of the automatic implementation in the sim-
ulation environment, CST software may present a possible criticism related to the
manual generation of the structures interested in simulating. To be more specific,
the software presents the possibility to directly control the geometric modeling by
using scripts based on VBA language.
What this thesis is referred to is the exploitation of a pre-defined library that is
able to create a CST object which acts as an interface between Matlab and CST Mi-
crowave Studio in order to provide a translation between Matlab and VBA language.
In this way, a more common programming language can be used, and therefore, the
complexity of the written code lines is reduced by considering that the sets of VBA
instructions are directly given by the library.

The mentioned interface was developed in 2018 by Henry Giddens, Antennas and
Electromagnetics Group at Queen Mary University London [16].
This thesis project aimed at the exploitation of the Giddens library to properly
generate a Matlab script organized into high-level and low-level functions. To be
more specific, low-level functions will directly use VBA translating codes to imple-
ment, starting from Matlab, the automatic generation of geometric structures in
CST environment. The generation of single objects will be controlled by properly
using singularly the functions given by the library, while the generation of multiple
objects will be done by the aimed generation of “for” loops. Geometry generation
will be better described in Section 3.
Differently, at high level, the low order functions will be exploited to correctly gen-
erate the entire structure of an investigated MTS antenna.

Matlab-CST interface is not just used to create the antenna geometries. It is also
used to correctly set software settings, and field monitors, to obtain the specific
results to which the current investigation is directed.
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3 Automatic code development for Metasurface

antenna design

3.1 Possible approaches

As introduced, there were two main possibilities for the development of the auto-
matic code. The first approach is based on the exploitation of the macro scripting
that is directly given by CST software, based on VBA language.
The second approach is, instead, based on the use of Matlab scripting for the imple-
mentation of CST instruction sets able to create the desired geometries within the
simulation environment.

To obtain an automatic code based on a more common and friendly-user program-
ming language, the Matlab-based code was chosen for the development of this thesis
project.

Advancing in the project, also VBA approaches were exploited, in particular, to
generate and add some new functions to the Giddens interface library. This was
necessary to carry out some specific tasks required by the considered type of anten-
nas. Detailed descriptions of the implemented functions will be later on discussed
in Section 3.3.

3.2 Automatic structure generation

To better understand the scripting code organization, an example of the MTS an-
tenna structure is reported to show, broadly, the kind of geometries that the code
must be able to generate.
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(a) Circular antenna example. (b) Square antenna example.

Figure 14: CST implementation of general MTS (not complete) structures. (a)
shows a circular antenna geometry; (b) shows a square antenna geometry.

In Figure 14 two different grounded dielectric slabs that can be used as supporting
structures for the Metasurface layer are reported; while, in Figure 15, is reported an
example of a complete MTS antenna structure.
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Figure 15: First example of MTS antenna complete structure with circular patches
as radiating elements. CST implementation.

As can be seen, in the displayed case the radiating elements consist of circular
patches made by PEC. The radius of each patch is chosen following the values stored
in an example HDF-5 file (more detailed discussion on this aspect is postponed to
Section 3.5).
Regarding the spatial position of the patches, this is ruled by the partitioning of the
considered dielectric slab (squared o circular) in a regular grid that identifies unit
cells within the dielectric plane. The size of the unit cells is chosen, as already said,
in a range between (λ/6 - λ/10).
Intuitively, the maximum number of radiating elements that can be printed on the
dielectric surface depends on the total dimension of the antenna and the size of the
unit cells: Nelements = Antenna Size/Unit Cell Size.

In the following, the generation of the elements that compose the complete antenna
structure is sketched in terms of pseudo-code, in order to introduce the reader to
the detailed description of functions generation.
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3.2.1 Dielectric substrate and ground plane generation

The examples of the grounded dielectric slabs shown in Figure 14 present two dif-
ferent antenna structures: a circular and a square antenna.

In the case of a circular antenna, a cylindrical geometry is created in CST environ-
ment and its generation is ruled by:

• radius of the cylinder that defines the total size of the antenna;

• thickness of the dielectric substrate.

While, for the square antenna, the generation of a brick is performed and it is ruled
by:

• values of xmin, xmax and ymin, ymax that define the extension of the brick in x
and y directions, and therefore the total size of the antenna;

• thickness of the dielectric substrate.

In both cases, a ground plane is also designed. The shape of this conducting surface
is, of course, chosen in relation to the geometry of the considered antenna. This
part of the structure is controlled by the code exactly in the same way as the di-
electric layer, the only difference compared to the substrate is that the GND plane
is managed in such a way as to possibly have an infinitesimal thickness, contrary to
the dielectric slab that is always defined as a finite element.
To better appreciate the presence of the GND plane, the following figures show
back (Figure 16a, Figure 17a) and lateral (Figure 16b, Figure 17b) views of the two
grounded dielectric slabs implemented in CST by exploiting the automatic code.
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(a) Back perspective view of the grounded square dielectric.

(b) Lateral view of the grounded square dielectric.

Figure 16: Detailed CST views of the square dielectric structure.
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(a) Back perspective view of the grounded circular dielectric.

(b) Lateral view of the grounded square dielectric.

Figure 17: Detailed CST views of the circular dielectric structure.

3.2.2 Feeding element generation

As can be guessed by looking at Figure 16 and Figure 17, also a feeding element is
designed in CST to add a discrete port and correctly insert a voltage signal inside
the structure.

The considered feeding system, used in each of the designed antennas, is a coax-
ial cable whose dimensions are precisely chosen to implement a wanted value of
impedance.
The designed cable has a 50 Ω characteristic impedance by using:
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• a 2.7 mm - diameter dielectric substrate with relative permittivity ϵr = 2.1;

• a 0.85 mm - diameter inner conductor;

• an ideal coaxial coating with infinitesimal thickness.

Figure 18 and Figure 19 report different perspective views of the designed coaxial
cable.
From the lateral view (Figure 18b), it can be noticed that the extension of the inner
conductor of the cable does not stop at the interface between dielectric and air, but
it goes through the substrate to end with a protruding height.
This aspect leads to a better definition of the feeding system. In fact, this structure
implements a coaxially fed vertical monopole that radiates the exciting surface wave.
The described system is placed at the center of the structure so that, in this way, it
is possible to feed the MTS antenna with a SW that can be always assumed to be
cylindrical and azimuthally symmetric, as the one provided by a monopole.

(a) Perspective view.

(b) Lateral view.

Figure 18: Detailed CST views of the coaxial feeding system.
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(a) Perspective view.

(b) Lateral view. (c) Back view.

Figure 19: Isolated CST views of the coaxial feeding system.

The discussion relative to the height value of the prominent monopole is postponed
to section 3.5, dedicated to the optimization of the feeder.

3.2.3 Radiating elements generation

Finally, the last aspect of the antenna structure that needs to be presented is the
radiative element (RE). There are some possible shapes that can be chosen.
For the sake of completeness, the shapes that will be depicted in the following, do not

39



represent all the possible solutions that can be adopted to design an MTS antenna,
but they are general enough to discuss the capability of this work.

Figure 20 shows and summarizes the features related to each RE shape.

Figure 20: Radiating elements examples [4].

Taking into consideration the geometric form of the elements, it is possible to sketch
up how the pseudo-code has to be organized to correctly control the implementation
of the shapes.
Firstly, it must be said that two of the features that the code must be able to control
are common to each kind of radiating element: the spatial position in terms of (x,
y) coordinates within the dielectric substrate, and the rotation of the element with
respect to the center of the unit cell to which it belongs.

Regarding the “Coffee Bean” elements, this profile is essentially made by a circular
patch that is slotted in its center. The parameters that should be controlled (in
addition to the 2 aforementioned common parameters) are:

• radius of the circular geometry (cylinder in CST);

• width of the central slot.

For the “Grain of Rice” shape, this profile is given simply by an ellipse without
other features. Hence, the code must be able to control:

• minor radius of the ellipse (identified as a in the relative image in Figure 20),

• major radius of the ellipse (identified as b in the relative image in Figure 20).

Considering the “Double Anchor” shape, this turns out to be the trickiest structure
to generate. That’s because it is not linked to a single geometric form but is realized
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by the overlapping of several of them (more detailed information on the generation
of double anchor profiles will be given in the dedicated Section 3.3.7).
In this case, the code must be able to specifically control:

• the radius of the external circle of the element (identified as b in the relative
image in Figure 20);

• the radius of the internal (empty) circle of the element (identified as a in the
relative image in Figure 20), that defines the thickness of the element;

• the generic angle α, took from the center of the shape, that defines the angular
aperture between the extremities of the two anchors;

• the rectangular strip at the center of the element that links the two anchors.

At last, as shown previously in Figure 15, also circular patches can be used as
radiating elements. In this case, the profile is simply implemented with a circle, so
the unique parameter that has to be controlled (as well as the mentioned parameters
common to each shape) is the radius of the circle itself.

3.2.4 VBA scripting examples

In this section, some examples of VBA scripting are reported in such a way as
to validate the chosen approach by showing the order of complexity of the VBA
instructions.
To do so, the automatic generation of the circular dielectric substrate is reported as
a simple example in Figure 21.
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Figure 21: Automatic generation of a cylinder in VBA.

The cylinder used to create the slab is parametrized regarding values preliminary
defined. For this example, the used parameters are:

• antennaSize is the total size of the antenna, i.e. the diameter of the cir-
cular slab, so the outer radius of the cylinder is equal to half of the value
(antennasize/2);

• subHeight is the height of the considered substrate;

• substrate is the name given to the item inside the software environment;

• diel layer is the material assigned to the substrate, whose dielectric constant
and color were preliminarily defined.

What has to be underlined is the difference between the code lines shown in this VBA
example, with respect to a more common object-oriented or procedural programming
language. A more concrete comparison can be achieved by looking at the Matlab
example shown in the next section.

3.2.5 Matlab scripting examples

The Matlab code written to generate the substrate cylinder is parametrized with
respect to the same values introduced in the VBA example previously reported.
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1 c s t . addCylinder (” antennaSize /2” , 0 , ' z ' , ” antennaSize /2” , ” antennaSize /2” , . . .
{0 ' subHeight ' } , ' subs t r a t e ' , 'Component1 ' , ' d i e l l a y e r ' ) ;

As can be seen, recalling the dedicated function, just two code lines are enough to
generate the wanted geometry. This is possible because all the complex controls that
allow CST to understand what is written in Matlab are provided by the discussed
interface.
To emphasize the complexity that the Matlab-CST interface has, the function that
provides the Matlab implementation of the generic cylinder (named as “addCylin-
der”) is given below.

f unc t i on addCylinder ( obj ,R1 ,R2 , o r i en ta t i on ,X,Y,Z , name , component , mate r i a l )
2

R1 = obj . checkParam (R1) ;
4 R2 = obj . checkParam (R2) ;

X = obj . checkParam (X) ;
6 Y = obj . checkParam (Y) ;

Z = obj . checkParam (Z) ;
8

VBA = sp r i n t f ( [ 'With Cyl inder\n ' , . . .
10 ' . Reset\n ' , . . .

' .Name ”%s ”\n ' , . . .
12 ' . Component ”%s ”\n ' , . . .

' . Mater ia l ”%s ”\n ' , . . .
14 ' . OuterRadius ”%s ”\n ' , . . .

' . InnerRadius ”%s ”\n ' , . . .
16 ' . Axis ”%s ”\n ' ] , . . .

name , component , mater ia l ,R1 ,R2 , lower ( o r i e n t a t i o n ) ) ;
18

switch lower ( o r i e n t a t i o n )
20 case ' z '

VBA2 = sp r i n t f ( [VBA, . . .
22 ' . Zrange ”%s ” , ”%s ”\n ' , . . .

' . Xcenter ”%s ”\n ' , . . .
24 ' . Ycenter ”%s ”\n ' , . . .

' . Segments ”0”\n ' , . . .
26 ' . Create\n ' , . . .

'End With ' ] , . . .
28 Z(1) ,Z(2) ,X,Y) ;

case 'y '
30 VBA2 = sp r i n t f ( [VBA, . . .

' . Yrange ”%s ” , ”%s ”\n ' , . . .
32 ' . Xcenter ”%s ”\n ' , . . .

' . Zcenter ”%s ”\n ' , . . .
34 ' . Segments ”0”\n ' , . . .

' . Create\n ' , . . .
36 'End With ' ] , . . .

Y(1) ,Y(2) ,X,Z) ;
38 case 'x '

VBA2 = sp r i n t f ( [VBA, . . .
40 ' . Xrange ”%s ” , ”%s ”\n ' , . . .

' . Ycenter ”%s ”\n ' , . . .
42 ' . Zcenter ”%s ”\n ' , . . .

' . Segments ”0”\n ' , . . .
44 ' . Create\n ' , . . .

'End With ' ] , . . .
46 X(1) ,X(2) ,Y,Z) ;

end
48

obj . update ( [ ' de f i n e cy l i nd e r : ' , component , ' : ' ,name ] ,VBA2) ;
50

52 end

Strictly speaking, what is implemented by the interface is a macro function that
takes as input the parameter defined by the user (as the geometry dimensions, the
spatial position in x and y directions, the thickness of the structure, etc) and then,
prints exactly the same VBA instructions shown in Figure 21 transmitting to them
the input parameters. The Matlab object created is interpreted by CST through
the VBA instruction printed by the code.
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3.3 Creating Matlab functions

In this section, detailed descriptions of the functions written to generate the entire
antenna structure are given.
Having introduced the kind of geometries that compose the antenna, it is possible
to understand that the type of functions that needs to be written depends on the
geometric form that describes the considered shape. A hierarchical approach is so
defined.
Firstly, low-level functions (as the one previously reported) were created. Then,
to generate a more simple and efficient code, a function wrapping is performed in
order to create a high-level script that is able to exploit the lower order functions to
generate the complete structure.
This aspect is particularly important because, following this procedure, a generic
user has no need to understand how the Matlab-CST interface is structured and
works. The user has only to define, in Matlab, the parameters that describe the
specific system (operating frequency, type of dielectric, type of conductors, antenna’s
dimensions, etc), and after, to pass them as input to the generating functions. In
this way, a very compact and user-friendly code is obtained.

To better appreciate the differences between high and low-level functions, both types
are reported in the following. From now on, just circular substrates will be consid-
ered, while each radiating element shape previously discussed is used.

3.3.1 Circular substrate generation

The low-level function written to correctly generate this geometry corresponds to
the one already shown in Section 3.2.5

c s t . addCylinder (” antennaSize /2” , 0 , ' z ' , 0 , 0 , {0 ' subHeight ' } , . . .
2 ' subs t r a t e ' , 'Component1 ' , ' d i e l l a y e r ' ) ;

It can be noticed that a user who is totally unaware of how the Matlab-CST interface
function works cannot correctly generate the structure. Indeed, in this case a generic
user should know how to define:

• the total size of the antenna;

• the null value of the inner radius of the cylinder (being the circular substrate
generation based on the definition of a cylinder);

• the orientation of the vertical extension of the antenna (z direction generically);

• the couple of (x, y) values with respect to which the antenna is centered;

• the height of the dielectric substrate;

• the component to which the item belongs;
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• the name of the dielectric material that composes the substrate (if not in the
CST material library it has to be preliminarily defined).

Table 1 summarizes the realized situation to better understand how the indicated
parameters are organized in the example code shown before.

(1) Antenna total size (radius) “antennaSize/2”
(2) Cylinder inner radius 0
(3) Cylinder orientation ‘z’
(4)-(5) (x, y) center (0, 0)
(6) Z extension vector (height of the substrate) {0 ‘subHeight’}
(7) Name of the generated item ‘substrate’
(8) Name of the component to which the generated item belongs ‘Component1’
(9) Name of the material that composes the item ‘diel layer’

Table 1: Circular substrate low-level function input parameters.

It can be understood that the parameters which rule the execution of the low-level
function are not just related to antenna specs (total size, dielectric characteristics),
but some of them are just linked to the correct operation of the function itself.
Hence, if a generic user is not aware of how to exactly define each parameter, some
CST or Matlab error will occur.
Differently, using high-level functions, a generic user has just to know how a Matlab
function works. In this case, the user should simply recall the function and un-
derstand which parameters the function requires as inputs. Once given the input
parameters, the function returns in CST an object defined by the specified values.
The wrapped function that generates the circular substrate is named “CreateCircu-
larSubstrate.m”

f unc t i on CreateC i r cu la rSubs t ra t e ( antennaSize , eps r , mu r , subHeight )

It should be quite intuitive that in this case, the parameters that the user has to
give as inputs are just related to the specific antenna that he wants to create, there
are no “technical” parameters related to the correct execution of the function itself.

(1) Antenna total size (diameter)
(2) Relative permittivity of the dielectric substrate
(3) Relative permeability of the dielectric substrate
(4) Height of the dielectric substrate

Table 2: Circular substrate high-level function input parameters.

Of course, what is contained inside the high-level function is properly a wrapping of
the low-level one.
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1 func t i on CreateC i r cu la rSubs t ra t e ( antennaSize , eps r , mu r , subHeight )

3 tmp= eva l i n ( ' c a l l e r ' , 'CST ' ) ;

5 tmp . addNormalMaterial ( ' d i e l l a y e r ' , eps r , mu r , [ 0 1 1 ] ) ;
tmp . addParameter ( ' antennaSize ' , antennaSize ) ;

7 tmp . addParameter ( ' subHeight ' , subHeight ) ;

9 tmp . addCylinder (” antennaSize /2” , 0 , ' z ' , 0 , 0 , . . .
. . .

11 {0 ' subHeight ' } , ' subs t r a t e ' , 'Component1 ' , ' d i e l l a y e r ' ) ;

13
end

3.3.2 Circular GND plane generation

As previously stated, the generation of the GND plane has no differences (apart
from dimensions and spatial position) from the substrate generation. In this case,
the parameters that the user should define as input are the total antenna size and
the thickness that the conductor should have. In each considered case, a PEC plane
is used for simplicity and it extends along negative values of ‘z’ direction.

f unc t i on CreateCircularGNDPlane ( antennaSize , th i ckne s s )
2

tmp= eva l i n ( ' c a l l e r ' , 'CST ' ) ;
4

tmp . addParameter ( ' antennaSize ' , antennaSize ) ;
6 tmp . addParameter ( ' th i ckne s s ' , t h i ckne s s ) ;

8 tmp . addCylinder (” antennaSize /2” , 0 , ' z ' , 0 , 0 , {”− th i ckne s s ” , 0} , 'GND ' , 'Component2 ' , 'PEC ' ) ;

3.3.3 Coax cable feeder generation

Regarding the generation of the feeder, the generating function presents, as input
parameters, the values of relative permittivity and permeability of the coax cable
dielectric. This is related to the preliminary evaluation of the correct dimensions of
the cable that implements a 50Ω characteristic impedance.
The dimensions introduced in Section 3.2.2 are so carried over inside the high-level
function to create the wanted feeder.

f unc t i on CreateOptimizedCoax50 ( eps r coax , mu r coax , coax coa t ing rad iu s ,
c o a x d i e l e c t r i c i n n e r r a d i u s , c o a x d i e l e c t r i c o u t e r r a d i u s , c o ax w i r e ou t e r r ad i u s )

2
tmp= eva l i n ( ' c a l l e r ' , 'CST ' ) ;

4
tmp . addNormalMaterial ( ' d i e l c o ax ' , eps r coax , mu r coax , [ 0 . 8 0 .8 0 . 3 ] ) ;

6
tmp . addParameter ( ' coax coa t i ng r ad iu s ' , c o ax coa t i ng r ad iu s ) ;

8 tmp . addParameter ( ' c o a x d i e l e c t r i c o u t e r r a d i u s ' , c o a x d i e l e c t r i c o u t e r r a d i u s ) ;
tmp . addParameter ( ' c o a x d i e l e c t r i c i n n e r r a d i u s ' , c o a x d i e l e c t r i c i n n e r r a d i u s ) ;

10 tmp . addParameter ( ' c oax w i r e ou t e r r ad i u s ' , c o ax w i r e ou t e r r ad i u s ) ;

12 %c r ea t i ng the coax cab le input f e ed ing
%coat ing

14 tmp . addCylinder ( ' coax coa t i ng r ad iu s ' , ' coax coa t i ng r ad iu s ' , ' z ' , 0 , 0 , {”− th i ckne s s ” , 0} , 'Coax
Coating ' , 'Component2 ' , 'PEC ' ) ;

%d i e l e c t r i c
16 tmp . addCylinder (” c o a x d i e l e c t r i c i n n e r r a d i u s ” , ” c o a x d i e l e c t r i c o u t e r r a d i u s ” , ' z ' , 0 , 0 , . . .

{”− th i ckne s s ” , 0} , 'Coax D i e l e c t r i c ' , 'Component1 ' , ' d i e l c o ax ' ) ;
18 %pin
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tmp . addCylinder (” c oax w i r e ou t e r r ad i u s ” , 0 , ' z ' , 0 , 0 , [”− th i ckne s s ” , ” subHeight +2.8078”] , . . .
20 'Coax Wire ' , 'Component1 ' , 'PEC ' ) ;

22 %de f i n i n g the boolean operat ion to c o r r e c t l y i n s e r t the coax ca lbe through the subs t ra t e
tmp . i n s e r tOb j e c t ( 'Component2 :GND ' , 'Component1 : Coax D i e l e c t r i c ' ) ;

24 tmp . i n s e r tOb j e c t ( 'Component2 :GND ' , 'Component2 : Coax Coating ' ) ;
%adding waveguide port

26 tmp . addWaveguidePort ( ' zmin ' , {(”− coax coa t i ng r ad iu s ”) (” coax coa t i ng r ad iu s ”) } , . . .
{(”− coax coa t i ng r ad iu s ”) (” coax coa t i ng r ad iu s ”) } , ”− th i ckne s s ”) ;

It can also be observed that the function is able to add a discete waveguide port to
correctly feed the system with a traveling wave. Being the added port named as
port 1, its reflection coefficient will be indicated as S11.
Moreover, specific boolean operation is performed in order to correctly insert the
coax cable within the dielectric substrate and GND plane.

3.3.4 Circular patches generation

Once implemented the Metasurface’s supporting structure, the Matlab functions
written to generate the wanted MTS lattice can be reported. Being the less complex
shape, the circular patches generating function is firstly shown.

f unc t i on CreateCircu larPatches ( xCoordinate , yCoordinate , radius , antennaSize )
2

4 tmp= eva l i n ( ' c a l l e r ' , 'CST ' ) ;
lambda CST= eva l i n ( ' c a l l e r ' , ' lambda CST ' ) ;

6 antenna geometry= eva l i n ( ' c a l l e r ' , ' antenna geometry ' ) ;
x g r i d= xCoordinate ;

8 y g r i d= yCoordinate ;
antennaRadius= antennaSize /2 ;

10

12 i i =0;
f o r i = 1 : l ength ( x g r i d )

14 i i = i i +1;

16 Xblock = x g r i d ( i ) ;
Yblock = y g r i d ( i ) ;

18 %c r ea t i ng the name at each i t e r a t i o n
name = [ ' Circu larPatch ' , num2str ( i i ) ] ;

20 %c r ea t i ng the s i n g l e patch f o r the cur rent i t e r a t i o n
r=rad ius ( i ) ;

22 tmp . addCylinder ( r , 0 , ' z ' , Xblock , Yblock , { ' subHeight ' , ' subHeight ' } , name , 'Component1 ' , '
PEC ' ) ;

24 %con t r o l on the po s i t i o n o f the i−th block , i f i t s p o s i t i o n exceeds the subs t r a t e l im i t s i t
must be de l e t ed
i f ( Xblock+r>antennaSize | | ( Yblock+r>antennaSize ) ) | | ( ( Xblock−r ) <0 | |(Yblock−r )<0) | | . . .

26 ( abs (Xblock−antennaSize /2)<lambda CST/10&&abs (Yblock−antennaSize /2)<lambda CST/10) . . .
| | ( ( Xblock−antennaRadius ) ˆ2+(Yblock−antennaRadius )ˆ2>=(antennaRadius −1)ˆ2 &&

antenna geometry==”Ci r cu l a r ”) . . .
28 | | ( ( Xblock−antennaRadius ) ˆ2+(Yblock−antennaRadius )ˆ2>=(antennaRadius −1)ˆ2 &&

antenna geometry==”Ci r cu l a r ”)
name complete= [ 'Component1 : ' , name ] ;

30 %de l e t i n g func t i on
tmp . de l e t eObjec t ( ' s o l i d ' , name complete ) ;

32 end
end

Looking at the code lines, a more complex situation can be noticed for the generation
of the radiating elements. Being the function related to the generation of multiple
objects, the implementation is managed by the exploitation of a loop whose length
is defined by the number of elements stored in the vector that contains the (x, y)
spatial coordinates (externally defined by the user).
Considering a generic user that wants to generate N circular patches, it has to give
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as input parameters N (x, y) couples, N radius values (variable or not), and the
antenna total size. More specifically, the total structure dimension (antennaSize)
is given as input in order to correctly implement an “if” statement able to control
if the n-th element is generated outside of the dielectric substrate and, eventually,
to delete it or issue a warning.

3.3.5 Elliptical patches generation

The same consideration described for circular patches can be extended to the gen-
eration of the grain of rice REs, since this shape can be practically realized by
implementing an elliptic form.

What the user has to manage and give as inputs are the major and minor radii of
the ellipse.

1 func t i on CreateGrainOfRice ( xCoordinate , yCoordinate , major radius , minor radius ,
r o t a t i on ang l e v e c t o r , antennaSize )

3
tmp= eva l i n ( ' c a l l e r ' , 'CST ' ) ;

5 lambda CST= eva l i n ( ' c a l l e r ' , ' lambda CST ' ) ;
antenna geometry= eva l i n ( ' c a l l e r ' , ' antenna geometry ' ) ;

7 x g r i d= xCoordinate ;
y g r i d= yCoordinate ;

9 antennaRadius= antennaSize /2 ;

11
i i =0;

13 f o r i = 1 : l ength ( x g r i d )
i i = i i +1;

15
Xblock = x g r i d ( i ) ;

17 Yblock = y g r i d ( i ) ;
r o t a t i o n ang l e=r o t a t i o n ang l e v e c t o r ( i ) ;

19
%c r ea t i ng the name at each i t e r a t i o n

21 name = [ ' GrainOfRice ' , num2str ( i i ) ] ;
%c r ea t i ng the s i n g l e patch f o r the cur rent i t e r a t i o n

23 r=rad ius ( i ) ;
tmp . addECylinder ( major radius , minor radius , ' z ' , Xblock (1) , Yblock (1) , { ' subHeight ' , ”
subHeight ”} , name , 'Component1 ' , 'PEC ' ) ;

25 %ro ta t i ng the element
tmp . ro ta t eOb j e c t z ( name complete , r o t a t i o n ang l e ) ;

27
%con t r o l on the po s i t i o n o f the i−th block , i f i t s p o s i t i o n exceeds the subs t r a t e l im i t s i t
must be de l e t ed

29 i f ( Xblock+r>antennaSize | | ( Yblock+r>antennaSize ) ) | | ( ( Xblock−r ) <0 | |(Yblock−r )<0) | | . . .
( abs (Xblock−antennaSize /2)<lambda CST/10&&abs (Yblock−antennaSize /2)<lambda CST/10) . . .

31 | | ( ( Xblock−antennaRadius ) ˆ2+(Yblock−antennaRadius )ˆ2>=(antennaRadius −1)ˆ2 &&
antenna geometry==”Ci r cu l a r ”) . . .

| | ( ( Xblock−antennaRadius ) ˆ2+(Yblock−antennaRadius )ˆ2>=(antennaRadius −1)ˆ2 &&
antenna geometry==”Ci r cu l a r ”)

33 %in order to c o r r e c t l y d e l e t e a s p e c i f i c s o l i d the component ' s be log ing must be s p e c i f i e d
name complete= [ 'Component1 : ' , name ] ;

35 %de l e t i n g func t i on
tmp . de l e t eObjec t ( ' s o l i d ' , name complete ) ;

37
end

39 end

The same considerations done for the previously presented shape can be extended
to coffee bean elements. In this case, also a rotation input parameter is added in
order to correctly implement a wanted rotation of the element with respect to the
center of the unit cell to which it belongs.
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3.3.6 Coffee bean generation

Hereinafter, the anisotropic shapes generation is discussed. At first, the coffee bean
generation is reported because it just amounts to the creation of a slot inside the
circular patches shape already described.

1 func t i on CreateCoffeeBean ( xCoordinate , yCoordinate , radius , s l o t w idth , r o t a t i on ang l e v e c t o r
, antennaSize )

3 tmp= eva l i n ( ' c a l l e r ' , 'CST ' ) ;
lambda CST= eva l i n ( ' c a l l e r ' , ' lambda CST ' ) ;

5
slotWidth= s l o t w id th ;

7 x g r i d= xCoordinate ;
y g r i d= yCoordinate ;

9

11 i i =0;
f o r i = 1 : l ength ( x g r i d )

13 i i = i i +1;

15 Xblock = x g r i d ( i ) ;
Yblock = y g r i d ( i ) ;

17 r o t a t i o n ang l e= r o t a t i o n ang l e v e c t o r ( i ) ;

19 %c r ea t i ng the name at each i t e r a t i o n
name = [ ' CoffeeBean ' , num2str ( i i ) ] ;

21 nameSlot= [ ' S lo t ' , num2str ( i i ) ] ;
%c r ea t i ng the s i n g l e element f o r the cur rent i t e r a t i o n

23 r bean=rad ius ( i ) ;
tmp . addCylinder ( r bean , 0 , ' z ' , Xblock (1) , Yblock (1) , { ' subHeight ' , ” subHeight+th i ckne s s ”} ,
name , 'Component1 ' , 'PEC ' ) ;

25 tmp . addBrick ( [ Xblock (1)−s lotWidth ∗ r bean , Xblock (1)+slotWidth ∗ r bean ] , . . .
[ Yblock (1)−r bean −0.1 , Yblock (1)+r bean +0.1 ] , { ' subHeight ' , ” subHeight+th i ckne s s ”} , . . .

27 nameSlot , 'Component2 ' , 'FR4 ' ) ;

29 name complete= [ 'Component1 : ' , name ] ;
name s lot complete= [ 'Component2 : ' , nameSlot ] ;

31 tmp . subtractObject ( name complete , name s lot complete ) ;

33 %ro ta t e the c o f f e e beean accord ing to user ' s ang le
tmp . ro ta t eOb j e c t z ( name complete , r o t a t i o n ang l e ) ;

35
%con t r o l on the po s i t i o n o f the i−th block , i f i t s p o s i t i o n exceeds the subs t r a t e l im i t s i t
must be de l e t ed

37 i f ( Xblock (1)+r bean>antennaSize | | ( Yblock (1)+r bean>antennaSize ) ) | | . . .
( ( Xblock (1)−r bean ) <0 | |( Yblock (1)−r bean )<0) | | . . .

39 ( abs ( Xblock (1)−antennaSize /2)<lambda CST/10&&abs ( Yblock (1)−antennaSize /2)<lambda CST/10)
name complete= [ 'Component1 : ' , name ] ;

41 %de l e t i n g func t i on
tmp . de l e t eObjec t ( ' s o l i d ' , name complete ) ;

43
end

45 end

The CST step-by-step implementation of the coffee bean shape is shown in Figure 22.
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(a) Circular shape. (b) Central brick.

(c) Central slot creation. (d) Rotation of the element.

Figure 22: Coffee bean shape, step-by-step CST implementation.

3.3.7 Double anchors generation

At last, the trickiest shapes generation is reported. As stated before, the complexity
of this function is related to the fact that in order to create the double anchor profile,
more geometric forms must be combined.

1 func t i on CreateDoubleAnchors ( xCoordinate , yCoordinate , r o t a t i on ang l e v e c t o r , . . .
major radius , minor radius , alpha , th i cknes s , antennaSize )

3
tmp= eva l i n ( ' c a l l e r ' , 'CST ' ) ;

5 subHeight=eva l i n ( ' c a l l e r ' , ' subHeight ' ) ;
lambda CST= eva l i n ( ' c a l l e r ' , ' lambda CST ' ) ;

7 antenna geometry= eva l i n ( ' c a l l e r ' , ' antenna geometry ' ) ;

9 x g r i d= xCoordinate ;
y g r i d= yCoordinate ;

11 antennaRadius= antennaSize /2 ;
a lpha deg= deg2rad ( alpha ) ;

13 tmp . addParameter ( ' major rad ius ' , major rad ius ) ;
tmp . addParameter ( ' minor rad ius ' , minor rad ius ) ;

15 tmp . addParameter ( ' doub l e ancho r s th i ckne s s ' , t h i ckne s s ) ;

17 i i =0;
f o r i = 1 : l ength ( x g r i d )

19 i i = i i +1;

21 Xblock = x g r i d ( i ) ;
Yblock = y g r i d ( i ) ;

23 r o t a t i o n ang l e= r o t a t i o n ang l e v e c t o r ( i ) ;

25 %t r i a n g l e s po in t s ( c on s i d e r i ng gene r i c r e c t t r i a n g l e )
X or ig in= Xblock ;

27 Y or ig in= Yblock ;
X1= X or ig in ;

29 Y1= Y or ig in+major rad ius ;
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X2= X1−(major rad ius ∗ tan ( a lpha deg ) ) ; %alpha i s the angle between the o r i g i n o f the
double anchor and the aperture

31 Y2= Y1 ;
X3= X or ig in ;

33 Y3= Y or ig in ;
p o i n t s v e c t o r= [ X or ig in , Y or ig in , X1 , Y1 , X2 , Y2 , X3 , Y3 ] ;

35

37
%c r ea t i ng the name at each i t e r a t i o n

39 name = [ 'DoubleAnchor ' , num2str ( i i ) ] ;
n ame d e l e t i n g e l l i p s e = [ ' De l e t i n gE l l i p s e ' , num2str ( i i ) ] ;

41 name curvePolygons= [ 'Polygon ' , num2str ( i i ) ] ;
name slot= [ ' S lo t ' , num2str ( i i ) ] ;

43 name slot2= [ ' S l o t 2 ' , num2str ( i i ) ] ;

45 %c r ea t i ng the s i n g l e patch f o r the cur rent i t e r a t i o n
tmp . addECylinder (” major rad ius ” , ”minor rad ius ” , ' z ' , Xblock (1) , Yblock (1) , { ' subHeight ' ,

” subHeight ”} , name , 'Component1 ' , 'PEC ' ) ;
47 tmp . addECylinder (” major radius −0.1” , ”minor radius −0.1” , ' z ' , Xblock (1) , Yblock (1) , { '

subHeight ' , ” subHeight ”} , n ame de l e t i n g e l l i p s e , 'Component2 ' , 'PEC ' ) ;

49 %c r ea t i ng f u l l name to c o r r e c t l y d e l e t e s o l i d s
name complete= [ 'Component1 : ' , name ] ;

51 name de l e t i n g e l l i p s e c omp l e t e= [ 'Component2 : ' , n ame d e l e t i n g e l l i p s e ] ;
n ame de l e t i ng t r i ang l e s c omp l e t e= [ 'Component2 : ' , name curvePolygons ] ;

53 name s lot complete= [ 'Component2 : ' , name slot ] ;
name s lot2 complete= [ 'Component2 : ' , name slot2 ] ;

55
%to avoid PEC re s i due i s s u e due to rounding e r r o r between matlab

57 %and CST parameter va lues
tmp . addBrick ({Xblock (1) −0.01 , Xblock (1) +0.01} , {Yblock (1)−minor radius , Yblock (1)+

minor rad ius } , { subHeight , subHeight } , name slot2 , 'Component2 ' , 'PEC ' ) ;
59 tmp . subtractObject ( name complete , name s lot2 complete ) ;

61 %to c r ea t e t r i a n g l e s
tmp . addPolygonBlock3Dtriangles ( po in t s vec to r , subHeight , name curvePolygons ) ;

63 tmp . addCoverCurve ( 'PEC ' , 'Component2 ' , name curvePolygons ) ;
tmp . MirrorObject ( name de l e t i ng t r i ang l e s comp l e t e , X or ig in , Y or ig in , subHeight , 1 , 0 , 0 ) ;

65 tmp . MirrorObject ( name de l e t i ng t r i ang l e s comp l e t e , X or ig in , Y or ig in , subHeight , 0 , 1 , 0 ) ;

67 %de l e t i n g the s o l i d s to c r ea t e c o r r e c t shapes
tmp . subtractObject ( name complete , n ame de l e t i n g e l l i p s e c omp l e t e ) ;

69 tmp . subtractObject ( name complete , name de l e t i ng t r i ang l e s c omp l e t e ) ;

71 %adding the f i n a l s l o t to complete the double anchor geometry
tmp . addBrick ({Xblock (1)−major rad ius +0.05 , Xblock (1)+major radius −0.05} , {Yblock (1)−

th i cknes s , Yblock (1)+th i ckne s s } , { subHeight , subHeight } , name slot , 'Component2 ' , 'PEC ' ) ;
73 tmp . addObjects ( name complete , name s lot complete ) ;

75 %ro ta t e i−th anchors by a rb i t r a r y r o t a t i on angle
tmp . ro ta t eOb j e c t z ( name complete , r o t a t i o n ang l e ) ;

77
%con t r o l on the po s i t i o n o f the i−th block , i f i t s p o s i t i o n exceeds the subs t r a t e l im i t s

i t must be de l e t ed
79 i f ( Xblock (1)+major radius>antennaSize | | ( Yblock (1)+major radius>antennaSize ) ) | | . . .

( ( Xblock (1)−major rad ius ) <0 | |( Yblock (1)−major rad ius )<0) | | . . .
81 ( Yblock (1)+major radius>Yblock (2) ) ) | | ( ( Xblock (1)−antennaRadius ) ˆ2+(Yblock (1)−

antennaRadius )ˆ2>=(antennaRadius −1)ˆ2−1 && . . .
antenna geometry==”Ci r cu l a r ”) | | ( ( Xblock (1)−antennaRadius ) ˆ2+(Yblock (1)−antennaRadius )

ˆ2>=(antennaRadius −1)ˆ2−1 && antenna geometry==”Ci r cu l a r ”)
83 % name complete= [ ' Component1 : ' , name ] ;

%de l e t i n g func t i on
85 tmp . de l e t eObjec t ( ' s o l i d ' , name complete ) ;

end
87

end

To be more specific, the required combination of geometric shapes to correctly im-
plement the double anchor is:

• generation of an external ellipse with radius r;

• generation of an internal ellipse with radius r1 whose value is assigned such
as that the difference between the two radii is equal to the thickness of the
double anchor, r − r1 = thickness;

• generation of a triangle whose vertex is placed at the center of the radiating
element, whose angle is defined by the user;
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• mirroring of the generated triangle on the opposite side of the cell;

• deletion of the extra geometries;

• generation of the central brick that links the two anchors;

• rotation of the element by a user-defined value of the angle α with respect to
the center of the belonging unitary cell.

The discussed step-by-step implementation is graphically reported in Figure 23.
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(a) Generation of the major external ellipse.

(b) Generation of the minor internal ellipse.

(c) Generation of the triangles to create the
aperture in the shape.
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(d) Deleting the inner ellipse. (e) Deliting the triangle shapes.

(f) Complete double anchor shape. (g) Rotation of the complete element.

Figure 23: Double anchor shape, step-by-step CST implementation.

3.4 VBA functions

In this section, the contributions related to VBA scripting are shown. In order to
carry out different tasks during the development of the automatic code, there was a
need for the implementation of new functions for the Matlab-CST interface.
Firstly, a new function able to provide the correct rotation of the generated object
is written and added to the Giddens library. More precisely, a function linked to
this purpose was already provided by the interface code, but it does not work well
with shapes that need to be rotated with respect to one single direction. For this
reason, considering that the MTS elements lie on the (X, Y) plane, a rotation with
respect to Z direction is implemented.
The written code is shown in the following.

f unc t i on ro ta t eOb j e c t z ( obj , name complete , z r o t a t i o n an g l e )
2 VBA = sp r i n t f ( [ 'With Transform\n ' , . . .

' . Reset\n ' , . . .
4 ' .Name ”%s ”\n ' , . . .

' . Or ig in ”CommonCenter”\n ' , . . .
6 ' . Center ”0” , ”0” , ”0”\n ' , . . .

' . Angle ”0” , ”0” , ”%f ”\n ' , . . .
8 ' . Mult ip l eObject s ” False ”\n ' , . . .
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' . GroupObjects ” Fal se ”\n ' , . . .
10 ' . Repe t i t i on s ”1”\n ' , . . .

' . Mu l t i p l eS e l e c t i on ” False ”\n ' , . . .
12 ' . Transform ”Shape ” , ”Rotate ”\n ' , . . .

'End With ' ] , . . .
14 name complete , z r o t a t i o n an g l e ) ;

16 obj . update ( [ ' transform : r o ta t e ' , name complete ] ,VBA) ;

18 end

Once written, the function is exploited in each high-level code that requires to rotate
an element. The rotation is ruled by taking as input the value of the rotation angle.
Furthermore, in order to correctly implement the double anchor shapes described in
Section 3.3.7, it was necessary to implement four new functions for the Matlab-CST
interface.
Having described the double anchors generation as ruled by the combination of
ellipses and triangular shapes, and knowing that triangles are not directly provided
by CST, the need for a function that generates triangular profile can be understood.
The functioning of this code is based on the creation of a polygon block from the
definition of 3 couples of (x, y) coordinates which, of course, depends on the n-th
double anchor considered (the values of the coordinates are managed by the high-
level function that creates the double anchors).
An example of the generic triangular curve that the function is able to provide is
shown in Figure 24.

Figure 24: Generic triangular polygon generation.

At this point, there is the need to transform the polygon curve in a CST item in
order to subtract it from the elliptical shapes. To do so, a cover curve function is
implemented to transform the curved polygon into a manageable item.

f unc t i on addCoverCurve ( obj , mater ia l , component , name , vararg in )
2

name curve complete=[ ' curve1 : ' , e v a l i n ( ' c a l l e r ' , ' name curvePolygons ' ) ] ;
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4

6
VBA = sp r i n t f ( [ 'With CoverCurve\n ' , . . .

8 ' . Reset\n ' , . . .
' .Name ”%s ”\n ' , . . .

10 ' . Component ”%s ”\n ' , . . .
' . Mater ia l ”%s ”\n ' , . . .

12 ' . Curve ”%s ”\n ' , . . .
' . DeleteCurve ”True”\n ' , . . .

14 ' . Create\n ' , . . .
'End With ' ] , . . .

16 name , component , mater ia l , name curve complete ) ;

18 obj . update ( [ ' de f i n e c o v e r p r o f i l e : ' , component , ' : ' ,name ] ,VBA) ;
end

20

The triangle item created by the function execution can be seen in Figure 25. In
this case a PEC material is used because the shape will be related to a conducting
element.

Figure 25: Generic triangular polygon generation.

Once obtained the triangular shape, a mirroring function is written in order to gen-
erate the specific structure that has to be subtracted from the elliptical shape to
correctly create the double anchor.

f unc t i on MirrorObject ( obj , name , x , y , z , x mirror ing , y mirror ing , z mi r ro r ing , vararg in )
2

p = inputParser ;
4 p . addParameter ( ' r e p e t i t i o n s ' , 1 ) ;

p . addParameter ( ' mater i a l ' , ' ' ) ;
6 p . addParameter ( ' de s t i n a t i on ' , ' ' ) ;

p . parse ( vararg in { :} )
8

x = obj . checkParam (x ) ;
10 y = obj . checkParam (y ) ;

z = obj . checkParam ( z ) ;
12

VBA = sp r i n t f ( [ 'With Transform\n ' , . . .
14 ' . Reset \n ' , . . .

' .Name ”%s ”\n ' , . . .
16 ' . Or ig in ”Free ”\n ' , . . .

' . Center ”%f ” , ”%f ” , ”%f ”\n ' , . . .
18 ' . PlaneNormal ”%f ” , ”%f ” , ”%f ”\n ' , . . .
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' . Mult ip l eObject s ”True”\n ' , . . .
20 ' . GroupObjects ”True”\n ' , . . .

' . Repe t i t i on s ”%d”\n ' , . . .
22 ' . Mu l t i p l eS e l e c t i on ” False ”\n ' , . . .

' . Des t inat ion ”%s ”\n ' , . . .
24 ' . Mater ia l ”%s ”\n ' , . . .

' . Transform ”Shape ” , ”Mirror ”\n ' , . . .
26 'End With ' ] , . . .

name , x , y , z , x mirror ing , y mirror ing , z mi r ro r ing , p . Resu l t s . r e p e t i t i o n s , p . Resu l t s .
de s t ina t i on , p . Resu l t s . mate r i a l ) ;

28

30 obj . update ( [ ' transform : mirror ' ,name ] ,VBA) ;
end

In particular, this function is exploited twice to obtain the final profile shown in
Figure 26b.

(a) Shape obtained after the first mirroring.

(b) Shape obtain after the second mirroring.
This is the geometric form that will be used
to correctly create double anchors.

Figure 26: Geometric form obtained by exploiting mirroring function.
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At last, also a VBA function that implements the boolean add operation is written
to correctly “sum” two different items in CST.

1 func t i on addObjects ( obj , object1 , ob j ec t2 )
%add ob j e c t s in to each other

3 VBA = sp r i n t f ( ' So l i d .Add ”%s ” , ”%s” ' , object1 , ob j e c t2 ) ;
obj . update ( s p r i n t f ( ' boolean add shapes :%s ,%s ' , object1 , ob j e c t2 ) ,VBA) ;

5
end

3.5 Parameters extraction

As shown in each reported function, the generation of a considered shape starts from
the definition of input parameters that rule the dimensions of the element. The
automatic code is organized in such a way as to read the values from an external file
where they are stored in. In this way, it could be possible for a user to choose a pre-
defined file that contains specific size values that properly design a MTS antenna
with specific features and performance. More detailed information regarding this
aspect are postponed to Section 4.5 where future improvements are presented.

The reading operation from a storing file is organized in such a way that Matlab
variables are created starting from what is contained inside the file. It is quite
obvious that, at the actual level of the development of the automatic code, the user
must be aware of the exact organization of the storage file in order to pass the values
to the corresponding variables.
An example of the reading from an external file for a MTS antenna with circular
patches implementation is reported below. In this case, data are stored in a .csv
file. Each row of the file contains the parameters of the n-th circular patches:

• column 1 : x coordinate of the element;

• column 2 : y coordinate of the element;

• column 3 : patch radius value.

The shown file organization leads to an extraction example:

store param= readmatrix (” f i l ename . csv ”) ;
2 f o r i =1: l ength ( store param )

x g r i d ( i )= store param ( i , 1 ) ;
4 y g r i d ( i )=store param ( i , 2 ) ;

pa tch rad ius ( i )= store param ( i , 3 ) ;
6

end

3.6 Feeder optimization

Starting from the structures generation, it is possible to focus on the optimization of
antenna features. Firstly, what is discussed is the performance related to the feeding
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system.
Considering the single-feeder approach for the MTS antennas, the performance re-
lated to this element can be linked to different type of efficiencies [17]:

• the feed efficiency εfeed defines the amount of power delivered to the SW with
respect to the input power;

• the tapering efficiency εtap defines the deviation from a uniform illumination;

• the conversion efficiency defines the performance of the system in terms of
conversion from the SW power into a radiated leaky-wave power;

• the ohmic efficiency εΩ defines the amount of losses due to the structure.

The overall efficiency of MTS antennas involves several wave and phenomena. Con-
sidering a generic MTS antenna, the situation can be figured out by looking at
Figure 27.

Figure 27: Power contributes of a generic MTS antenna. Taken from [17].

Where:

• Pin is the input power;

• Pfeed is space wave power radiated by the feeder;

• Psw is the SW power;

• Plw is the power converted from the SW to the LW;

• Pdiff is the power diffracted at the substrate edge;

• Pswb is the backward SW power (considering edge reflections);

• Plwb is the LW power related to the reflected SW;

• PΩ is the power dissipated by ohmic losses.

Strictly speaking, when a traveling wave is launched through the feeding system,
the total amount of power is not delivered to the realized SW but it is, in part,
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directly radiated in free space by the feeder itself. This feature is related to the
feeder efficiency since εfeed = PSW/Pin.
The presence of the MTS on the dielectric surface realizes the conversion from the
surface wave power into a leaky-wave power, whose radiation features are controlled
by the defined modulation of the MTS lattice as already described. The capability
of the system to transform the surface wave power PSW into leaky-wave power Plw

is quantified by εconversion = Plw/PSW .
The amount of power decreasing related to metal and substrate losses can be, for
simplicity neglected. At last, the tapering efficiency εtap depends on the amplitude
tapering on the surface hence, the latter parameter is controlled by the modulation
index of the surface impedance
The overall efficiency of the MTS antenna can be at this point described as:

εTOT = εtapεconvεfeed (27)

Taking into account that the modulation of the surface impedance is ruled by the
metamaterial lattice and that the sizing and spatial parameters of the unitary el-
ements are externally provided, it can be guessed that, at this level, the overall
efficiency of the antenna cannot be improved by working on εtap and εconv. For this
reason, the performance improvements to which this work is dedicated are related
to the feeder, working on εfeed.

Considering the definition of the feeder efficiency previously given, the first opti-
mization session defined on CST is properly aimed to the reduction of the power
radiated in free space directly from the feeder, in order to maximize the amount of
power delivered as SW.
Certainly, being the surface wave power linked to the input wave, important consid-
erations are also given to the optimization in terms of reflection waves working on
impedance matching.
Usually, the monopole passes through the center of an annular patch loaded with
an annular slot. This allows an impedance matching, as well as the maximization
of the SW power launched on the MTS [4]. What is implemented in CST is exactly
the described design of the feeder with annular patch.

In the following two examples of the considered design are reported. More precisely,
Figure 28 shows a practical realization of an MTS antenna, while Figure 29 shows
a CST implementation realized by exploiting the automatic code.
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Figure 28: Zoomed view of the feeding annular termination of a practical MTS
antenna. Taken from [4].

Figure 29: Zoomed view of the feeding annular termination of a MTS antenna
implemented in CST environment.
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The annular patches radii and the gap defined in this implementation are provided
by literature [18]. It is important to say that the MTS antenna considered by the
authors is quite different, in terms of substrate characteristics, total antenna dimen-
sions, and operating frequency, from the structures considered in this thesis. For
this reason, input impedance and reflection coefficient trends, which are obtained
by simulating the structure, are rather far from optimal.
Further details regarding numerical and optimization results are postponed to Sec-
tion 4.

To explore other possibilities, some “intuitive” feeding structures are designed start-
ing from the wanted shape of the propagating wave that is generally searched for
the enhancement of the SW power. Their CST implementation is realized through
the exploitation of dedicated functions of the automatic code.
Figure 30a shows the “horn-like” feeder design, Figure 30b shows a “stepped hat”
termination whose rings radius is increasing toward positive direction of Z coordi-
nate, and at last Figure 30c shows the same design solution but with radii increasing
that goes toward the negative direction of Z.
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(a) Intuitive “horn-like” feeder termination.

(b) Intuitive “stepped up” feeder termination.

(c) Intuitive “stepped down” feeder termination.

Figure 30: Intuitive feeder termination structures.
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As can be seen by looking at the reported structure, some design criticalities are
achieved considering the tough realization complexity of horn-like structures consid-
ering the interested order of magnitude and the “multi-layer” approach.
Results related to optimized structures are reported in Section 4.2.

3.7 Impedance reconstruction comparisons

As extensively described, the MTS antenna radiating features are strictly related to
the macroscopic behavior of the Metasurface itself. Some methods are proposed in
the literature in order to obtain an efficient mathematical treatment of the Meta-
surface exploiting the modelization of its IBC.
In [19] a solution is presented for the macroscopic modelization of the MTSs unit
cells by partitioning the surface into small, electrically isolated cells which leads to
a regularization effect on the impedance profile. The approach is in contrast with
the “continuous current” designs [20] where no partitioning of the MTS domain is
considered. Two particular types of cells are considered and investigated for surface
impedance reconstruction:

• square shape cells (Figure 31a);

• hexagonal shape cells (Figure 31b).

(a) Square cells partitioning. (b) Hexagonal cells partitioning.

Figure 31: Partitioning of the MTS domain.

By applying the discussed subdivision to circular MTS antenna designs, complete
structures are realized and radiation performance are obtained.
More in detail, considering the mentioned partitioning of the Metasurfaces, it can
be guessed that different cell types imply different spatial coordinates that identify
their own center. Therefore, being the position of the n-th radiating element related
to the center of the n-th cell, different cell types provide different lattices for the
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radiating element. At last, the complete structure of the MTS antenna depends on
the chosen cell type.
Regarding this aspect, the automatic code developed by this thesis work consti-
tutes great support considering the easy generation of different antenna structures
in simulation environment.

Once generated the different structures, the simulations are performed in order to
obtain FF radiation patterns and to compare them with the results of continuous
current based designs.

3.8 MTS and feeder simulations

Once described the structure generation, the attention can be finally aimed toward
the simulation of the entire antennas to obtain performance results.
The environmental variables that rule the CST simulations are also controlled by
the automatic code. This aspect is managed by the implementation of two specific
functions.
One deals with the definition of the file name that the user wants to give to the
considered CST project, the definition of the solver type (frequency domain or time
domain based solver), and the setup of the frequency range of the specific design.
The written code is reported in the following.

1 func t i on CST= BuildCSTModel ( fi leName , solverType , f min , f max )

3
%opening the app l i c a t i on and c r ea t i ng a new pro j e c t

5
CST = CST MicrowaveStudio ( 'C:\ gene r i c f i l e d e s t i n a t i on ' , f i leName ) ;

7 %de f i n i n g the s o l v e r type
CST. s e tSo l v e r ( solverType ) ; %s e t t i n g the s o l v e r type

9 %s e t t i n g boundary cond i t i on s
CST. setBoundaryCondition ( 'xmin ' , ' open add space ' , 'xmax ' , ' open add space ' , 'ymin ' , ' open add space '

, . . .
11 'ymax ' , ' open add space ' , ' zmin ' , ' open add space ' , 'zmax ' , ' open add space ' ) ;

CST. addParameter ( ' f min ' , f min ) ;
13 CST. addParameter ( ' f max ' , f max ) ;

%s e t t i n g the f r e q
15 CST. setFreq ( f min , f max ) ;

By looking at the code lines, it can be guessed that, at the current level of develop-
ment, the managing of boundary conditions is not provided and controllable by the
code but it is a priori set. Indeed, each antenna, designed for the purposes of this
thesis, is simulated by considering open boundary conditions to mainly observe FF
results.

Furthermore, to set up the FF monitor, another specific function is provided.
Its functioning requires the user’s inclusion of certain operating frequency values.
Moreover, it implements a control statement dedicated to the check of the number
of frequency values indicated. If multiple frequencies are inserted by the user, a
correspondent number of FF monitors are set in CST environment.
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f unc t i on Se tupFar f i e ld ( f requency )
2 tmp= eva l i n (” c a l l e r ” , ”CST”) ;

4 tmp . addFieldMonitor ( ' f a r f i e l d ' , f requency ) ;

6 i f l ength ( f requency )>1
f o r i =1: l ength ( f requency )

8 tmp . addFieldMonitor ( ' f a r f i e l d ' , f requency ( i ) ) ;
end

10 end
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4 Numerical results

4.1 Automatic modelling of MTS antenna

In this chapter, the complete structures of the designed antenna and their relative
simulation performance are reported. In order to correctly introduce the discussion
of the obtained results, it is strictly important to remark that the main purpose of
this thesis is not aimed at the thorough optimization of MTS antenna designs, but
at the derivation of a method that allows obtaining the synthesized MTS structure
in a simulation environment.
For this reason, at the current development level, it is not possible (or convenient) to
directly perform the optimization of the MTS exploiting the automatic code itself.
Therefore, the data related to the implementation of a desired surface impedance
distribution have to be considered as an external study and optimization.

By performing the full-wave simulations and so by approaching less ideal conditions,
it is possible to obtain concrete validations of what would be studied with preliminary
analytical or numerical methods. Hence, it is possible to define the presented solution
as a “co-optimization” method for the design of MTS antennas.

To emphasize the ease of generation of a complete MTS antenna structure, it is
reported in the following an example of the automatic code able to generate a cir-
cular MTS antenna with circular patches radiating element, whose sizes and spatial
positionings of the n-th cell are extracted from an external .csv file.

%% SECTION 1 : d e f i n i n g user ' s antenna parameters
2 t i c

c l c
4

% reading from csv f i l e
6 store param= readmatrix (” impedance p ro f i l e . csv ”) ;

f o r i =1: l ength ( store param )
8 x g r i d ( i )= store param ( i , 1 ) ;

y g r i d ( i )=store param ( i , 2 ) ;
10 patch rad ius ( i )= store param ( i , 3 ) ;

12 end

14
f0 =23; %GHz

16 lambda CST=3e8 /( f0 ∗1 e9 ) ∗1 e3 ; %lambda in mm
antennaSize = 6∗ lambda CST+1.15; %antenna ' s diameter in mm

18 antennaRadius= antennaSize /2 ; %antenna ' s rad ius
un i tCe l l S i z e= lambda CST/10 ; %( lambda /10)

20 nPix= antennaSize / un i tCe l l S i z e ;

22 %d i e l e c t r i c parameters
ep s r= 6 . 5 ; %r e l a t i v e p e rm i t t i v i t y

24 mu r= 1 ; %r e l a t i v e pe rmeab i l i ty
subHeight= 0 . 5 08 ; %subs t ra t e th i ckne s s [mm]

26
ep s r coax= 2 . 1 ; %coax r e l a t i v e p e rm i t t i v i t y

28 mu r coax= 1 ; %coax r e l a t i v e pe rmeab i l i ty

30 th i ckne s s= 5 ; %i d e a l gnd plane th i ckne s s
f min= 20 ;

32 f max= 26 ;
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34
%% SECTION2 : genera t ing the CST Model

36 c l o s e a l l

38 antenna geometry= ' Ci r cu l a r ' ;

40 CST= BuildCSTModel ( ' MetaSurfaceCicularAntenna CircularPatches Marce l loEX ' , ' f requency ' , f min ,
f max ) ;

42
%c r ea t i ng the subs t r a t e

44 CreateC i r cu la rSubs t ra t e ( antennaSize , eps r , mu r , subHeight ) ;
%c r ea t i ng gnd plane

46 CreateCircularGNDPlane ( antennaSize , th i ckne s s ) ;
%c r ea t i ng the coax cab le input f e ed ing input : impedance value

48 CreateOptimizedCoax ( eps r coax , mu r coax ) ;

50
%cr ea t e c i r c u l a r patches

52 CreateCircu larPatches2 ( x gr id , y gr id , patch rad ius , antennaSize ) ;

54 %s e t t i n g the f i e l d monitor f o r obta in ing the far− f i e l d behavior on CST
SetupFar f i e l d ( f0 ) ;

56
%save the p r o j e c t with the s p e c i f i e d name

58 CST. save ;

60 % Run the s imula t i on
CST. runSimulat ion

62 toc

Looking at the reported Matlab code it is possible to see how the first section is
linked to the definition of the specific system parameters that the user wants to
give to the antenna, then in the second section, the defined values are used as input
for the specific functions able to generate the structures that compose the complete
antenna.

4.2 Feeder design and optimization

Optimization results related to feeder design are now discussed. Firstly, an optimiza-
tion session is performed starting from the feeder structure with annular termination
shown in Section 3.6. The enhancement is particularly aimed at the improvement
of the bandwidth behavior of the structure by trying to minimize the reflection co-
efficient (S11). Being the considered antennas designed for operating at 23 GHz, a
frequency range from 20 GHz to 26 GHz is considered.
The swept parameters and their relative sweep ranges are reported in Table 3.

Parameter Sweep range

Height of the protruding feeding monopole [3 - 10] mm
Internal annular patch [1 - 3] mm
External annular patch [0.5 - 6] mm
Gap width between central monopole and internal patch [0.1 - 1] mm
Gap width between internal and external patch [0.01 - 0.5] mm

Table 3: Setup of swept parameters and their relative sweep range to optimize the
feeder design.

Differences between the obtained feeder designs can be noticed in Figure 32, while
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Figure 33 shows a perspective view of the complete simulated structure. Lastly, the
optimized performance comparisons are reported in Figure 34.

(a) CST implementation of the feeder, non-
optimized design.

(b) CST implementation of the feeder, opti-
mized design.

Figure 32: CST designs of the feeding design before and after the optimization.
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Figure 33: CST implementation of the complete structure simulated for the feeder
optimization. Just the dielectric slab is considered at this level.
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(a) Comparison between S11 performance.

(b) Comparison between FF Directivity(θ) in the plane cut ϕ = 0◦.

Figure 34: Performance comparisons between optimized and non-optimized feeder.
Blue curves report the non-optimized feeder trends, red curves report the optimized
feeder trends.

The reported graphs show how, in terms of reflection features (Figure 34a), the
performances are highly improved by obtaining a minimum value of ≃ 55 dB at the
corresponding working frequency. A relatively “good” bandwidth behavior is also
reached considering a possible operating range of ≃ 6 GHz.

Different considerations can be done for the reported FF Directivity cuts (Fig-
ure 34b). In this case, it can be seen that there are no significant differences between
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the two designs. Both trends show quite low values of Directivity, and the presence
of a central hole, as quite expected considering the given symmetry of the structure.
The achievement of a significant improvement in terms of input reflections, linked
to a minimum increase of the free space radiated power, leads to obtaining a highly
improved design of the feeder structure.
At this point, also the optimization of the other feeding structures (introduced in
Section 3.6) is performed. In Figure 35 are shown the obtained S11 trends over
the interested frequency range. Comparing the given results, it can be achieved
that the discussed “annular patches” feeding structure results as the best within the
optimized designs.

Figure 35: S11 comparison between optimized feeder structures.

Figure 36 shows a comparison between the trend of antenna’s input impedance in
two different cases: the blue curve reports the value that the impedance assumes
in a structure realized only with the grounded dielectric slab and the feeder, while
the red curve shows the impedance value when a complete MTS antenna structure
(with a random distribution of the Metasurface) is considered.
It can be stated that no significant differences between the two values are obtained
and therefore the optimized reflection results, obtained considering no MTS, can be
extended to the complete antenna structures since the same impedance matching is
required.
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Figure 36: Comparison of input impedance values between the only substrate and
complete MTS structure. The blue curve reports the reference impedance value
for a structure made only by a dielectric substrate, red curve reports the reference
impedance value for a complete MTS antenna structure with a random Metasurface
distribution.

4.3 Feed efficiency optimization

The just discussed optimization of the feeding structure is aimed at the enhancement
of the power related to the surface wave that is propagating through the dielectric
substrate. As discussed in Section 3.6, the feed efficiency quantifies the capability of
the system to convert the input power to a certain amount of SW power. However,
CST software is not able to directly measure the power that is propagating within
a surface and so, this quantity can not be directly optimized by defining it as a
goal for the optimizer (as done for S11). To solve this issue, a calculation method is
developed and tested.
The solution consists of the definition of four waveguide ports that are placed through
the dielectric substrate in such a way as to surround the feeding structure and to
measure the power outgoing the ports themselves. This outgoing power is defined,
in CST, as power accepted per port.
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In order to obtain a quite fast simulation, the size of the lateral simulation do-
main is reduced to a square with 6λ sides structure, also, the boundary conditions
are adjusted to allow considering the dielectric substrate as infinitely extended and
minimize the reflections between the bounding box and the structure.
In Figure 37 the CST implementation of the discussed method is shown.

Figure 37: CST 3D perspective view of the model used for feed efficiency optimiza-
tion. Red elements are the waveguide ports implemented to measure the surface
wave power propagating through the dielectric substrate.

It can be noticed that the exploited waveguide ports go through the substrate for
its entire thickness and stop at the interface with the GND plane (since no power
should be propagating within the conductor plane). On the contrary, the ports are
partly extended in the air in order to correctly include the surface wave components
that are partly radiated in free space.
Through the exploitation of the presented method, the feed efficiency of the consid-
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ered structure can be obtained considering the ratio between the value of the power
that flows through the surrounding ports and the power delivered by the feeding
port. In Figure 38 the comparison between the two mentioned power trends is re-
ported. At the operating frequency of 23 GHz, the feed efficiency can be computed
as:

εfeed =
Psw|23
Pin|23

=
0.22

0.49
≃ 45%

Figure 38: Comparison between SW and input power trends. Red curve shows the
input power, blue curve shows the SW power.

Where, Psw is the amount of power measured with the waveguide ports placed within
the substrate, while Pin is the amount of power that is propagated by the feeder,
accounting for reflections.

However, it must be said that no concrete optimized results are obtained. This
can possibly be related to wrong considerations adopted for the definition of the
ports introduced within the dielectric substrate and the relative powers that flow
through them. Hence, it is important to highlight that this SW measuring method is
surely not conclusive. Accurate further evaluation and developments are necessary
to validate the presented investigation.
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4.4 Simulation results and performance of complete MTS
structure

In this section, the simulation results of a complete MTS antenna are reported
and discussed. The presented antenna is obtained by generating each structure by
exploiting the automatic code.

The design is realized considering an operating frequency of 23GHz and using a
circular geometry. The implemented structure is composed of a Megtron-7 laminate
dielectric substrate which presents:

• dielectric constant ϵr = 3.34;

• dielectric height h = 0.508mm;

• diameter d = 12λ ≃ 156mm;

• ideal ground plane.

The MTS is printed on the surface of the dielectric slab realizing unit cells with λ/6
dimensions. Double anchor shapes are exploited as radiating elements.

In order to neglect losses and introduce a slight simplification, each conductor ele-
ment is considered lossless, infinitely thin, and made by PEC.

In Figure 39 is shown the CST implementation of the mentioned MTS antenna.
Inside the pane, it can be noticed a zoomed view of the implemented radiating
elements and the design of the used feeder. More precisely, in this case, it is not
used the optimized annular feeder termination discussed in Section 4.2, but just a
monopole feeder with an optimized height is used to radiate a TM0 cylindrical SW.
This is due to the impedance distribution which, being related to a study prior to the
optimization presented in this paper, does not consider any annular patches around
the central feeder.
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Figure 39: CST implementation of the complete MTS antenna with double anchors
elements. The pane shows the zoomed view of radiating elements and the feeding
system exploited for the considered design.

The reported structure is designed by using 4050 double anchors and the orientation
of each element is ruled by specific polar rotations in such a way as to reconstruct the
desired current density and surface impedance distribution. Tensorial components
for reactance and optimized current are shown in Figure 40.
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(a) Reactance distribution within the dielec-
tric substrate for ϕϕ component.

(b) Reactance distribution within the dielec-
tric substrate for ρρ component.

(c) Reactance distribution within the dielec-
tric substrate for ρϕ component.

(d) Optimized current density within the di-
electric substrate.

Figure 40: Reactance and optimized current distributions for the complete double
anchors MTS antenna. Patterns are exploited to synthesized the MTS lattice.

Considering the large number of cells and their very small dimensions, the use of
tetrahedral meshing exploited by frequency domain solver is not allowed because
it would require the use of a machine with extremely high computational power.
Therefore, for the simulation of the presented design, the time domain solver with
hexahedral mesh is exploited. Taking into account the non-ideal precision of hexa-
hedral meshing of the Transient Solver method (compared to FEM based solvers),
a rather high level of mesh accuracy is chosen in order to compensate for the use of
a solver type that is not exactly suitable for the purpose of interest. Once ran the
time domain simulation, 26 million meshcells are created by the solver to model the
antenna structure.

Firstly 3D graphs of FF Directivity are reported in Figure 41 and Figure 42 to better
appreciate how the designed antenna is able to radiate in free space. As can be seen,
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the pattern is described by a quasi-ideal pencil beam radiation

Figure 41: Perspective CST view of the FF radiation of the complete MTS antenna
structure with double anchor elements.
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Figure 42: Lateral CST view of the FF radiation of the complete MTS antenna
structure with double anchor elements.

In order to better discuss about the directivity results obtained by simulating the
antenna, 1D Co-Polarization patterns for both plane cuts ϕ = 0 and ϕ = 90 are
reported in Figure 43.
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(a) Co-Polarization component of FF Directivity in the plane cut ϕ = 0◦.

(b) Co-Polarization component of FF Directivity in the plane cut ϕ = 90◦.

Figure 43: Simulation results, FF Directivity Co-Polarization components of the
designed MTS antenna for different plane cuts.

In both graphs it can be observed that the implemented MTS structure does not
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present any kind of symmetry since for negative and positive values of θ no symmetric
pattern is obtained. Also, no largely good values of max directivity are achieved,
since the main lobe shows a magnitude of 22.4 dBi. However, as previously stated,
the pattern shows quite good behavior in terms of beam width since a 6◦ HPBW
is achieved. Also an acceptable Side Lobe Level is shown considering a maximum
magnitude, related to the first side lobe, that is 15 dB lower than the main lobe.

At last, also an acceptable result for the reflection coefficient is obtained since a
S11 = −21 dB is measured at the given operating frequency.

4.4.1 Impedance reconstruction results

The method described in Section 3.7 is exploited to design a circular Metasurface
antenna. For both square and hexagonal cells, two different cases are examined:
isolated cells, where each unit cell is electrically neutral with respect to adjacent
ones, and continuous cells, described by a continuous surface current within nearby
cells.

The considered operating frequency is 23 GHz which describes a wavelength value
of λ = 13.04 mm.
A laminate dielectric substrate with high dielectric constant is considered to design
the circular antenna structure. This is particularly described by:

• ϵr = 6.5;

• µr = 1;

• substrate height h = 0.508 mm;

• substrate diameter d = 6λ ≃ 78 mm.

Figure 44 highlights the differences between the optimized current density distribu-
tion within the dielectric substrate when continuous and isolated cells are considered.
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(a) Current density profile considering
square isolated cells partitioning.

(b) Current density profile considering
square continuous cells.

(c) Current density profile considering
hexagonal isolated cells partitioning.

(d) Current density profile considering
hexagonal continuous cells.

Figure 44: Current density distributions for isolated and continuous MTS cells par-
titioning.

From the shown current densities, four different surface impedance distributions
are obtained by exploiting the synthesis algorithm for IBC modeling. Results are
reported in Figure 45.

Particular attention must be paid to the reactance profile that rules the MTS parti-
tioning. Indeed, exploiting this solution, a surface granularity is introduced which is
related to a reduction of accuracy due to decreasing the effective degrees of freedom.
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(a) Surface reactance profile synthesized
considering square isolated cells partition-
ing.

(b) Surface reactance profile synthesized
considering square continuous cells parti-
tioning.

(c) Surface reactance profile synthesized
considering hexagonal isolated cells parti-
tioning.

(d) Surface reactance profile synthesized
considering hexagonal continuous cells par-
titioning.

Figure 45: Current density and synthesized reactance profiles for square and hexag-
onal MTS partitioning.

The structure designed in CST shown in Figure 46 is obtained by implementing an
MTS lattice partitioning ruled by square isolated and continuous cells.
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(a) Square isolated cells case.

(b) Square continuous cells case.

Figure 46: CST view of MTS circular antenna with circular patches designed ex-
ploiting square cells.

In the same way, Figure 47 shows the complete MTS antenna designed using hexag-
onal cells for both isolated and continuous cases.
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(a) Hexagonal isolated case.

(b) Hexagonal continuous case.

Figure 47: CST view of MTS circular antenna with circular patches designed ex-
ploiting hexagonal cells.

The synthesized radiation profiles that come out from the current method solver
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(by solving IBC) are compared with the simulation results obtained through the
full-wave simulation of the designed MTS antenna. The FF directivity comparison
is reported in the following figures where Co-Polarization trends in the plane cut
ϕ = 0◦ and ϕ = 90◦ are shown.

Figure 48 and Figure 49 show the results for isolated and continuous cells compar-
isons.

(a) Square isolated case.

(b) Square continuous case.

Figure 48: Comparisons of FF Directivity plane cut ϕ = 0◦ and ϕ = 90◦ for square
isolated and continuous MTS partitioning.
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(a) Hexagonal isolated case.

(b) Hexagonal continuous case.

Figure 49: Comparisons of FF Directivity plane cut ϕ = 0◦ and ϕ = 90◦ for hexag-
onal isolated and continuous MTS partitioning.

What can be achieved by looking at the reported graphs is that, both for square
and hexagonal cells, the Directivity trends obtained through full-wave simulation
are quite congruent with the synthesized IBC results just in the case of isolated cells
(Figure 49a, Figure 48a). Instead, for continuous cells distribution the simulation
results are quite far from the synthesized ones.

Generally speaking, the radiation results of the designed antenna are not strictly the
best that can be achieved but, the optimization of the presented antennas is outside
the scope of this thesis. At last, Figure 50 shows the 3D FF radiating results for
each reported design.
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(a) Square isolated case.

(b) Square continuous case.
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(c) Hexagonal isolated case.

(d) Hexagonal continuous case.

Figure 50: 3D FF Directivity for each designed MTS antenna.
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The faced comparison is extremely important since full-wave CST simulation allows
to realistically model and design the structure. Therefore, the extracted results
confirm and validate the importance of a design based on isolated cells.
In fact, by the congruence achieved between synthesized and full-wave results for the
“isolated” designs it is possible to demonstrate that, by exploiting isolated cells, the
coupling effects between adjacent elements are correctly modeled at full-wave level.
To conclude, this allows to obtain, already at the synthesis stage, an impedance
distribution optimized for “less idealized” applications.

From what is reported, the importance of the automatic generation for such com-
plicated structures in full-wave simulation environments can be truly understood.

4.5 Discussion on improvements

Considering the increasing interest in MTS systems, the development of improve-
ments related to the automatic generation method presented in this work could be
very useful for future projects.

Firstly, a refinement strictly related to the execution of the automatic code should
be discussed. The generation of tricky structures, such as the double anchor profiles,
is linked to the execution of numerous instructions because of the combination of
multiple geometric shapes. This kind of implementation makes the generation of
thousands of those elements problematic in terms of time spent just on generating
the MTS structure.
The solution could be reached by changing the generation mode of the cells them-
selves. In particular, an improvement could be represented by the generation of a
single double anchor profile which then would be iteratively copied, rotated, scaled
(if necessary), and translated in the specific spatial position related to the n-th cell.
Considering the CST functioning, this solution is however linked to the complexity
increase of the file where input parameters are stored. Indeed, in this case, the ro-
tation angles would no longer be related to the center of the belonging unit cell but
each angle should be evaluated starting from the value of the previous one. More-
over, also the sizing of each element would be managed in a more complex way, in
fact instead of simply declaring the size of each element, the value of the scale factor
should be iteratively declared with respect to the previous element.
The discussed complexity increase would be validated only for complicated elements
shape whose generation is linked to long generation time.

Furthermore, considering the introduced and discussed method of MTS synthesis,
a very interesting enhancement could be linked to the development of an interface
between the automatic code and a dedicated database. More in detail, in previ-
ous chapters the automatic generation of the elements that compose the antenna
structure was presented as managed by the user’s parameters given as input to the
specific functions. As shown, parameters such as the position and dimensions of
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the radiating elements can be stored in data files (.csv, .txt, etc), as done for full
structures discussed in Section 4.4.
Thus, the idea could be to organize a database in such a way as to, starting from
a specific impedance distribution chosen by the user, generate and return a data
file which contains the correct parameters for the specific case of interest. Once the
data file is generated, it is provided to the automatic code which, by extracting the
input values, would be at that point able to generate the complete MTS antenna
structure by implementing the correct impedance distribution.

The discussed improvement could also be enhanced by the development of a Graphic
User Interface (GUI) which would realize a more user-friendly and intuitive func-
tioning of the automatic code generation. In this case, just the desired impedance
profile and specific system parameters, such as the operating frequency, and the
substrate features, would be chosen and defined by the user. The exploitation of the
correct functions for the desired design will no longer be declared by the user but
they would be automatically managed by the execution of the developed app.
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5 Conclusions

Full-wave simulation allows considering a lower degree of ideality for the inspection
of antenna design performance. This approach is directly linked to the possibility
of designing more realistic antenna structures and turns out to be a concrete way to
optimize a considered system before its physical realization.
Since crucial differences with ideal numerical methods could be found out in some
applications, the current attention and employment of MTS systems validate the
need for a full-wave oriented analysis method to design specific systems.

Throughout this thesis work, it was discussed on the technological improvements
which the presented MTS systems are related to. Considering the analyzed reduc-
tion of structural complexity compared with different high performance solutions, it
was demonstrated how, the application of such kinds of antennas, can represent an
improvement for different application areas.

Once pointed out the benefits to which Metasurface antennas are linked, the auto-
matic generation of each component of a generic MTS antenna was reported and
explained with a step-by-step visualization of the written Matlab functions. Thus,
the correct operation of the automatic code was demonstrated by reporting the
obtained structures.

It was largely discussed and proven how the antenna radiation features can be con-
trolled by the modelization of the implemented MTS. This characteristic is partic-
ularly exploited to impose a certain impedance boundary condition (IBC) that is
able to provide a controlled transformation of the propagating surface wave into a
leaky wave which is gradually radiated.
As done for the MTS designs presented in Section 4.4.1, the development of an au-
tomatic generation code plays a key role in the validation of the numerical approach
for MTS synthesis.

The main purpose of the automatic generation was then validated by running the
simulation sessions discussed through which it was possible, first, to obtain an op-
timized design of the feeder structure that would later be exploited in the complete
antenna structures, and second, to validate the performance of the MTS antennas
through full-wave simulations.

To conclude, according to what was largely discussed and demonstrated, in order
to aim for realistic modeling of the interested structures, it can be emphasized
the importance of the availability of an easy and guided generation of the MTS
distribution within simulation environments able to provide full-wave results.
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