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Summary

Machine learning has made significant advancements in recent years and has become
a crucial tool in various domains such as credit scoring, crime prediction, and college
admission. However, its results can be flawed if the underlying data is partial or
incomplete. To evaluate the fairness of data, various statistical measures such as
mean, median, mode, range, variance, standard deviation, skewness, kurtosis, and
outliers are used to determine the distribution of values in a dataset. Nevertheless,
fairness assessment is a complex task that may necessitate considering factors
outside the dataset, such as the data’s source and context of use.
A strategy has been proposed to raise awareness of the impact of sampling practices
and to emphasize the role of data structure in the risk of producing discriminatory
results. This method has been tested and has been shown to assess the danger of
racial discrimination in widely used datasets. To mitigate this risk, a method of
data annotation using Bayesian statistical inference has been proposed.
Bayesian statistical inference is a method of statistical inference that uses Bayes’
theorem to update the probability of a hypothesis when new data becomes avail-
able. In Bayesian inference, probabilities are considered as degrees of belief and
are updated using the Bayesian updating procedure. The proposed method empha-
sizes the significance of awareness about the sampling practices used to create the
training set and the dependency of the probability of success or failure for minority
groups on the structure of the available data. A system has been developed to
implement this method and has been used to analyze three commonly used datasets
in the machine learning community to assess the risk of racial discrimination by the
system.The metrics being discussed are the essential elements for evaluating the
quality of a software system. These metrics include Functional Suitability, Reliabil-
ity, Performance Efficiency, Usability, Security, Compatibility, Maintainability, and
Portability. These metrics serve as a benchmark for measuring the effectiveness
of a system. They play a critical role in determining the overall performance and
reliability of the system and ensure that it is well-equipped to perform its intended
functions while also being secure and easy to use. Additionally, these metrics also
assess the software’s compatibility with other systems, its ability to be maintained
and updated, and its portability, making it adaptable to different environments.
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Chapter 1

Introduction

Machine learning (ML) has progressed dramatically in recent decades and become
a useful technique in a variety of applications, including credit scoring [1], crime
prediction [2] and college admission [3][4]. The rapid advancement in machine
learning research, due to the increase in computational power and data availability,
has led to the widespread use of these systems in decision making. However, it is
well known that these systems can produce problematic results if they are based
on partial or incomplete data.
A variety of statistical factors can be evaluated when evaluating data to figure out
if it is fairly distributed statistically. Mean, median, and mode are helpful measures
for comprehending the central tendency of a collection and the distribution of
values surrounding the central value. Range, variance, and standard deviation
are dispersion measurements that can be used to determine the value distribution
within a set. The skewness of a dataset is a measure of its asymmetry. Positive
skewness indicates a longer tail in the positive direction, and negative skewness
indicates a longer tail in the negative way. Kurtosis is a measurement of a dataset’s
peakiness. The distribution of data sets with a high kurtosis has more peaks than
those with a low kurtosis. Outliers are values in a dataset that differ significantly
from the rest of the data[5]. It is crucial to identify and appreciate the significance
of outliers while analyzing a dataset, since their existence can have a significant
impact on the measures of central tendency and dispersion. It is vital, while
analyzing fairness, to examine the distribution of values across different categories,
such as demographic groupings, to establish whether the data is spread equitably
throughout these groups. For instance, the mean or median of a group can be
compared to the mean or median of the entire dataset to assess if the group is
fairly represented. These statistical characteristics can provide useful insights into
the distribution of values within a dataset and can be used to uncover potential
concerns around fairness. However, it is essential to keep in mind that assessing
data for fairness is a challenging task that may need consideration of factors outside

1



Introduction

the distribution of values in the dataset, such as the data’s sources and context
of use. Although recent studies have highlighted the ethical and transparency
concerns related to data collection and recording in these systems and numerous
criteria, some of which are conflicting, have been published in recent years to
evaluate the fairness of classification and regression models.

1.1 Detect discriminatory risk through data an-
notation

Discriminatory risk in data annotation refers to the possibility that a model trained
on annotated data will produce predictions that discriminate or unfairly treat
particular groups of individuals on the basis of their demographic features, such
as race, gender, or age. This can arise when the annotated data used to train the
model reflects biases in the data-generation process or in the annotators, resulting
in predictions that perpetuate or magnify these biases.

For instance, if a model is trained on annotated data in which the majority
of examples of a particular occupation are of one gender, the model may learn
to link that occupation with that gender, even though the actual relationship
between occupation and gender is not intrinsically discriminatory. This might lead
to inaccurate predictions when the model is applied in the real world, such as
recommending specific careers to individuals based on their gender[6].

In the realm of machine learning and artificial intelligence, discriminatory risk
in data annotation is an increasing concern, and researchers and practitioners
are actively developing strategies to mitigate these risks and ensure that machine
learning models are fair and equitable. This may involve utilizing diverse and
representative annotated data, employing fairness-aware algorithms, and evaluating
the performance of models on various demographic groups in order to identify and
resolve any potential biases.

1.2 Bayesian statistical inference
Bayesian inference is a method of statistical inference in which Bayes’ theorem is
used to revise the probability of a hypothesis when additional evidence or data
becomes available[7]. It is predicated on the notion that probabilities can be used
to express our uncertainty regarding the events or hypotheses in question, and that
this uncertainty can be updated when new information is gathered.

In Bayesian inference, probabilities are considered as degrees of belief and are
updated using the Bayesian updating procedure. This method of updating entails
calculating the posterior probability of a hypothesis given the available data and
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prior probability, which is our initial belief about the hypothesis before evaluating
the new evidence. In subsequent updates, the posterior probability is utilized as
the new prior probability, integrating any new data that becomes available.

Bayesian inference provides a flexible framework for combining previous knowl-
edge and modeling complex interactions between variables, and has been utilized
in numerous applications, such as machine learning, signal processing, and decision
making.

1.3 Thesis objectives

A method of data annotation utilizing Bayesian statistical inference has been
developed to address the potential for unequal treatment of specific groups of
individuals due to discriminating risk. This strategy aims to uncover any potential
biased results within a given dataset and to raise awareness of the sampling
techniques used to create the training set. It also underscores the fact that the
structure of available data may significantly lead to the success or loss of minority
groups. Based on this methodology, a system has been constructed, and three
widely used datasets in the machine learning community have been investigated
and appraised for the danger of racial discrimination. Datasets the compas [8], the
drug consumption [9], [10] and the adult [9] are examples of widely used datasets
in machine learning.

1.4 Utilized datasets

1.4.1 Compas dataset

COMPAS (Correctional Offender Management Profiling for Alternative Sanc-
tions)[11] is a popular commercial algorithm used by courts and parole officers to
score the likelihood of recidivism of criminal defendants (recidivism). A 2-year
follow-up research demonstrates that the algorithm is skewed in favor of white
defendants and against black inmates (i.e who actually committed crimes or violent
crimes after 2 years). As assessed by precision/sensitivity, the error pattern is
remarkable. This dataset contains variables used by the COMPAS algorithm in
scoring defendants, along with their outcomes within 2 years of the decision, for
over 10,000 criminal defendants in Broward County, Florida and information about
individuals, including demographic information, and can be used to determine if
an algorithm is biased towards or against certain groups based on race, gender,
age, etc.
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1.4.2 Drug consumption dataset
Datasets on drug consumption are frequently used for fairness analysis since they
can provide insight into drug usage trends and associated effects across demographic
groups. This data can assist academics and policymakers in identifying potential
causes of bias and discrimination in the criminal justice system, the healthcare
system, and other areas where drug use may influence individuals and communities.
By studying the distribution of drug use and related consequences across different
demographic groups, researchers can uncover inequities and attempt to eliminate
them through the implementation of interventions and policies supported by scien-
tific evidence. This can aid in promoting fairness and equity in the treatment of
drug users, as well as reducing the harm associated with drug use and dependency.

1.4.3 Adult dataset
Adult datasets are frequently used for fairness research because they provide
information on demographic features, employment status, income, level of education,
and other critical aspects that can influence an individual’s access to opportunities
and life outcomes. By evaluating these data, researchers can determine whether
inequities or biases exist in various systems, such as the job market, housing,
education, and healthcare.

By assessing the representation of different demographic groups in different
job categories and the drivers of work performance, for instance, an adult dataset
can be used to evaluate the fairness of a recruiting process. If a certain group is
underrepresented in higher-paying positions or has a lower likelihood of promotion,
this may suggest bias in the hiring process.

Likewise, adult datasets can be utilized to evaluate the fairness of lending prac-
tices by analyzing the distribution of loans and credit across various demographic
groups. If a certain group is less likely to be approved for loans or is charged higher
interest rates, this may be an indication of discrimination in the lending process.

Using this dataset researchers and policymakers can uncover the roots of in-
equities and biases and implement evidence-based initiatives to increase justice
and equality in many systems by analyzing adult datasets for fairness.

1.5 Thesis structure
The thesis outlines its topic, objective, and informational flow of the thesis in the
beginning. This section provides an overview of the main theme and purpose of
the research.

In chapter two, a literature review is provided. This section reviews relevant
literature and studies that have been previously conducted on the topic. This
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review helps to provide context and background information on the subject and
provides a foundation for the research being conducted.

Chapter three focuses on the structure and design of the system that is being
studied. This section provides an in-depth analysis of the architecture and method-
ology used to develop the system. The structure and design of the system are
critical in understanding its functionality and overall performance.

Chapter four presents the results of the system for commonly used sample
datasets in data science. This section provides insight into the performance and
accuracy of the system and demonstrates its capabilities. The results of the system
are important in evaluating its effectiveness and validity.

Finally, possible ways to extend the functionality of the application and future
research directions are proposed at the end of the thesis. This section provides
recommendations for future improvements to the system and potential areas for
further research.
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Literature Review

Several publications are now examining the dangers of discrimination in machine
learning and referencing relevant research. These citations are likely to be works
that investigate bias in AI and its potential social consequences. These interrelated
works address the root causes of inequality in machine learning, its potential
outcome on individuals and communities, and potential remedies to this issue.

In the fall of 2020, Twitter users raised complaints that Twitter’s automated
image cropping mechanism favored light-skinned folks over dark-skinned individuals
and favored cropping woman’s bodies rather than their heads. Twitter uses machine
learning to crop images, where crops are centered around the part predicted to be
the most salient. To address these issues, A comprehensive analysis of formalized
group fairness indicators was conducted. Then systematic differences in cropping
and identify significant causes, including the fact that cropping based on the single
most important point might increase the differences due to a phenomenon discovered
that named as argmax bias. Nonetheless, it is shown that established fairness
standards and quantitative analysis alone are insufficient to capture the possibility
of representational harm in automatic cropping. it was recommended removing
saliency-based cropping in favor of a technique that preserves user agency more
effectively. that evaluation inspires a combination of quantitative and qualitative
methodologies, including human-centered design, for the development of a new
solution that adequately addresses concerns about representational harm [12] [13].

There is additional research on the Facebook problem[14]. The article discusses
the issue of racially discriminatory advertising on Facebook and its resolution.
Racially discriminatory advertising refers to advertisements that use racial profiling
or target specific races, which can lead to unequal treatment and is illegal in
many nations. The article may examine several remedies to this problem, such
as implementing stricter norms and regulations, utilizing technology to monitor
and detect discriminatory advertisements, or educating advertisers on diversity
and inclusion. The article also provide insights and solutions for more effectively
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addressing this issue using auditing algorithms for fairness[15].The study describes
a methodology for measuring the delivery of Facebook ads along racial lines. The
authors aim to run groups of ads and vary a particular feature to see how changing
the feature affects the set of users that Facebook delivers the ad to. To control
which users are in the target audience, the authors use random PII-based custom
audiences where they randomly select US Facebook users to be included. They
generate custom audiences by randomly generating 20 lists of 1 million distinct US
phone numbers.

In the research conducted by Lui et al.[16][17], Bayesian analysis is used to
establish the link between default probability and time. Using mixture models to
represent the unnamed subgroup, their efforts to find default time were successful.
A combination of hierarchical and non-hierarchical models were utilized to demon-
strate the effectiveness of the system for banks in better understanding individual
behavior. Their results are encouraging for providing lenders with timely capital
risk management indicators. Their solution incorporated Markov Chain Monte
Carlo without variable selection, time-based variables such as the prime (variable)
interest rate, and a Bayesian-based system that was efficient in default timing.

The previous articles [18] presented their findings independently. Nonetheless,
the present application has been intended to give a more universal process for
calculating and annotating data, as well as the option to add more computations to
the process. In addition, the article "Detecting Discrimination Risk in Automated
Decision-Making Systems using Balance Measures on Input Data"[19] is utilized as
input for this application. This article explains several indexing techniques that
can be included into the existing software via configuration files.

While some systems, such as "A framework for clinical data integration and
annotation for decision support,"[20] are designed especially for particular data sets,
the current application offers a broader field of use. Adaptable input configurations
permit this program to give valuable information and calculations for a wider range
of data sets.

There is an article for comparing Bayesian model which [21] is referring to
other studies or research papers that are exploring the use of Bayesian Models of
Annotation to address the issue of discriminatory risk. The Bayesian Models of
Annotation is a statistical method used to analyze and interpret data and is being
considered as a solution to the problem of discriminatory risk. In these studies, the
Bayesian Models of Annotation is being compared to other approaches or methods
to determine its effectiveness in reducing or mitigating discriminatory risk.

Importantly, previous papers lacked the thorough and consistent methodology
supplied by the current application. The ability to compute and annotate data
in a uniform manner, while also having the flexibility to add extra calculations,
sets this application apart from the others. In addition, the present program may
combine data from other papers and can be customized to function with a wider
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variety of data sets, making it a powerful data analysis tool.
In conclusion, the new program offers a superior alternative to prior ways because

it provides a consistent mechanism for calculating and annotating data, as well as
the possibility to add additional computations and include data from other sources.
In addition, its ability to adapt to varied data sets make it a powerful tool for data
analysis and an asset in a variety of sectors.
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Technological architecture
and design overview
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Technological architecture and design overview

3.1 Aims and objectives
The overall goal of this thesis is to construct and demonstrate a system that can
be used to deliver an annotation data system, and the following goals have been
set to achieve:

1. The thesis work’s primary aim would be to resemble the paper’s [18] visual-
izations and metrics using the identical data sets. It would be in the form of
a web application to get content considering. This proposal would verify an
overview of eight product quality characteristics and 31 sub-characteristics in
accordance with ISO/IEC 25010:2011 [22]:

(a) Functional Suitability
(b) Reliability
(c) Performance Efficiency
(d) Usability
(e) Security
(f) Compatibility
(g) Maintainability
(h) Portability

2. The thesis’ second focus is on providing interactivity to the visualizations,
based on a collection of user stories provided by advisors.

3. As a third stage, providing some degree of generalizability, such as the ability
to add additional datasets from the user and select columns for analysis or
other to be agreed upon.

3.1.1 Functional Suitability
Functional Suitability: This refers to a product’s or system’s ability to offer functions
that fulfill both stated and implicit requirements. Both R and Python, have the
ability to add additional features via plugins and libraries. Furthermore, the R
language benefits from the usage of more particular statistical libraries, whereas
Python tends to make use of a wide range of programming libraries.

Functional Completeness: The set of functions that covers all the defined
tasks and user objectives is referred to as functional completeness. Because both
environments include numerous third-party libraries, it’s difficult to evaluate their
functional completeness because they have distinct aims. For R data analysis
and statistics, and Python deployment and production, each of them is preferable
within each section of the project.
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Functional Correctness: This term refers to how successfully a product or system
delivers the desired outputs with the required accuracy. There are some libraries
for testing application functionality, such as PyTest in python, and both R and
Python have required types in order to do computations.

Functional Appropriateness: This term refers to the ability of functions to
complete specific tasks and objectives. R is more appropriate and simpler to locate
essential capabilities because it is specialized to follow statistical rules and functions,
while Python advantages from its reach libraries related to machine learning and
statistics.

3.1.2 Reliability

This relates to how well a system, product, or component operates under specific
conditions. The degree to which a system, product, or component performs specified
functions under specified conditions for a specified period of time" [23] is defined
in ISO/IEC 25010:2011. Maturity refers to a system’s, product’s, or component’s
capacity to satisfy its dependability requirements. Both environments include
functionalities that are available even for big data to handle huge amount of data
[24], such as Pyspark in Python and Sparklyr in R, and this can be utilized in both
environments by help of a large number of users, so that both environments have
diverse functions for different purposes.

Availability: If a system, product, or component is operational and accessible,
it is said to be available. R and Python are both freely accessible and can be
downloaded [25]. Both systems benefit from fault tolerance and recover-ability
which are other sub-characteristics of reliability.

3.1.3 Performance Efficiency

The term "performance efficiency" denotes to how well something operates in relation
to the number of resources it consumes [26]. Time Behavior refers to a product’s
or system’s response and processing times, as well as throughput rates, while it
is executing its tasks. There are certain benchmarks [26] that indicate Python
is superior at calculating machine learning algorithms. Both systems, however,
may be improved for greater speed by utilizing diverse libraries. The quantity and
types of resources consumed by a product or system while fulfilling its functions
are referred to as resource utilization. The resource use in both environments may
vary based on the code implementation. The maximum limitations of a product
or system parameter are referred to as capacity. Both are infinite in terms of
advancement because they are open source and free, have numerous plugins, and
both have strong communities for assistance.
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3.1.4 Usability
The usability of a product or system relates to how well it can be utilized to
fulfill certain goals effectively, efficiently, and satisfactorily. In respect of this
characteristic, there is a framework called "shiny”, which is a library that provides
web components for R. This framework makes it simple to create web components.
Frameworks like "Dash" or "Streamlit" are alternatives to shiny in Python. The
Django framework, in combination with a pure implementation [27] of the business
layer, is another solution, however it is less practical in terms of usability because it
is better suited to general-purpose functions. As a regular user, this application is
simple to use, and as a user who can customize or alter the system, the configuration
files may be used to alter the behavior.

Appropriateness Recognizability: Refers to how well you can recognize whether
a product or system is appropriate for your needs.

3.1.5 Learn-ability
Refers to how easy it is to learn how to use a product or system. The learning
curve is steeper for R. This implies the programmer will have to devote a significant
amount of effort to studying and comprehending R code. R is also a low-level
programming language, thus even basic procedures can take a long time to code
[25]. Python, on the other hand, is known for its simplicity. And although there
are no GUIs for it at the moment, Python’s notebooks provide great features for
documentation and sharing [25].

3.1.6 Operability
This relates to whether a product or system includes attributes that make it
simple to use and control[23]. Python is a multi-paradigm, high-level programming
language. Python has emerged as one of the most promising languages in recent
years due to its simple syntax and compatibility with a broad range of eco-systems.
R is a data science language that is both wide and adaptable. R focuses on allowing
users to develop algorithms and computational statistics for data analysis as a
computer language [28]. User Error Protection: Refers to how well a system protects
users against making errors. About programming errors both have validations for
code errors but about discriminatory risk through data annotation this project is
going to cover it.

3.1.7 User Interface Aesthetics
Refers to whether a user interface is pleasing. Both R and Python provide frame-
works for creating web user interfaces, however Python has more flexibility when
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utilizing web development tools to construct unique user interfaces.

3.1.8 Accessibility
Refers to how well a product or system can be used with the widest range of
characteristics and capabilities. Plugins, once again, allow both ecosystems to
expand their capabilities[22].

3.1.9 Security
The security of a product or system refers to how well a product or system protects
information and data from security vulnerabilities[22]. Security sub-characteristics
such as confidentiality, Integrity, Non-repudiation, Accountability, Authenticity,
are followed by R and python.

3.1.10 Maintainability
The capacity of a product or system to be adjusted to enhance, rectify, or adapt to
changes in the environment as well as needs is referred to as maintainability. In
the programming section, both environments can be diagnosed for faults, although
in the case of data, some machine learning languages are complex.

Modularity refers to the ability of a system or program’s components to be
modified with minimum influence on the other components. To maintain modularity,
R and Python employ packages and libraries. Because of the modular nature of
both languages, accessible codes could be reused. Modifiability refers to a product’s
or system’s ability to be adjusted without introducing defects or lowering its quality.
Because python is used to construct generic applications such as web and desktop
apps, machine learning algorithms, and so on, it delivers superior environments
that can be modified much more easily than frameworks like shiny in R or Dash
in python. Testability is a sub-feature of modifiability that validates functional
correctness.

3.1.11 Compatibility
Compatibility refers to how well a product, system, or component can exchange
information as well as perform its required functions while sharing the same
hardware or software environment[22]. As the aim of implementation of current
project is to divide sections of application in user interface and business and web
server, therefore it can follow Co-existence and Interoperability.
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3.1.12 Portability
Since R and Python are cross-platform, programs written in them may be used in
a variety of contexts.

With relation to data validation, each of related features is measured using
ISO/IEC 25024:2015 quality-related attributes measurements. The characteristics
can be classified as "Inherent" if they are solely dependent on the data, such as
completeness. They can also fall under the "System-dependent" category, such
as recoverability. Efficiency, for example, might fall within both categories. In
ISO/IEC 25012:2008, data imbalance is not a criterion for data quality[23].

3.2 Tools and Methodologies
The thesis tries to use different research approaches that are available in article
“Detecting discriminatory risk through data annotation based on Bayesian” [18].
According to this article, methodology is based on these modules: 1. Dependence:
assesses the degree of connection among the protected attributes. 2. Diverse-
ness: provides the training diversification probability in respect to each level of
the protected attribute and the target variable. 3. Inclusiveness: provides the
probability that two properties are simultaneously included in the training set. 4.
Training Likelihood: provides the occurrence likelihood of the protected attribute
levels given the target variable levels - and vice versa - before the training set is
sampled[18]. First, a study is conducted to gain fundamental understanding of
data visualization and related technologies. The study embraces existing articles,
books, data visualization courses [29] and web resources that were appropriate.
Second, after reviewing a variety of technologies, the utilization, and characteristics
of both languages in term of software quality standard are compared. Moreover,
available datasets for this thesis are widely spread datasets in machine learning
community, and specifically for the first and second goal of data annotation system
related to this thesis, three datasets will be considered which are, the COMPAS
dataset [8], the Drug Consumption dataset [9], [10] and the Adult dataset [9].

3.3 Expected outcomes
The project’s outcome after some investigations would be a web application covering
goals that are introduced in this thesis. This web application is going to reach
goals using tools and methodology provided in an appropriate way with the help of
advisors. This project will be divided into three sections based on the characteristics
described previously. The frontend is the layer that receives data from the user,
whereas the web server is a Django server that can request a job from the backend
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or business layer.

Figure 3.1: High level design

There will be three kinds of users in this project: anonymous users who can
acquire random or last results for demo purposes, users who can upload datasets
and request tasks from the system, and administrators who can alter configuration
and algorithms as needed.

3.4 Functional Requirements
The Functional Requirements outline the expected functionality of a software
system. They specify the system’s behavior and the tasks it must fulfill. Typically
defined in terms of inputs, outputs, and procedures, these requirements help to
guarantee that the system fits the expectations of end-users and stakeholders.
Functional requirements of the implemented application is listed in the table 3.1.

ID Description
FR1 User uploads the file of data-set
FR2 System extracts columns from the file of data-set (CSV file)
FR3 User should select the required columns for evaluation
FR4 User selects the evaluations needed on data-set
FR5 Application executes the selected evaluation and get the results by charts and tables
FR6 User can configure configurations for all the application
FR7 Application reports related information regarding the data-set

Table 3.1: Functional Requirements

3.5 Non-Functional Requirements
Non-Functional Requirements (NFRs) are the quality attributes, performance
standards, and design restrictions that define how well and what a software system
must perform. NFRs specify the expected level of software system performance,
security, scalability, usability, interoperability, and maintainability, among other
non-functional characteristics. NFRs supplement functional requirements, which
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outline the precise activities the system must accomplish. Response time, de-
pendability, availability, security, and data privacy are examples of non-functional
requirements. Here are two non functional requirements for this application listed
in the table 3.2.

ID Description
NFR1 (Functionality) Application exports results as a file (ex. pdf)
NFR2 Anonymous user can view random evaluation and charts for demo

Table 3.2: Non-Functional Requirements

3.5.1 Functional Requirements Use Cases
In the following tables, all use cases that are implemented in the application along
with their properties such as involved actors, pre and post conditions, and scenario
are listed.

Actors Involved Anonymous user
Precondition Server is running

Post condition File is uploaded in the server
Nominal Scenario User uploads the file of data-set

Table 3.3: Use case 1, UC1 - User upload the file of related dataset from user

Actors System
Precondition File is uploaded

Post condition Columns are ready and
select-able to apply evaluations

Nominal Scenario System extracts columns
from the file of data-set (CSV file)

Table 3.4: Use case 2, UC2 - System extracts columns from the file of dataset
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Actors Involved Anonymous user
Precondition Columns are ready and

select-able to apply evaluations
Post condition required columns are selected for evaluation

Nominal Scenario User should select
the required columns for evaluation

Table 3.5: Use case 3: User should select
the required columns for evaluation

Actors Involved Anonymous user
Precondition Uploaded dataset,

selected columns, selected evaluations
Post condition Generated report by system

Nominal Scenario The application runs the chosen analysis
and displays the results in graphs and tables.

Table 3.6: Use case 4, Application executes the selected evaluation and
get the results by charts and tables
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Actors Involved Anonymous user
Precondition predefined evaluations configurations

Post condition -
Nominal Scenario If there are any predefined evaluations,

the user can configure parameters for them, as well as
create new evaluations if that is available.

Table 3.7: Use case 5, User can configure application for all the application

Actors Involved Anonymous User
Precondition Available evaluation results

Post condition -
Nominal Scenario Application reports related information regarding the data-set

Table 3.8: Use case 6, Application will report as table and graph

3.6 Diagrams
In the following section, context diagram, use case diagram, and class diagram are
followed by sequence diagram.

A context diagram, also known as a Level 0 data flow diagram, provides an
overview of a system’s components, inputs, outputs, and data stores. It is used to
depict the interrelationships between a system and its environment and to identify
the system’s boundaries. Figure 3.2 depicts the context diagram for the present
application.

Figure 3.2: Context Diagram

Figures 3.4 and 3.5 represent the structure of the system, and figure 3.6 shows the
sequence of events in the system.
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Figure 3.3: Use case diagram

Figure 3.4: Deployment Diagram
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Figure 3.5: Class diagram

Figure 3.6: Sequence diagram
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Chapter 4

Outcomes of the
application’s sample datasets

4.1 Application Environment
This section will demonstrate the application environment’s usage and how it can
be used to various datasets and different configurations and provides results of
some sample datasets.

The application is designed so that it may be easily expanded to accommodate
future modules for calculations. For the applications multiple configurations for
various calculations are provided. configurations consist of three individual files.
One of the files has the file extension json and contains the html input elements
required for each computation. For example, a user only needs a multiselect
element to find the diversity of a desired request. For other calculations, such
as dependence, where the source and destination values of the request must be
distinguished, there are additional checkboxes with the column or feature name
to specify the destination values that will be in modules or formulas. There is an
additional file for storing Python formulas relevant to each module. This would
be the available computations for modules such as diversity. These files have the
extension.txt and contain the Python code associated with a module. The final file
is named "fileList.csv" and contains the names of modules that would appear in
the program, as well as the names of the json file and text file that were previously
specified in order to use them in the application.

The application uses the technologies Django for the backend, React for the
front end, Babbel and WebPack for packaging, and React-mui and bootstrap for ui
components and styles.For ease of use, a docker container is also provided. First
page you see after runing docker container on port 8000 which is provided to achive
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the application inside docker is the figure 4.1

Figure 4.1: Main page of application

If you are using the docker image for the first time, four datasets are supplied
by default, but you can upload additional datasets in order to utilize the program
to assess or compute the desired result. If a bare project is used, required datasets
must be provided in order to analyze the results of uploaded datasets. Upload
screen is provided in figure 4.2 and it is accessible from the menu Upload data in
the application.

Figure 4.2: Upload page of application initial view

After selecting the desired file, the application will display the file’s information.
this is shown in the figure 4.3.
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Figure 4.3: Upload page of application file selected

By uploading the data file, which must be formatted column-wise like a csv file
for the program to accept it, the application will respond with a message indicating
that the file was successfully uploaded, as depicted in the figure 4.4.

Figure 4.4: Upload page of application file uploaded

After providing the correct dataset using the upload view in the previous section,
it is now feasible to apply calculations to the datasets. It is possible to choose or
remove each uploaded file in this screen using select or delete buttons in front of
each row like the figure 4.5.
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Figure 4.5: Select uploaded file to use for evaluations or delete file

By selecting a dataset, a preview of its initial rows will be displayed. Here, user
can select columns on which computations will be performed. A sample image of
the screen is provided in figure 4.6.

Figure 4.6: Select columns or features of dataset for evaluations

In the bottom portion of the figure 4.7 is a dropdown element that loads the
app’s available modules which is described in the beginning of the this chapter
in the file called fileList.csv. Therefore, if the user adds a row to that file, a
corresponding option will be added to this dropdown element.
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Figure 4.7: Possibility of selection of module for calculation

As previously explained current possible configurations are listed as it is shown
in the figure 4.8.

Figure 4.8: Available modules for calculations

After selecting the desired module for computation, as depicted in figure 4.9,
the Load button will display ordered different values for each column based on the
configuration for HTML components. Some include check boxes to differentiate
target values for calculations, while others, such as diversity, do not, as the values
serve the same purpose in the formula.
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Figure 4.9: Select desirable values for calculations and calculate

Now after selection of the values and options for input it is possible to run and
get the results by results button as it is shown in the figure 4.10

Figure 4.10: Running by get results button after loading data

Another type of input which is an input checkbox called income is shown in the
figure 4.11 which is provided to calculate dependence of values in a dataset.
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Figure 4.11: Depenence sample results after running

4.2 Current Configurations
Currently there are 4 configurations for calculation of different modules. These
modules are currently Dependence, Diverseness, Inclusiveness, Training Likelihood.

4.2.1 Dependence evaluation
Dependence is the relationship between two or more variables in a dataset in
which the value of one variable influences or affects the value of another variable.
Dependency in a dataset means that the variables are not independent and that
the values of one variable can provide information about the values of another.

Consider a dataset of people’s height and weight, for example. Height and
weight are presumably linked in the sense that taller individuals tend to weigh
more. In this instance, both the height and weight variables are dependent on one
another. This relationship can be depicted using a scatterplot, where each point
represents an individual and the x- and y-axes represent the height and weight,
respectively.

Dependency in a dataset can alter the precision of statistical models and the
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interpretation of results. For instance, if a statistical model is created to predict a
person’s weight based on their height, the model may be biased if the variables
of height and weight are highly interdependent. To address this issue, it may be
required to employ more intricate models or to modify the variables in some way
so that they are more independent.

There are several ways to calculate correlation in Python, and the choice of
method will depend on the specific requirements of your project. One alternative
to using panda get dummies() to calculate correlation is to use the corr() method
provided by the pandas library. The corr() method can be applied to a DataFrame
or a Series, and it calculates the Pearson correlation coefficient between the different
columns or elements.

It is possible also use the scipy.stats.pearsonr() method to calculate the cor-
relation coefficient and p-value for a set of data. This method can calculate the
correlation between specific values instead of all the values in the dataframe.

Another alternative is to use the numpy.corrcoef() method, which calculates the
correlation matrix of a set of variables. This method can also be used to calculate
the correlation between specific values in a DataFrame or a Series.

Therefore, It is possible to use any of the above methods as per project use case
and requirements. This will give you a Value Error, as the ’b’ column contains
string values. In order to calculate the correlation between ’a’ and ’b’ you should
encode the column ’b’ to numerical values. it is possible to use get dummies to do
this in order to follow the equasions to calculate dependency:

C(xi, yi) = f(xi, yi) − f ′(xi, yi)

C =
ó

X2

X2 + n

w =
öõõôØ

i=1

(P1i − P0i)2

P0i

w =
ó

C2

1 − C2

x2 =
Ø
i,j

C2(xi, yi)
ni,j

(4.1)

4.2.2 Diverseness measurement
Estimating the diversity of a dataset involves determining the number of distinct
items, classes, or categories present in a dataset. This estimator aims to determine
the data’s richness and diversity, as well as any biases or imbalances in the distri-
bution of items. Diverse statistical metrics, such as the frequency of occurrence,
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entropy, Gini index, and Simpson’s index, can be used to measure diversity. The
selection of a metric is dependent upon the type of data and the particular use
case. Greater diversity in a dataset can result in more robust models and a more
accurate depiction of the underlying population. We are able to utilize equation
(4.2) to calculate the probability in order to obtain diversity measurement and
python code for this can be found in the configuration file diversity.txt contained
within the application in directory of formulas.

P = numberoffavorablecases

numberofpossiblecases
(4.2)

4.2.3 Inclusiveness assessment
In a dataset, inclusiveness refers to the representation of a varied range of organi-
zations and individuals, including those that are often marginalized or underrepre-
sented. A comprehensive dataset takes into account gender, race, ethnicity, age,
aptitude, socioeconomic level, and other characteristics of diversity.

For instance, a dataset of job applications may be inclusive if it includes a varied
range of people from various backgrounds, such as individuals with disabilities,
those from underrepresented racial and ethnic groups, and individuals from various
socioeconomic backgrounds. The purpose of inclusivity in a dataset is to guarantee
that the data accurately represent the experiences and viewpoints of a wide variety
of people.

P (A = a ∩ B = b) = P (A = a)P (B = b|A = a)
P (B = b ∩ A = a) = P (B = b)P (A = a|B = b)

(4.3)

4.2.4 Training Likelihood evaluation
In machine learning,to evaluate the model, the probability of the observed data
given the model parameters is computed. The likelihood represents the probability
of observing the data given the model’s parameters.Maximum Likelihood Estimation
(MLE) identifies the parameters and that maximize the likelihood function, such
that the model provides the highest probability for the observed data. The
training likelihood can be used to compare and pick the best model among several
alternatives. A greater training likelihood value suggests that the model is a good
fit for the data. It is essential to keep in mind, however, that the training likelihood
is merely a measure of how well the model fits the training data and may not
generalize well to unknown data. Overfitting, in which a model fits the training
data too well but does not generalize well to new data, is a typical issue when the
training likelihood is used as the sole criterion for evaluation. Cross-validation and
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other techniques that evaluate the model’s performance using held-out data are
employed to address this issue. Evaluation of training likelihood measures how
well a probabilistic model matches the observed data. In a probabilistic model, we
make assumptions about the data’s underlying generative process and use a set of
parameters to model it. Finding the parameters that best explain the observed
data is the purpose. Using the euqation (4.4) training likelihood can be determined.
regarding the computation of inclusiveness we are able to mention that from the
coding standpoint, we are using the intersection value from the equations in (4.3)
dividing it by probability of target value.

P (A = a|B = b) = P (A = a)P (B = b|A = a)
P (B = b)

P (B = b ∩ A = a) = P (B = b)P (A = a|B = b)
P (A = a)

(4.4)

4.3 Results
After executing an application over three distinct initial datasets containing specified
values, the following outcomes are observed. Three datasets, namely Adults,
Compass, and Drugs, are utilized to generate these results.
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4.3.1 Results of adults dataset
The adult dataset [9] is an extensively used machine learning dataset that is also
known as the Census Income dataset. It includes information about individuals,
such as their age, education, employment status, income, etc. The dataset is
used for binary classification tasks in which the objective is to predict whether
an individual’s annual income is greater than or less than $50,000 based on the
other features. It is commonly employed for the practice and evaluation of machine
learning algorithms. Here is the results of diverseness module for adults dataset as
table 4.12 and chart 4.13.

Figure 4.12: Adults income diverseness

Figure 4.13: Adults income diverseness chart
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Here is the results of dependence module for adults dataset as table 4.14 and
chart 4.15.

Figure 4.14: Adults race income dependence

Figure 4.15: Adults race income dependence Chart

The results of inclusiveness module for adults dataset are available as table 4.16
and chart 4.17.

Figure 4.16: Adults race income inclusiveness
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Figure 4.17: Adults race income inclusiveness chart

Here it is possible to find the results of likelihood module for adults dataset as
table 4.18 and chart 4.19.

Figure 4.18: Adults race income likelihood
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Figure 4.19: Adults race income likelihood chart

4.3.2 Results of compass dataset
Correctional Offender Management Profiling for Alternative Sanctions (COM-
PAS)[8] is a collection of data pertaining to persons who have been evaluated by
the Northpointe COMPAS risk assessment program. In the U.S. criminal justice
system, the instrument is used to predict the likelihood of recidivism among de-
fendants. The dataset includes demographic data, criminal history, and various
risk scores issued by the COMPAS system. The use of COMPAS and similar
technologies in the criminal justice system has been the topic of controversy and
debate, since some have raised concerns about the possibility of bias in the forecasts
and the influence these projections may have on the future of an individual.

Here is a table 4.20 and chart 4.21 presenting the results of the diversity module
for the COMPAS dataset.

Figure 4.20: COMPAS race diverseness
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Figure 4.21: COMPAS race diverseness chart

Table 4.22 and chart 4.23 showcasing the outcome of the dependence module
for the COMPAS dataset is provided here.

Figure 4.22: COMPAS race score dependence

35



Outcomes of the application’s sample datasets

Figure 4.23: COMPAS race score dependence Chart

This is the table 4.24 and chart 4.25 presenting the results obtained from the
inclusiveness module applied to the COMPAS dataset.

Figure 4.24: COMPAS race score inclusiveness
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Figure 4.25: COMPAS race score inclusiveness chart

Here is the results of likelihood module for COMPAS dataset as table 4.26 and
chart 4.27.

Figure 4.26: COMPAS race score likelihood
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Figure 4.27: COMPAS race score likelihood Chart

4.3.3 Results of drug dataset
The "Drugs" dataset[9],[10] is widely utilized in machine learning, particularly in
the fields of pharmacology and drug discovery. It often comprises information about
numerous pharmaceuticals, their chemical structures, and their varied qualities,
such as activity against specific diseases, adverse effects, and drug interactions.
The dataset is utilized for tasks such as predicting drug-target interactions, drug
efficacy, and drug repositioning. This dataset can be used to train machine
learning algorithms to predict various drug properties and aid in drug discovery
and development.

Here is the results of diverseness module for Drugs dataset as table 4.28 and
chart 4.29.

Figure 4.28: Drugs CL2 Diversness
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Figure 4.29: Drugs CL2 CL0 Diversness Chart

Here is the results of dependence module for Drugs dataset as table 4.30 and
chart 4.31.

Figure 4.30: Drugs CL2 CL0 dependence
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Figure 4.31: Drugs CL2 CL0 dependence chart

The output of the inclussiveness module for the Drugs dataset has been arranged
and presented into the table 4.32 and chart 4.33.

Figure 4.32: Drugs CL2 CL0 inclusiveness
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Figure 4.33: Drugs CL2 CL0 inclusiveness chart

The findings from the likelihood module for the Drugs dataset are presented in
the table 4.34 and chart 4.35. format here.

Figure 4.34: Drugs CL2 CL0 likelihood
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Figure 4.35: Drugs CL2 CL0 likelihood chart
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Chapter 5

Conclusions and potential
future development

This application currently have 4 modules with specified configurations. As the
core of application serves input formulas files in order to get values and compute
the results, it is easy to add more modules in the future in order to have more
possibilities in calculations.For instance using Gini coeficient.Gini coefficient is
a value between 0 and 1 that measures inequality in a data set.A number of 0
denotes complete equality (i.e., all values are identical), whereas a value of 1 denotes
maximum inequality (i.e., one value accounts for 100% of the total). It can be
used to calculate the total amount of income or wealth for the population being
considered in a dataset containing certain users.

To expand our system and make it more comprehensive, you could consider
incorporating additional modules that address other aspects of discriminatory risk.
Here are a few suggestions:
1. Bias Detection: You could add a module that specifically identifies sources of
bias in the data and the annotations. This could involve techniques such as fairness
and accountability analysis.
2. Human in the Loop: You could add a human review component to your system
to provide additional oversight and ensure that the decisions made by the system
are ethical and fair. This could involve a combination of human annotators and
machine learning algorithms working together.
3. Explanation Generation: You could add a module that generates explanations
for the decisions made by the system. This could help users understand why the
system is making certain predictions and could also provide valuable insights for
future improvement.
4. Privacy and Confidentiality: You could add a module that ensures that sensitive
information is protected and that the privacy of individuals is maintained. This
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could involve techniques such as differential privacy or secure multiparty computa-
tion.
5. Adversarial Robustness: You could add a module that makes the system more
robust against adversarial attacks. This could involve techniques such as adversarial
training or robust optimization.
some specific measures could be considered adding to our system to detect discrim-
inatory risk:

1. Gini Coefficient: This measure is used to quantify the inequality in a data set,
and could be used to assess the diversity and inclusiveness of your data and
annotations.A value of 0 expressing total equality and a value of 1 maximal
inequality. It is commonly used as a measure of inequality of income or wealth
distribution. The Gini coefficient is defined as the ratio of the area between
the Lorenz curve (a graphical representation of the cumulative distribution of
wealth or income) and the line of equality to the total area under the line of
equality[30]. A higher Gini coefficient indicates a higher level of inequality in
the distribution. The Gini coefficient is widely used as a summary statistic
for inequality, and as a measure of the dispersion of a frequency distribution.

G = 1
2n

q |xi − xj|q
xixj

(5.1)

where n is the number of values in the distribution, xi and xj are two values in
the distribution, and the sum is taken over all possible pairs of values (i /= j).
This formula can be used to calculate the Gini coefficient for a given set of
values representing a distribution.

2. Entropy Measures: Entropy measures can be used to quantify the randomness
or unpredictability of a data set like Shannon entropy [31].

H(S) = −
Ø

(p(i) × log2 p(i)) (5.2)

This can be useful in detecting discriminatory risk by identifying patterns or
correlations in the data that could result in discriminatory outcomes.

3. Precision, Recall, and F1 Score: These measures can be used to evaluate
the accuracy of your system’s predictions and can help you identify areas for
improvement. You could use these measures to ensure that your system is
making predictions that are both accurate and inclusive.
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Precision, recall, and F1 score are evaluation metrics used to measure the
performance of a binary classifier.
Precision measures the proportion of positive predictions that are actually
positive. Precision is defined as:

Precision = TruePositives

(TruePositives + FalsePositives) (5.3)

where True Positives (TP) are the number of samples that are correctly
classified as positive, and False Positives (FP) are the number of samples that
are incorrectly classified as positive.
Recall, also known as sensitivity or the true positive rate, measures the
proportion of positive samples that are correctly classified as positive. Recall
is defined as:

Recall = TruePositives

(TruePositives + FalseNegatives) (5.4)

where False Negatives (FN) are the number of samples that are incorrectly
classified as negative.
The F1 score is the harmonic mean of precision and recall and is defined as:

F1Score = 2 × (Precision × Recall)
(Precision + Recall) (5.5)

The F1 score provides a single number that balances precision and recall. A
classifier with high precision and low recall will have a lower F1 score than
a classifier with low precision and high recall, making the F1 score a useful
metric for comparing classifiers with imbalanced precision and recall.

4. Demographic Parity: This measure assesses the equality of treatment across
different groups of individuals. You could use this measure to ensure that
your system is treating all individuals fairly, regardless of their demographic
characteristics.
Demographic parity is a metric used to measure the fairness of a binary
classification system with respect to a protected attribute, such as race or
gender. Demographic parity requires that the positive prediction rate (i.e., the
proportion of samples predicted as positive) be equal across different groups
defined by the protected attribute.
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To calculate demographic parity in a dataset, you first need to determine
the positive prediction rate for each group defined by the protected attribute.
Given a binary classification system with protected attribute A and classes C1
(positive) and C2 (negative), the positive prediction rate for group g defined
by attribute A can be calculated as[32]:

PPV (g) = number of samples in group g predicted as C1
total number of samples in group g (5.6)

Once you have calculated the positive prediction rate for each group, you can
calculate demographic parity as the absolute difference between the highest
and lowest positive prediction rates:

DP = |PPV (g1) − PPV (g2)| (5.7)

where g1 and g2 are two groups defined by the protected attribute A. A value
of 0 for DP indicates that demographic parity has been achieved, meaning
that the positive prediction rate is equal across all groups defined by the
protected attribute. A non-zero value indicates that demographic parity has
not been achieved, and the magnitude of the value indicates the extent to
which demographic parity has been violated.

5. Equal Opportunity: This measure assesses the fairness of positive outcomes,
such as approval or acceptance, across different groups of individuals. You
could use this measure to ensure that your system is providing equal op-
portunities for positive outcomes to all individuals. The metric is defined
as[33]:

Equal Opportunity = |True Positive Rate for Group A−
True Positive Rate for Group B|

(5.8)

where Group A and Group B are two different groups based on the protected
attribute, and the True Positive Rate (TPR) for each group is calculated using
Recall(5.4) equation in previous measure.

For future improvements non-functional requirement NFR1, which was discussed
in the previous chapter in Table.3.2, can be utilized to enhance the system’s
functionalities.
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