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ABSTRACT 
 

 

This work aims to investigate the use of active thermography on welded joints, a non-destructive 

method which is required if verifications are carried out on working components. Unlike the 

traditional method, where the workpiece is thermally stimulated by a laser beam at the end of the 

process, the method here adopted is based on real-time control of welding. By means of a thermal 

imaging camera, in fact, data collection takes place simultaneously with the welding itself, leading 

to a considerable reduction in time and consequently in costs. Thanks to Ades Group, at their site in 

Rovato (BS), four welding tests, monitored by an infrared camera, were carried out to analyze the 

different behavior of S275JR steel depending on welding method (SMAW and GMAW), material 

thickness (3mm and 5mm) and type of joint (butt joint and tee joint). All data were analyzed on the 

ResearchIR software, which enabled us to detect the presence of programmed defects from 

anomalies in temperature distribution along profiles or weld bead sections. Subsequently, 

metallographic examinations and hardness tests were carried out to characterize the 

microstructures and to distinguish the weld bead area, the heat affected zone (HAZ) and the base 

material. The various data obtained were used on MSC Marc Mentat to create a simulation of the 

welding process; as an output we can observe thermo-structural characteristics, the evolution of 

microstructures and deformations. Finally the simulation results will be compared with the 

experimental ones to verify the accuracy of the model. 
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1 INTRODUCTION 
 

This chapter will introduce the main technology on which this experimental thesis is based on: 
infrared thermography. We will discuss its evolution over time with a brief reference to the physical 
laws that describe this phenomenon. 

The various methods of thermography most commonly used in industry will then be defined and 
some application examples will be mentioned. In addition, welding processes will be briefly 
discussed, with particular emphasis on SMAW and GMAW methods, and examples of infrared 
thermography as a non-destructive testing method for welding will be shown. 

 

1.1 History of thermography 
 

The discovery of thermography was made between 1770 and 1800 by the Italian researcher Marsilio 
Landriani. After some experiments with a glass prism through which the sun's rays split the light into 
colors, he discovered that beyond the 'red zone' there was an area outside the colors of the prism 
where a further increase in temperature was detected. 

 

                                             

Figure 1.1 : Marsilio Landriani and Sir Frederik William Herschel 

 

Later, Sir Frederik William Herschel, a German astronomer, had the same intuition while searching 
for an optical filter to reduce the brightness of the sun during telescope observations. 

He was accidentally struck by the fact that some of the colored glass filters showed different 
amounts of heat from the sun, and some in particular risked injuring his eyes after only a few 
moments of observation. 



5 
 

 

Figure 1.2 : Dispersion of white light through a prism 

 

He wanted to investigate further and after several experiments, using a glass prism through which 
sunlight passed and some thermometers as detectors, he was the first to ascertain the existence of 
points outside the visible spectrum where heat radiation reached higher values. 

He realized that measurements within the visible spectrum could not achieve these results. 
Therefore, he placed a mercury-sensitive thermometer from one color to another in the prism 
spectrum and measured the temperatures. 

He noticed that these increased as the thermometer moved beyond the red light. He called this 
zone 'dark heat' and today this zone is associated with the 'infrared wavelength' [23]. 

Between 1900 and 1920, the production of the first radiometric devices starts. They were able to 
detect living beings, ships, aircraft and even icebergs. During the First World War, infrared 
technology was used to detect the enemy and guide missiles. 

Today, as technology evolves, there are devices capable of detecting temperatures down to one 
hundredth of a degree. Working at different wavelengths, they can even detect harmful gases. 

Nowadays these devices are widely used in civil and military applications, for security, research, 
medicine and science. 

It was only in the 1960s that the first thermal imaging cameras for industrial use were created. 

The first commercially available thermal imaging camera was manufactured by AGA, a Swedish 
company, with the Model 650,  that was used as a measurement tool for predictive maintenance, 
but also  to monitor the thermal insulation of homes.  
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Figure 1.3 : AGA Model 650 thermal imaging camera 

 

The instrumentation took up a lot of space compared to the latest thermal  cameras and it allowed 
the acquisition of images in greyscale only. 

It was only in 1966 that the possibility of acquiring colored images was introduced. The procedure, 
however, was very laborious and the resulting images had a bad resolution compared to greyscale 
images. This was only improved in the 1990s thanks to the better sensitivity of thermal imaging 
cameras. Since the 1970s, there has been also an improvement in the size of the entire measuring 
system, which, until then, had been a constraint on the handling of the system and its possible 
applications. In 1973, the first battery system was realized, which will however represent a 
restriction in terms of camera lifetime, a problematic aspect up until the late 2000’s [24].  

 

1.2 Physical laws 
 

Infrared thermography uses the ability of a body to emit radiation in the infrared range when it is 
at a temperature  above 0 K. It is necessary to start with the study of thermal waves in order to 
understand the basis of its operation. In particular they operate in the range between 0.75 - 1000 
µm outside the visible spectrum. The highest temperatures are reached in this band [1]. 
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Figure 1.4 : Visible and Infrared Region Wavelengths 

 

The ability of a body to emit radiation is called emissivity and it is measured by a thermal imaging 
camera. The focus of the problem is calculating the temperature from the measurement of 
emissivity.  

The approach used to start defining the phenomenon is based on Kirchhoff's studies. To simplify the 
problem, he included in his analysis the concept of an ideal body, called the black body, which is not 
able to reflect or transmit but to absorb incident radiation. A peculiar characteristic of our interest 
is represented by the fact that the black body is a perfect emitter, it only emits the radiation it can 
absorb. The physical law at the basis of this phenomenon is Plank's Law, which describes the spectral 
distribution of the emitted radiation emitted by a black body. 

 

       (1) 

Where: 

- Bv(T)  is the spectral radiance (the power per unit solid angle and per unit of area normal to 
the propagation) density of frequency v radiation per unit frequency at thermal equilibrium 
at temperature T. 

- h is the Planck constant 
- c is the speed of light in a vacuum 
- k is the Boltzmann constant 
- v is the frequency of the electromagnetic radiation 
- T is the absolute temperature of the body. 
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Figure 1.5 : Spectral radiance depending on temperature and wavelength 

 

As it is possible to notice from the figure 1.5, the spectral emittance of a black body is zero for 𝜆𝜆 = 0 
and for very high values of 𝜆𝜆; it reaches its maximum in correspondence of a wavelength equal to 
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 whose value is inversely proportional to the value of the temperature. By derivation of Planck's 
law, with respect to 𝜆𝜆, Wien identified a simple formula for the calculation of this wavelength 
expressed in μm. 

                        𝜆𝜆 = 2898/T                                 (2) 

By integrating  Bv(T) over the frequency, the radiance L is: 

 

                          (3) 

Where: 

 

            (4) 

 

By subsequently integrating L over the solid angle Ω for all azimuthal angle (0 to 2π) and polar angle 
θ (0 to π/2), we arrive at the Stefan-Boltzmann law: the power j emitted per unit area of the surface 
of a black body is directly proportional to the fourth power of its absolute temperature: 

 

j = σ𝑇𝑇4                              (5) 
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A real body, however, is not treated as a black body but as a grey body. The difference lies in the 
non-frequency dependence and the no longer unitary emissivity, ε < 1.  Some real cases may 
approach the special case of a blackbody in the case, for example, of surface coatings. 

A real body, as mentioned above, is not able to absorb all the radiation incident on it because a 
fraction of it is reflected by its surface and a further fraction is transmitted through the body itself. 
The parameters representing the absorbed, reflected and transmitted fractions of the real body are 
dependent on the wavelength of the incident radiation. 

This leads to the following equation: 

ρ + α + τ = 1                    (6) 

Where: 

- ρ is the reflectance 
- α  is the absorbance 
- τ is the transmittance 

The ability of a real body to emit absorbed electromagnetic radiation is limited by a fourth element, 
mentioned earlier, which is emissivity. For this reason we introduce the new parameter 𝜀𝜀. It is 
defined as the ratio between the spectral power emitted by the real body and the spectral power 
emitted by a black body at the same temperature and wavelength. In the case of a black body, the 
spectral emissivity has a value equal to 𝜀𝜀 = 1; in the case of a grey body, its value is independent of 
the wavelength and 𝜀𝜀 < 1; finally, considering a highly polished material, 𝜀𝜀 ≅ 0. 

The introduction of parameter 𝜀𝜀 has made it possible to correct the physical laws on which the 
theory of thermography is based on and to adapt them to real bodies. The total power emitted by 
a grey body, for example, can be expressed using the modified Stefan-Boltzmann law as follows: 

 

j = 𝜀𝜀 σ𝑇𝑇4                   (7) 

The main governing equation of the physics of the problem is the Fourier equation: 

 

                (8) 

Where:  

-  T is the temperature in [K]  
-  α is the thermal diffusivity [m2 /s] defined as: 

 

𝛼𝛼 =  𝑘𝑘
𝜌𝜌𝜌𝜌

               (9) 
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Where k is the thermal conductivity [W/(mK)], ρ the density [Kg/m3 ] and c the specific heat [J/(KgK)]. 

Once the temperature distribution is known, the conduction heat flux at any point in the material 
or on its surface may be computed from Fourier’s law.   
The heat equation is derived from Fourier’s law and conservation of energy. Fourier’s law states 
that the time rate of heat transfer through a material is proportional to the negative gradient in the 
temperature and the area at right angles to that gradient, through which the heat flows. 
 

q = -k ∇T                   (10) 
 
Where: 

- q is the vector of local heat flux density [W/m2] 
- k is the thermal conductivity [W/(mK)] 
- ∇T is the temperature gradient. 
 

A change in internal energy per unit volume in the material, ΔQ, is proportional to the change in 
temperature, ΔT. That is: 

                                                                 ∆Q = ρ.cp.∆T              (11) 
 
 

Using these two equations (10-11), we can derive the general heat conduction equation: 

       (12) 

Where qv is the rate at which energy is generated per unit volume of the medium [W/m3]. 

This equation is also known as the Fourier-Biot equation and provides the basic tool for heat 
conduction analysis. From its solution, we can obtain the temperature field as a function of time. 

 

 

 

 

 

 

http://nuclear-power.com/laws-of-conservation/law-of-conservation-of-energy/
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2 STATE OF THE ART 
 

This bibliographic research is based on two main topics: arc welding and active thermography. We 
will start researching a model capable of accurately simulating an arc welding process, after which 
it will be possible to carry out several tests on the weld bead using a thermal imaging camera. 

 

2.1 Arc welding simulation 
2.1.1 Heat transfer 
To accurately describe the whole process in each aspect, the thermal analysis needs to involve the 
phase change phenomenon, including melting and solidification [2]. For this reason enthalpy 
methods are used, which are based on the heat conduction equations as following: 

 

       (13) 

 

Where: 

- T is the temperature 
- k is the thermal conductivity 
- H is the enthalpy 

 

                 (14) 

 

Where ρ is the density of the material and Cp(T) is the specific heat. 

Convection and radiation heat transfer equations are used for boundary conditions on external 
surfaces. 

Convective heat flux 

                  (15) 

Where hc is the coefficient of convective heat transfer (usually from 5 to 20 W/m2K) 
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Radiation flux 

                        (16) 

 

Where εr is the emissivity of the material surface and σr is the Stefan-Boltzmann constant. It is 
evident that the radiation flux component plays an important role especially in the proximity of the 
fused zone, due to the fourth degree power elevation. 

 
2.1.2 Modeling 
 

Once the parts to be welded have been chosen,  the first step is to find a model characterizing the 
heat source. As shown in the work  [3] the most appropriate model for this type of simulation is the 
“double ellipsoidal heat source model”, also known as “Goldak model”.  Thanks to his mathematical 
formulation, based on the gaussian distribution of power density, it allows to effectively analyze the 
thermal distribution both along the arc motion and below the weld pool surface (deep penetration).  

The equations that describe the power density distribution in a Cartesian coordinate system for the 
front quadrant is: 

 

        (17) 

 

Where: 

- η is the process performance  (value from ISO standards, depends on the welding method) 
- Q =  ηVI  is the welding heat source’s input power   
- v  is the welding speed 
- t  is the current time 
- fr and ff are constants that influence the intensity of the energy flow to the material   (fr  +  ff  

=  2   and  usually  ff   = 0.6     fr   = 1.4) 
 

As we can observe from the figure, the shape is made up of two ellipsoids placed in two 
perpendicular planes, where a, b, cf and cr are the characteristic dimensions. 
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Figure 2.1 : Goldak model 

 

This kind of solution is particularly suitable for simulated welding with coated electrodes [4]. In case 
of simulation of different processes such as GMAW, the method must be modified to obtain the 
correct shape of the weld pool. Therefore, instead of applying the fixed value of three, we need to 
separate the coefficient for each coordinate of the equation.  

(18) 

 

Where k, l, m are coefficients enabling modification of the liquid metal pool shape. In any case, for 
a proper calibration, it is necessary to compare the results with experimentally measured values. 

 

Another possible solution, which is more suitable for laser welding or electron-beam welding is the 
Conical Model. 

The three-dimensional Conical heat source distributes the heat flux in the volume sketched in the 
next figure. The diameter that defines the region in which the power density is distributed varies 
linearly along the thickness, with the maximum value at the top surface of the heat source and 
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minimum at the bottom one. At any plane perpendicular to 𝑧𝑧-axis, the heat intensity is distributed 
in a Gaussian shape. 

 

 

Figure 2.2 : Conical model 

 

This model is governed by the following equation: 

 

   (19) 

Where Q0 is the maximum value of the heat flow volume density. 

 

Usually, as a first evaluation to verify the accuracy of the model, a comparison between the 
calculated size of the molten zone and a real macrograph of the weld bead is made. 
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Figure 2.3 : Comparison between real macrograph and numerical simulation of the weld bead 

2.1.3 Calculation techniques 
This kind of analysis called “Transient Technique”, requires a large amount of data, due to the 
calculations that are made for each subsequent time step, eventually adjusted depending on the 
mesh density and adaptivity. On the other hand, this method gives us a large amount of information 
including temperature fields, hardness, metallurgical phases, stresses and deformations. Therefore, 
according to our needs, we have to find a compromise between calculation time and amount of 
information. 

 

The calculation of large structures with many welds, for example, are usually made using alternative 
techniques such as the “Macro-Bead” (MBD) , which is a sort of  extension of the transient 
techniques that uses a prepared thermal cycle on one specific area of the model. The mesh, in this 
case, is only refined at the edges of the section of elements on which the thermal cycle is applied, 
making calculation faster. An alternative and even faster method is the “Shrinkage Technique”, 
based on the distortion, where only the mechanical phenomena occurring during the process are 
used. 

 

Figure 2.4 : MBD technique with its related thermal cycle 

 

Comparing the same process results with different techniques [4] it is demonstrated that even if the 
distortion distribution slightly differed in the shapes, the peak values were similar. 
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As we said before, the results obtained with the transient technique are the most accurate and they 
can be taken as a reference for the other techniques. Two of the most important values distribution 
(normal displacement and  equivalent Von Mises stresses) of the welding process are shown with 
their respective calculation times: 

 

 

 
Figure 2.5 : Simulation results with related calculation time 

2.1.4 Parameters estimation 
In welding simulation process, heat source parameters are often recommended by experience, but 
this choice can induce errors in the results. For this reason it is necessary to find out a method which 
allow to accurately estimate the source parameters [5]. In particular we will focus our attention on 
the relationships between these parameters and the welding pool characteristics: fusion width (W), 
penetration depth (D) and peak temperature (Tp). This analysis is a fundamental part of the 
simulation because it can avoid the necessity of large numbers of expensive and time-consuming 
experiments. 

 

 
Figure 2.6 : Optimal procedure to predict heat source parameters 
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Two methods are now presented: 

- Multiple regression analysis (MRA) 
- Partial least-squares regression analysis (PLSRA) 

In this case the regression analysis is made on a pipe model welded with GMAW method. 

 

 
Figure 2.7 : GMAW pipe model 

Multiple regression analysis  

In this study two MRA were used: 

- Nature logarithm regression model 

  (20) 

- Linear regression model 

   (21) 

Where: 

- flog,i and fl,i are characteristic parameters of welding pool 
- Q, a, b, cf, cr are heat source parameter of the simulation 
- ai, β1i, β2i, β3i, β4i, β5i are coefficients 

By performing multiple regression analysis comparing the experimental data with the simulation, 
the coefficients can be calculated. 

 

Partial least-squares regression analysis 

In this case four models were studied: 

- Linear model 

          (22) 
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- Quasi linear model 

     (23) 

- Quadratic regression model 

      (24) 

- Exponential regression model 

     (25) 

 

Where: 

- x and x’ are linear combination of the independent variables and the linear combination of 
the logarithmic independent variables respectively 

- x1 and x2 are linear combinations of heat source parameters 
- ε is the intercept 
- α and β are regression coefficients 

 

2.1.5 Verifying methods 
Once we have defined all the possible equations for regression, we can choose between two 
verifying methods: temperature method and residual stress method.  

The first method is the most used: it consists of measuring temperatures at specific points and fitting 
the heat parameters to match the simulated temperature with the experimental one. Then, the 
parameters can be further refined observing the macrographs of cross-sections. 

 
Figure 2.8 : Weld pool measurements for temperature method  
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The peak temperature Tp can also be taken into account in the matching, because it has critical 
influence on temperature gradient and, therefore, on the heat affected zone. 

Finally ten parameters are involved in the simulation: 

- Q, η and v are considered fixed values 
- a, b, cf, cr are the independent input parameters 
- D, W, Tp are the output values of welding pool 

 

After cutting transverse sections of the weld bead, the evaluation of depth, width and peak 
temperature, is carried out thanks to the traditional method of grinding, polishing and etching, 
which allow us to analyze the metallographic structures with a microscope. 

 

 

 
Figure 2.9 : Measured and predicted MRA width, depth and peak temperature 

 

As we can observe from the figures there are no significant differences in the accuracy of predicted 
results between model 1a and model 1b for W (width) and D (depth). For the peak temperature 
however, the results obtained with the natural logarithm method seemed much better than the 
linear model. 
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Figure 2.10 : Measured and predicted PLSRA width, depth and peak temperature 

 

 

On the other hand, looking at the results of the PLSRA methods, it is clear that both model 21a and 
21b give us solutions which are similar to those obtained from the MRA model, regarding the fusion 
width and the penetration depth. For the peak temperature, instead, models 22a and 22b seemed 
to be more accurate in matching with experimental data. 

However a simplified way to define the parameters of double-ellipsoidal heat source is to directly 
refer to experimental macrograph [6] in such way that dimensions of the melted area in the 
simulation are the same as weld bead dimensions. 
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Figure 2.11 : Comparison between experimental macrograph and numerical model of melted area 

 

2.1.6 Global sensitivity analysis 
Now that we have studied several methods to compare the experimental data with the simulation, 
in the work [7] a global sensitivity analysis has been carried out to define which are the input 
parameters that mostly influence the variability of the results. This procedure will lead us to avoid 
doing numerous difficult and expensive experiments. In order to do so, only the most relevant 
properties need to be measured with a good accuracy, while the others can be simply extrapolated 
or taken from a similar material. For the elastoplastic mechanical model taken into account in this 
paper, for example, only three of the 35 input parameters explains 90% of the output variability. 

For the same reason in [8] they tried to evaluate the influence of the change in welding heat input 
on welding simulation results, in particular fatigue crack propagation (FCP) and stress intensity 
factor (SIF).  

 

 
Figure 2.12 : Welding sample for global sensitivity analysis 

 

From the following figure we can easily observe that when the HI increases the induced welding RS 
decreases, due to the increase of the average temperature that brings to a general decrease of the 
restraint of the model. 
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Figure 2.13 : Effect of heat input variations on Residual Stress 

 

On the other hand, as it is probably more predictable, welding distortion increases when heat input 
increases. This phenomenon is strictly correlated to the non-uniform expansion and contractions of 
the material during thermal cycles. 

 

 
Figure 2.14 : Effect of heat input variations on Distortion 

 

In conclusion of this analysis we can say that changing the HI has a great influence on RS distribution 
but it also has almost no influence on RS magnitude. 
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2.1.7 New heat source models 
As we have already mentioned before, a good way to evaluate the accuracy of the heat source 
model is to compare the experimental weld profile of the fused zone with the numerical simulation. 
In the work [2] an interesting analysis of two different materials ( carbon steel and stainless steel), 
two thicknesses ( 3 and 6 mm), two welding methods ( GTAW and GMAW) and four heat source 
models ( Conical, Goldak, VCP and FVP) has been carried out. 

Conical and Goldak model are the most used, even though conical model is preferred to simulate 
electron-beam melting or laser power sources.  

On the other hand, new heat sources such as Variable Conical Profile (VCP) and Full Variable Profile 
(FVP) are based on the fact that the information of the heat input distribution must be taken into 
account in the formulation. In the FVP source, for example, the maximum power density decays 
along the thickness. Both these sources shapes are defined by the Fusion Zone boundary 
experimentally measured and they have the advantage of relying on a single equation with a low 
number of geometric parameters. 

 

 
Figure 2.15 : Alternative heat sources and power density distribution over x and y axes 
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In the case of GTAW with 3mm thickness the NRMSE (Normalized Root Mean Squared Error), 
obtained comparing real with simulated temperatures along the weld bead, is lower than 1.6% for 
carbon steel and lower than 4% for stainless steel. This example shows that even if new heat sources 
are more accurate, especially with stainless steel, traditional model as Goldak give us still acceptable 
results.  

Another way to evaluate the heat source model accuracy is to compare the experimental (yellow 
line) with the simulated (black dotted line) weld profile and their related temperature distributions. 
In this example all four models returned very good results for carbon steel and slightly less accurate 
but still acceptable results for stainless steel. 

 

 
Figure 2.16 : Comparison between experimental and simulated weld profile with SMAW method 

 
2.1.8 Thermal model validation 
 

To enrich the data set that will be useful to compare experimental data with simulation, in the work 
[9] an analysis of two different welding procedures has been carried out: a double pass GTAW and 
a five-pass SMAW. Using thermocouples placed at 10mm, 15mm and 20mm from the weld bead it 
is possible to validate the predicted thermal cycles. 
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Figure 2.17 : Double pass GTAW thermal model validation with thermocouples 

 
Figure 2.18 : Five-pass SMAW thermal model validation with thermocouples 

 

In both cases the peak temperatures match each other quite well and slowly decrease with the 
increasing measuring distance from the weld bead. The only difference is that the cooling rate of 
the thermocouples is quite slower compared to the simulated one. The higher heat input of 
5kJ/mm for GTAW instead of 2kJ/mm for SMAW resulted in higher temperatures in the GTAW 
process. In this work it was demonstrated that using large heat inputs reduces the cooling rate, so 
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that larger quantities of Widmanstatten ferrite are obtained, reducing the quantity of acicular 
ferrite. The GTAW weld joint, in this case, will have a lower impact toughness compared to the 
SMAW weld joint. 

2.1.9 Residual stress analysis 
At this point, in the same work [9], a residual stress analysis has been carried out using two 
different techniques: X-ray diffraction (XRD) and longitudinal critically refracted waves (LCR). The 
XRD is more sensible to surface conditions with depth between 5 and 30 micron while with LCR 
residual stress is the average over effective penetration of 3mm. These results are compared to a 
FEM simulation obtained with SYSWELD. 

 
Figure 2.19 : Residual stress analysis – Comparison between FEM, LCR and XRD methods 

In both cases the distribution of residual stresses is similar (tension near the weld bead and a little 
compression on the base material) and experimental values seem to be comparable with the 
numerical prediction. 

 

2.1.10 Heat source parameter estimation 
As we have already mentioned before, there are three main acceptable methods to compare 
parameter fitting of the heat source model: 

• Measuring temperatures with thermocouples 
• Measuring residual stresses with destructive or non-destructive techniques at specific 

points 
• Observing geometric dimensions of the fusion zone, molten pool and heat affected zone 

(HAZ) with macrographs of cross-sections 

In particular, as described in the work [10], we will now discuss about the third method. 

In addition to comparing cooling curves, the most relevant results are obtained by comparing 
microstructures and macrographs between the FE meshed model and the experimental results. 
This experiment was made up of two overlapping beads on a substrate steel plate, joined with 
GMAW method. 
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Figure 2.20 : GMAW Macrographs comparison 

Observing the percentages of the different microstructures at the end of the process, they were 
able to define the Goldak model parameters that fitted the experimental curves and dimensions. 

As mentioned earlier, another effective method is to compare the temperature profiles obtained 
with thermocouples [11]. 

 

 
Figure 2.21 : Numerical and experimental comparison on thermal distribution 

 

Figure 2.22 : Comparison between FEM temperature profile and thermocouple measurements 
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Each kind of welding process has its own peculiarities which can therefore make adjustments to 
certain parameters more or less important. In the work [12], for example, a MIG welding is taken 
into account. Here the most important parameters are: 

- Arc current 
- Wire feed rate 
- Workpiece thickness 
- Welding speed 

 

By tuning these parameters the performance of the arc welding can be predicted. In particular we 
will focus our attention on the relationship between workpiece thickness and arc current. In the 
next figure we can summarize the data flow of the simulation result. 

 

 
Figure 2.23 : Optimal procedure for accurate model definition 

 

2.1.11 Arc current effect on penetration and thickness 
As a general rule higher arc current is usually used for welding thicker workpieces; to generate 
higher temperatures and to facilitate this process, the welding speed can be reduced, in order to 
generate a deeper welding pool. 
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Figure 2.24 : Effect of arc current on penetration 

As we can easily observe a too low current generates insufficient heat for significant penetration, 
while a too high current produces a very large region that penetrates through the bottom of the 
workpiece. For this reason it is easy to see how if the thickness of the pieces increase also the arc 
current have to increase proportionally, so that each single separation line (liquidus, solidus and 
HAZ) it is still distinguishable from the others [12]. 

 

 
Figure 2.25 : Effect of arc current and thickness on penetration 
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2.1.12 Microstructures analysis 
At this point, another analysis which could be useful to our simulation is to study the impact that 
the variation of heat input and the type of welding have on microstructures and toughness. In the 
work [9] a comparison between the base material and the weld joints (SMAW and GTAW) has been 
made to predict the characteristics of the material. 

 
Figure 2.26 : Optical images of base metal, SMAW joint and GMAW joint 

The base metal is predominantly composed of fine grained equiaxed ferrite and some pearlite. 
Whereas welded joints showed grain boundary ferrite, Widmanstatten ferrite, acicular ferrite and 
microphases. The typical M shape profile of Residual Stress is probably due to the phase 
transformations of equiaxial ferrite to grain boundary ferrite (reconstructive), acicular and 
Widmanstatten ferrite and bainite (displacive), which causes volume changes. 

 

Then a test to evaluate and compare the impact toughness of the two different welding processes 
has been carried out, showing that GTAW gives us slightly better results. 

 

 
Figure 2.27 : Stress vs Strain curve for SMAW and GMAW joint 

 

Finally a micro hardness test has been made at two different depths, showing that GTAW has a more 
regular distribution moving from the center of the weld to the base material. 
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Figure 2.28 : Vickers hardness test for SMAW and GMAW joints 

The evaluations made in [13] showed that the hardness decreases with increase in the heat input, 
while the toughness first increases and then decreases. However we have to remember that all the 
changes involved in the microstructures strongly depend on temperature heating and cooling rate 
and for this reason, different results can be achieved depending on the type of welding. 

In the next figure we can observe an example of how the microstructure of a HAZ evolves at four 
different cooling rates, measured as the time taken to cool from 800 °C to 500 °C (t8/5): 10s, 20s, 60s 
and 120s. In fact, the faster the cooling rate, the more displacive transformations are favored: this 
leads to the formation of martensite and bainite.  

 

 
Figure 2.29 : Microstructures after four different cooling rates 
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In general we can summarize the material behavior and its microstructure as follows: 

- with low heat input it is mainly composed of martensite and bainite, making the structure 
hard but fragile 

- with medium heat input it consists of acicular and polygonal ferrite and granular bainite, 
maximizing the total impact energy 

- with high heat input it is mainly composed of ferrite and pearlite, which decreases the 
hardness 
 

Finally in the work [14] a thermal–metallurgical model is developed to predict the temperature 
fields and spatial distribution of volume fraction of phases during laser beam welding of 1020, 
1045, and 1060 steels. In particular their model is focused on the different thermal properties of 
each phase, considering that a higher thermal conductivity  leads to a lower temperature. 

 

 
Figure 2.30 : Thermal conductivity depending on temperatures and phases 

 

After comparing the conduction model with the experimental measurements and demonstrating 
that the temperature distributions curves matched quite well for each material, we can now observe 
the microstructure of weld at the centerline of the three steel and compare it with the simulated 
results. 

Here it is visible how the starting material can strongly influence the evolution of the distribution 
and quantity of the different microstructures along the weld bead. Here in particular, the different 
distributions of ferrite and pearlite are shown. 
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Figure 2.31 : Distribution of ferrite and pearlite on three different steel : 1020, 1045, 1060 

 

 
Figure 2.32 : Micrographs and phases of 1020, 1045 and 1060 steel 
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From experimental analysis after welding, the 1020 and 1045 steels show a ferritic and pearlitic 
structure while the 1060 also shows martensite formation. From this analysis it is possible to 
evaluate the accuracy of the model comparing these distributions of microstructures with those of 
the simulation. 

 

2.2 Active thermography 
2.2.1 Physical laws 
 

Among the most used thermographic techniques, flying spot thermography is an efficient non-
destructive test to detect surface breaking cracks [15]. After heating the surface with a moving laser 
spot, surface temperature distribution is recorded with an infrared camera. The presence of a crack 
is highlighted by a discontinuity in the temperature field on the surface, due to the fact that the 
presence of a defect itself changes the way heat is transmitted. This study will mainly discuss about 
thermal diffusivity and determination of the width of cracks. 

Basically this phenomenon is based on the photothermal effect, which consists in heat generation 
by light absorption. The heat is first generated at the surface and then propagates, by conduction, 
into the bulk. 

 
Figure 2.33 : Example of laser beam effect on a workpiece 

To introduce this analysis let’s consider a continuous wave laser of power P0 harmonically 
modulated at frequency f. As a direct consequence, the sample temperature oscillates at the same 
frequency. This phenomenon is based on the modified Helmholtz equation: 

  (26) 

Where q2 = iω/D, with D being the thermal diffusivity. 

After a few passages, considering the Hankel transform space and boundary conditions with 
prescribed heat flux, we obtain an equation that fully illustrates the Gaussian temperature trend in 
all directions, for an infinitely small laser spot (a=0). 
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  (27) 

  (28) 

   (29) 

   (30) 

   (31) 

    (32) 

 

Where: 

- R = �𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2 
- |T| and Ψ are the amplitude and phase of the temperature oscillation 

- μ = � 𝐷𝐷
𝜋𝜋𝜋𝜋

  is the thermal diffusion length 

- η  is the power fraction absorbed by the sample 
- K is the thermal conductivity 

 

To simulate a Dirac laser pulse of energy Q0  the following equation has been used: 

(33) 

Where  ε = K/√𝐷𝐷  is the thermal effusivity of the sample. 

We can now consider two particular cases: the gaussian profile of the surface temperature field 
and the case of a tightly focused spot (a=0). We can easily observe how the peak of the gaussian 
profile progressively decreases with time. 
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   (34) 

(35) 

 
Figure 2.34 : Temperature distribution without defect over time 

 

To evaluate the effect of a defect, three different crack widths are considered at two times after the 
pulse (75ms and 100ms). In this experiment an infinite vertical crack positioned at plane x=0 is 
detected by a Dirac laser pulse of energy 1J with a radius of 0.4 mm and centered at d = 1 mm. 

 

 
Figure 2.35 : Temperature distribution with three different defects at two times after the pulse 
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If we want to analyze what happens when the laser is moving along the workpiece, we need to use 
a more complex equation.  

 

 
Figure 2.36 : Example of a moving laser beam on a workpiece 

Thanks to a simple Galilean transformation, we obtain the temperature profile with the material 
moving at constant velocity and the workpiece at rest, which is more useful from the point of view 
of industrial processes. 

 

(36) 

2.2.2 Optimal conditions for defect detection 
To analyze the influence of the distance between the laser spot and the crack, an experiment with 
four different laser position has been carried out to see in which case we observe a wider 
temperature discontinuity that increases with the crack width [15]. 

 

 
Figure 2.37 : Detecting defects at four different distances (-0.8, -0.4, 0.4, 0.8)  from the center of the laser beam 
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Figure 2.38 : Optimal distances to maximize the temperature gap caused by the defect 

 

In this particular case with a velocity v = 10 mm/s and a laser radius a = 0.4 mm, the minimum 
difference is produced when the distance d ≈ a, whereas the maximum appears for d ≈ a/2. 

Once we understand how to set the various parameters, it is possible to analyze the experimental 
thermograms recorded by the IR camera. First of all, in the next figure, we can see a thermogram 
without defects both for the static and for the moving laser. Then we will observe how the presence 
of a crack can influence the results. 

 

 

 

 
Figure 2.39 : Thermogram of a static (a) and a moving (b) laser without defects 
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Figure 2.40 : Thermogram of  static and moving laser with defects 

 
In the last figure the sample is moving at 4 cm/s and it is quite evident the position of the crack, 
identified by the vertical discontinuity of the temperature distribution. 

 

However we have to say that this method is only valid for infinite vertical cracks when the laser is 
moving in the direction perpendicular to the crack and, unfortunately, no analytical solutions has 
been found for more realistic applications. Furthermore one of the main problems to find an 
accurate analytical description of the process is due to the effect of lens diffraction, which causes a 
softening of the theoretically abrupt temperature jump at the crack position [15], making the defect 
more difficult to identify.  

 
Figure 2.41 : Theorical and experimental temperature gap  
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2.2.3 Emissivity 
One of the main issues in infrared thermographic measuring procedure is the emissivity evaluation. 
An infrared thermal camera, in fact, is only able to detect the radiation emitted by a body (which 
involves emitted, reflected and transmitted radiation) and, to convert this energy into temperature, 
we need to know the specific value of the emissivity. This expression describes the capacity of a 
body to emit in comparison with an ideal black body: values of emissivity can oscillate between 0 
(perfect reflector) and 1 (perfect emitter). An important role is also played by wavelengths, which 
can influence material properties regarding energy absorption or transmission. In the work [16] 
Avdelidis and Moropoulou developed an empirical procedure to calculate emissivity. The samples 
were placed in an oven for 24h at three different temperatures (0, 48.8, 100 ⁰C), attaching as a 
reference emitter a piece of electrical tape with a known emissivity of 0.95. The results showed an 
higher emittance at higher temperatures in short wavelength range (3-5.4 μm) whereas the 
emissivities are higher at lower temperatures in the long wavelength range (8-12 μm). In conclusion 
we can say that correction of emissivity, considering material properties, temperature and 
wavelength, is fundamental to build an accurate thermographic analysis.  

 

2.2.4 Exposure times and emissivity optimization 
At this point we can deeply analyze how other parameters of active thermography can be tuned to 
clearly highlight the presence of defects. As a reference to analyze shape and size of internal pores, 
in the work [17] they used the technique of   X-ray Micro Computed Tomography (μCT). This method, 
however, is time consuming and quite expensive. For these reasons the results obtained with active 
thermography will then be compared with the optimal solution of the μCT. 

 

First of all, to facilitate the detection of inner defects, the material is usually coated with a thin 
layer of graphite, which increases the portion of energy absorbed (the emissivity increases). 

 

 
Figure 2.42 : Workpiece with and without the covering layer of graphite 

 

In this experiment the μCT revealed the presence of different defects with various complex shapes 
and dimensions. These results will then be simulated in the FEM model. 
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Figure 2.43 : FEM model to reproduce the presence of different defects (on the top) 

 

The importance of the coating is then investigated. In the next figure, indeed, we can easily observe 
how a too low emissivity or an inhomogeneous emissivity distribution can negatively affect the 
results. 

 

 
Figure 2.44 : Thermogram results with high emissivity, low emissivity and non-homogeneous emissivity 
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For the same reasons, the time after the heating pulse in which the recording take place strongly 
affects the possibility to highlight the defects. This evaluation was made both for the uncoated and 
for the coated sample. It is easy to observe how a too long exposure generates a background noise 
that makes it impossible to detect irregularities. Using post data processing, however, it is still 
possible to detect some defects. 

 

 
Figure 2.45 : Thermogram results with too short exposing time (30 ms) and too long exposing time (100 ms) 

 

 
Figure 2.46 : Thermogram results with three different exposing times (0 ms, 20 ms and 100 ms) using post data processing 

 

2.3 Welding methods 

 
In this chapter we will briefly summarize the main characteristics of the two welding methods 
used and the variation in results based on changing certain parameters. 

2.3.1 SMAW 
 

Shielded metal arc welding is a manual arc welding process that uses a consumable electrode. 
Thanks to an alternating or direct current coming from a power supply, an electric arc is generated 
between the electrode and the workpieces to be joined. Then both the base metal and the electrode 
form a weld pool that after cooling becomes a joint. In the meantime, the flux coating that covers 
the electrode disintegrates, releasing vapors that serve as a shielding gas to protect the welded area 
from contamination. The slag that forms around the weld bead needs to be removed due to the 
corrosive properties which could lower the weld quality. However, in SMAW the electrode is not 
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continuously fed hence it needs to be changed after a specific time. This leads to wastage of time 
and electrode as the electrode cannot be used after it is consumed up to a certain length [18]. 

 

 

Figure 2.47 : SMAW materials and method 

 

2.3.2 GMAW 
 

Gas metal arc welding is a continuous wire process in which the protection of the weld pool is 
provided by a covering gas, which flows from the torch. GMAW welding process has several 
disadvantages, the most important being sensitivity to wind and contaminants. In this case we can 
observe a faster cooling of weld zone because no slag is present at the top of the weld. The presence 
of slag in the SMAW process, in fact,  allows slower cooling of weld zone, giving to residual stresses 
the possibility to release the tension during this period [18]. 

 

 
Figure 2.48 : GMAW materials and method 
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2.3.3 Effects of changing welding parameters 
 

In general, for both methods, we can summarize the weld bead behavior depending on how          
voltage and current change 

• Too low voltage : decrease in width, incomplete groove filling 
• Too high voltage : too wide weld bead 
• Too low current : decrease in heat generated and deposition rate, incomplete groove filling 
• Too high current : excessive heat generation 
• Too high wire feed rate : increase of current and heat input, increase of HAZ 

 

 

 

 
Figure 2.49 : Effects of voltage and current 

 

Other factors that can influence the penetration profile are : 

• Stick orientation 
• Polarity 
• Shielding gas 
• Welding speed 

 

 
Figure 2.50 : Effects of stick orientation 
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With Direct current straight polarity welding (DCEP) the plates are positive and the electrode is 
negative. It is generally considered that two-thirds of the arc heat is generated at the electrode 
while only one-third of the heat is generated at the base plate. This method leads to a fast electrode 
melting and a high deposition rate but, on the other hand, it could cause lack of penetration. With 
Direct current reverse polarity there is a total inversion of the proportions of heat input distribution 
and, as a result, a deeper penetration with more heat generated at the base plate. 

 

The primary function of the shielding gas is to protect the weld pool from the atmosphere and to 
provide a medium which can allow the flow of electricity from an electrode to a workpiece. This 
phenomenon is strongly related to the thermal conductivity of the gas. Gases with low thermal 
conductivity, such as Argon, tend to have a deep and narrow profile while, on the other hand, gases 
like Helium with a high thermal conductivity, show a wide  evenly distributed area with low 
penetration [25]. 

 

 
Figure 2.51 : Effects of shielding gas 
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3 MATERIALS AND METHODS 
3.1 Materials 
In order to have sufficient data to analyze, we decided to carry out four welding samples: 

1. 5 mm SMAW Butt Joint 
2. 5 mm GMAW Butt Joint 
3. 3 mm GMAW Tee Joint 
4. 3 mm SMAW Tee Joint 

 

The material used for all tests is S275JR steel, whose characteristics are given below. 

 

 

 

Figure 3.1 : S275JR steel characteristics 
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Before proceeding with welding, we checked in which zone of the Graville Diagram our material is 
located, according to carbon content and carbon equivalent. 

 

CE = C + Mn/6+ (Cr + Mo + V)/6+(Ni + Cu)/15 = 0.21 + 1.5/6 + 0.4/15 = 0.49 

 

 

Figure 3.2 : Graville Weldability Diagram 

 

Fortunately the point falls in Zone II and this allows us to avoid a series of treatments that we 
would have been forced to do if the point had been in Zone III such as preheating and post weld 
heat treatment (PWHT) [19]. 

 

 

The welding machines used are: 

 

- TECNOWELD MIG 110, 35-100 A, 0.6-0.8 mm (2 kW absorbed at 60%) 
- AWELCO ARC 250 coupled with Oerlikon TENAX 35S basic coated low hydrogen electrodes 
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Figure 3.3 : From left to right: GMAW and SMAW welding machines, basic coated electrodes and their related properties 

To detect temperature variations we used a FLIR A40 Infrared Thermal Imaging Camera. This is a 
long wave camera, which is able to operate in three different ranges: 

- From -40 to 120 °C 
- From 0 to 500 °C 
- From 350 to 1500 °C 

In our experiments we will use the highest temperature range. 

 

 

Figure 3.4 : FLIR A40 thermal imaging camera with its own characteristics 



49 
 

 

Once the camera has been correctly positioned on a tripod, we can proceed with welding. All data 
collected were subsequently processed on FLIR ResearchIR software. 

 

 

Figure 3.5 : Positioning the tripod and taking measurements 
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3.2 Welded plates 
All welds were deliberately made by making mistakes, so that the presence of defects can be 
detected both visually or by thermographic analysis. Welds results are now presented front and 
back in the same order shown at the beginning of the chapter. 

 

 
Figure 3.6 : 5 mm SMAW Butt Joint front and back 

 

 
Figure 3.7 : 5 mm GMAW Butt Joint front and back 
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Figure 3.8 : 3 mm GMAW Tee Joint 

 

 

Having tried both types of welding and having understood how to handle voltage and amperage 
correctly, these last two tee joining experiments were performed more regularly and less 
discontinuously than in previous tests, leading to a lower presence of defects. We can therefore use 
these results as a reference of correctly executed welding. 
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Figure 3.9 : 3 mm SMAW Tee Joint 

 

In general, as  it can be easily seen from an initial visual inspection, the breaks and subsequent 
restarts that separate the various sections play an important role in the formation of defects, 
especially in the first electrode welding. In the 5 mm SMAW Butt joint experiment, in particular, 
there is a considerable presence of suction pore defects. 
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3.3 ResearchIR tuning 
However, not all defects are observable with a simple visual inspection but they require the use of 
a specific software to visualize anomalies in temperature distributions.  

First of all with ResearchIR we need to select the distance of the measurement between the Thermal 
Camera and the welding (1 m in our experiment). Then we can proceed selecting the emissivity. 
Once these parameters have been adjusted, we can place cursors and lines (ROI) on the map. 

The following figure shows the basic data the program displays. 

 

 

Figure 3.10 : Selecting emissivity and measuring distance 

 

Once the emissivity is properly tuned we can proceed with the evaluation of temperature 
distributions along profile and section of the weld bead. In particular we will compare the results of 
the correctly executed welding with those which included defects. 

3.4 Results 
In the following figures we can observe a difference in the temperature distribution where the 
electrode detaches from the workpiece. The irregular shape is due to the fact that the melt pool, 
which has a high reflection and low emissivity, is still visible at the time of detachment. 

 

                         
Figure 3.11 : Temperature distribution immediately after the electrode detachment and after a few seconds 
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5 mm SMAW Butt Joint – Profile 

 

 

                        

 

 

 

 

 

 

In this figure at top right we can observe the effect of a suction pore, probably due to excessive 
retention of the electrode in the same spot. This will cause a discontinuity both on the profile and 
section thermal distribution. 
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5 mm SMAW Butt Joint – Section 
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5 mm GMAW Butt Joint – Profile 

 

 

 

 

 

 

 

 

By adopting GMAW method, the temperature distribution shows a longer profile and a slightly 
narrower section. It also seems to have a little bit more irregular distribution, in particular around 
lower temperatures. 
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5 mm GMAW Butt Joint – Section 
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5 mm GMAW Butt Joint (2nd pass) – Profile 

 
 

 

 

 

 

 

 

From this figure it is quite evident the bad result obtained with this second pass, realized above the 
first pass after cooling. The profile is extremely irregular and this will lead to hot cracking on the 
weld bead (we will analyze this defect in the next chapter). 
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3 mm GMAW Butt joint - Profile 
 

 

 

 

 

 

 

 

 

In this case, the evolution of the temperature distribution of the weld bead profile is analyzed at 
four different time steps: from 0 to 15 seconds after electrode detachment. This figure shows how 
the position of the defect doesn’t change over time, thus allowing it to be easily identified. In 
addition it is possible to observe how after a few seconds, the irregularities at high temperatures of 
the blue curve, due to the oscillating movement of the welder disappear. 
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3 mm SMAW Tee Joint – Temporal Cursor 
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5 mm SMAW Butt Joint – Temporal Cursor 

 

 

 
 

 

 

 
 

 
We have to remember that the temporal evolution graphs need to be read with particular attention 
because the thermal imaging camera it is made to work in an optimal range between 350 and 1500 
°C. ResearchIR shows us temperatures up to 1700 °C but the results in this range could not be always 
accurate. In addition the heating transient seems to be very irregular: this phenomenon, however, 
it is due to the passage under the cursor of the electrode over the melting area which, being liquid, 
emits a little and reflects a lot, creating this background noise, in addition to having a temperature 
above that recommended by the thermal imaging camera. For all this reasons we will only consider 
valid the part related to the cooling transient below 1500 degrees. 
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3 mm GMAW Butt joint – Temporal Cursor 
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5 mm SMAW Butt Joint – Temporal Cursor 
 

 

 

 

 

 

 

 

 

In the last two figures we can observe, with the presence of a defect, an abrupt temperature drop. 
This phenomenon is more visible using the SMAW method but, in both cases, it is very clear the 
huge temperature gap between the curves with and without defects. 
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4 SIMULATION 
4.1 Laser thermal input simulation 
 

To introduce the problem in a more simplified way, we will show by means of the software Matlab 
and his complementary PDE Toolbox, the behavior of a staircase in response to a thermal input that 
simulates the effect of the laser. 

 

Figure 4.1 : Staircase geometry 

 

The staircase is made of steel which has the following properties: 

- Thermal conductivity  60.5  𝑊𝑊
𝑚𝑚∗𝐾𝐾

 
- Mass density  8000  kg/m3 
- Specific Heat  434   𝐽𝐽

𝑘𝑘𝑘𝑘∗𝐾𝐾
 

Boundaries conditions: 

- Convection coefficient 5   𝑊𝑊
𝑚𝑚2∗𝐾𝐾

 
- Ambient temperature  26 °C 

 

 

Let’s start by importing into matlab the geometry from a stl file of the staircase. 

 

model = createpde('thermal','transient'); 
 
gm=importGeometry(model,'SYS.stl'); 
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Figure 4.2 : Staircase stl file imported on MATLAB 

 

After having identified the face in which we want to simulate the heat source (F16), we can proceed 
generating an appropriate mesh. In this case a compromise has to be found between the accuracy 
of the result and the computational cost. For this reasons, after a few attempts, we chose to use the 
following values: 

- Hmax all over the model   0.01  m 
- Hface (only on face 16)   0.003 m 
- Growth rate  1.5 

 

mesh=generateMesh(model,'Hmax',0.01,'Hface',{[16],0.003},'Hgrad',1.5); 
 

Judging from the subsequent comparison with the experimental data, it would have been better to 
have a denser mesh on the upper surface. However, this would have resulted in excessively long 
calculation times. Therefore, it was planned to thicken the mesh exclusively along a hypothetical 
line of laser action (a sort of midline), but, unfortunately, Matlab only allows the application of a 
specific mesh with reference to well-defined geometric elements of the model such as faces, edges 
or vertices. 
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Figure 4.3 : Mesh definition 

 

 

Thanks to the function FindNodes we were able to isolate the projection of the surface of the 
seventh step on face 16. This will allow to analyze the thermal transients on this part of the 
surface later.  

 
Ef7step=findNodes(mesh,'box',[0.152 0.178],[0 0.06],[-0.001 0]); 
 

 

 

 

Figure 4.4 : Identifying the seventh step 

 

 

 



67 
 

We chose to simulate a laser heat source with a radius of 3 mm and a total power of 12.5 W. 

global  r  
r=0.003; % [m] 
global    qtot 
qtot=12.5;  % [W] 
 

We can now evaluate the specific power output on the surface. 

p=qtot/(pi*((2*r)^2)/4);  % [W/m2] 
p  ≅  0.44 W/mm2 

The thermal transient consists of 3 seconds of heating with the laser switched on, followed by 7 
seconds of cooling with the laser switched off. On the following figures it is possible to observe 
both the results after 3 and 10 seconds from the lighting of the laser source. 

 

 

 

 

 

Figure 4.5 : Thermal response after 3 seconds of heating 
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Figure 4.6 : Thermal response after 3 seconds of heating and 7 seconds of cooling 

 

 

Figure 4.7 : Detail of gaussian input equation thermal response 

 

As you can observe from this detail, the function in input is a gaussian equation: 

q    =      𝐶𝐶2 𝑒𝑒
−[(𝑥𝑥−𝑥𝑥0)2+(𝑦𝑦−𝑦𝑦0)2+(𝑧𝑧−𝑧𝑧0)2]

𝐶𝐶1
2  

 
Where: 

- q = heat flux on the desired surface 
- C1 = radius of the beam  [m] 
- C2 = Source Power Intensity  [W/m2] 
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At this point we decided to evaluate the maximum and the mean value of the temperature on the 
surface of the seventh step over time. Then, a few simulations were carried out, modifying some 
of the model parameters to see which of them had the greatest influence on the results. 

 

 

 
Figure 4.8 : Max temperature and mean temperature evolution of the seventh step 

 

Figure 4.9 : Max temperature evolution of each single step 

 

In this last figure we can observe an overview of the max temperature evolution in each step, where 
the thinnest steps reach higher temperatures. These results were also compared with those of the 
Ansys software, which confirmed the validity of the model. With the use of commercial finite 
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element simulators, particular attention must be paid both to the choice of the appropriate tool for 
the problem to be analyzed and to the way in which the equations are processed. In contrast to 
solving by means of self-built algorithms, e.g. with the help of MATLAB, we don’t know the 
simplifications or assumptions made behind the automatic interface. In the search for solutions, 
commercial solvers will always try to provide an output even if this has nothing to do with the actual 
physical behavior. 

 

 

 

 

However, proceeding with the welding simulation on Matlab would have been extremely complex 
from the point of view of programming. For this reason we started investigating which software was 
best suited to our needs. 

Therefore the choice now depends on whether we prefer a generic non-linear thermo-structural 
analysis software or a specific welding software. Although the latter may provide a simpler 
programming interface, it often has to cope with a less extensive management of variables, not 
allowing in some cases an efficient and precise parameterization of the welding process. For this 
reason, we decided to use the MSC Marc Mentat software. We will explain all the process in detail 
in the chapter dedicated to simulation. 

 

 

 

 
Figure 4.10 : MSC Marc Mentat  
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4.2 MSC Marc Mentat simulation 
 

4.2.1 3D Modeling 
As we have already explained in the previous chapters, the process of simulation starts with the 
creation of a 3D model on Solidworks which is composed of three parts: two symmetrical plates 
500x125x3 mm and the weld filler of the size shown in the following pictures. 

 

 
 

 

 
 

 
Figure 4.11 : Building of 3D Model on Solidworks 
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Figure 4.12 : V-shape Weld filler geometry 

 

4.2.2 Meshing  
 

Once the assembly, composed of two symmetrical plates as base material and the weld filler, is 
ready, we can start with meshing. As usual it is necessary to find a balance between the accuracy 
and the run time.  

 

 
Figure 4.13 : Mesh definition 

 

This model has a mesh which becomes finer and finer as it approaches the weld bead and it is 
composed of 39316 nodes and 123620 elements. 
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4.2.3 Material definition 
For this simulation we used a DB.20MnCr5 as a multi-phase material, which takes into account all 
the structural and thermal properties of different phases of steel: austenite, ferrite, pearlite, bainite, 
martensite. This system is based both on TTT and CCT phase transformation types. All tables and 
material values were taken from the annexes directly on MSC Marc Mentat. 

 

 
Figure 4.14 : Material definition 

 

 

The tables illustrate the changes in all thermal and structural properties as temperature changes. 
As an example, we show the trend of the Young’s modulus of austenite. 
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Figure 4.15 : Young modulus of austenite depending on temperature  

 

 

4.2.4 Contact bodies 
In the next step we defined contact bodies and interactions. We assumed that all three bodies are 
deformable while the interactions can be of two types: glued or touching. Usually the user must 
specify where and how contact occurs because this significantly influences computational time. 

 

As reported in [20] contact is a boundary nonlinearity, wherein one body cannot penetrate 
another. The objectives of this analysis are summarized as follows: 

- Define if two bodies are in contact 
- Define where the region of contact is 
- Compute the contact forces or pressure at the interface 
- Define if there is relative motion between the parts after contact 

After having decided which bodies will potentially come into contact, the algorithm detects the 
penetration and, to correct this irregularity, applies forces at the violated nodes. The main features 
of glued and touching contact are showed in the next figure. 
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We assumed  deformable-deformable contact between our bodies: it means the they all have a 
similar stiffness and they all can deform. 

 

 
Figure 4.16 : Contact body definition 
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In the contact table it is possible to observe that there is a touching contact between the two plates 
(particularly important in the case of Y shape filler) and a glued contact for the interactions with the 
weld filler. 

 

 
Figure 4.17 : Contact table properties 

 

4.2.5 Weld path an weld filler 
At his point it is necessary to define welding characteristics: weld path and weld filler. The first one 
is easily defined thanks to a Cartesian coordinate system centered on the middle of the weld beam. 

 

 
Figure 4.18 : Weld path definition 
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Figure 4.19 : Weld path orientation definition 

 

To define the weld filler we only need to select the elements previously chosen in the geometry 
section as filler. In addition, for a simplified simulation of the heat source, a melting point 
temperature can be selected. In this way the simulation acts as if the filler material is inserted 
directly at the chosen temperature.  

However, this choice would not allow us to manage the various welding parameters in the best 
possible way, which is why we chose to continue using volume weld flux as a boundary condition. 

 

 
Figure 4.20 : Weld filler properties 
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4.2.6 Boundary conditions 
In Volume Weld Flux boundary condition we need to specify the weld pool shape (Goldak model) 
and dimensions, velocity, power and efficiency. In this case, since the power was around 1700 W, 
we distributed 700 W (40%)  on the filler side and the remaining 1000 W (60%) on the base material. 

 

The other boundary conditions used are Structural Fixed Displacement and Thermal Face Film. The 
first one, which is visible from the previous images, simulates workpiece clamping during the 
welding process, whereas the second takes into account the convective and radiative heat exchange 
properties of surfaces with the external environment. 

 

 
Figure 4.21 : Boundary condition properties – Volume weld flux 



79 
 

 
Figure 4.22 : Boundary condition properties – Face film 

 

As reported by the ISO/TR 17671 regulation [21] the heat input value Q can be calculated as 
follows: 

 

Where v is the welding speed [mm/s], I is the arc welding current, U is the arc voltage and k is the 
thermal efficiency factor, chosen according to the type of process (Figure 4.23). 

In our experiment we used: 

• U = 18 V 
• I = 95 A 
• v = 2 mm/s 

With these values the heat input Q = 0.684 kJ/mm. 
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Figure 4.23 : Efficiency of welding processes according to ISO regulation 

Once the model is totally defined, we can proceed with choosing the total load case time and the 
stepping procedure. Since the welding speed is 2 mm/s and the workpiece is 500 mm long, we used 
a total time of 300s, to observe both the heating and the cooling transition. Then we decided to use 
a constant time stepping of 0.1s (3000 steps). 

 

 
Figure 4.24 : Loadcase definition 
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Finally on the job results panel, we can select the outputs for the current job. In particular we are 
interested in temperature distribution, equivalent Von Mises stress and phase volume fractions. 

 

 
Figure 4.25 : Selecting requested outputs 

 

4.2.7 Results 
After running the simulation, we can now display the results. 

 

 
Figure 4.26 : Temperature distribution 
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As we can see from this figure, we also chose to use a local adaptivity criteria, which refines the 
mesh around the weld bead when the heat source moves. 

The dimensions of the thermal imprint left on the workpieces give us an idea whether the 
parameters chosen for the Goldak model are correct, comparing them with the experimental ones. 
Considering the diameter of 2.5 mm of the electrodes and reconstructing the shape and dimensions 
of the thermal footprint from this unit of reference, we obtained that the measure of the section of 
the weld bead with temperatures above 300 degrees was around 33 mm, which is very close to the 
measurement of 35 obtained with the simulation. This means, in conclusion, that the Goldak model 
parametrization was quite accurate. To have another reference value, we considered a proportion 
of the dimensions on the total length of the 500 mm weld bead. 

 

 

Figure 4.27 : Electrode measurements to convert pixels into length 

 

 
Figure 4.28 : Fraction of martensite 

 

In the next figures we will show the main results from the simulation. Both the Equivalent Von Mises 
stress and displacement were evaluated at three different sections, with gradually increasing 
distance from the initial point (50 mm, 200 mm and 330 mm). They show how the maximum values 
of residual stress decrease along the length of the weld bead whereas the maximum values of 
displacement increase, narrowing the width of the section. 
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Figure 4.29 : Equivalent Von Mises Stress 

                                                       

 

 
Figure 4.30 : Equivalent Von Mises Stress graph on maximum temperature section 
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Figure 4.31 : Displacement 

 

 

 
Figure 4.32 : Displacement on a weld filler section 
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4.2.8 Model validation 
At this point, to assess whether the simulation is accurate in every aspect, we can compare the 
graphs of temperature evolution in time and space (along the profile or at sections) with the 
experimental results. Our simulation, in particular, showed a more accurate reproduction of the 
GMAW process. 

 

First of all we have to say that there is a great difference between the maximum temperature 
reached in the simulation and in the experiment. This is due to the limits of the thermal camera, 
which is able to operate in a range of temperatures between 300 and 1500 degrees. Even if it shows 
temperatures up to 1700 degrees, this section can’t be taken into consideration because the 
accuracy in this region may not be reliable. In conclusion we will mainly focus our attention on the 
cooling transient rather than the heating transient. 

 

 

 
Figure 4.33 : Temporal evolution comparison between numerical and experimental results for 5 mm SMAW Butt welding 

 

In this first figure, after the fast heating transients which share more or less the same gradient, we 
can see how the experimental saturation correctly covers the gap of the simulation. This means that 
that the simulation adequately reproduces the thermal phenomenon of the welding process. The 
slight separation between the two curves could also be due to the saturation of the experimental 
values at 1700 degrees. 
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Figure 4.34 : Profile temperature distribution comparison for 5 mm GMAW welding 

 

 
Figure 4.35 : Defect detection over time for 3 mm GMAW welding 
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Moving to the temperature distribution along the profile, we can observe a saturation at 1700 
degrees which covers the gap of the simulation that reaches 2350 degrees. Then the temperature 
slowly decreases following perfectly the path of the simulation even though the experimental curve 
is a bit less regular. This kind of behavior could be related to the welder which moves the torch by 
swinging it in a direction perpendicular to that of the weld bead, unlike the simulation which moves 
in a straight line. If we wait a few seconds this irregularities disappear (Figure 4.35), whereas the 
presence of defects remains and they don’t change their position in time. 

 

 
Figure 4.36 : Section temperature distribution comparison for 5 mm GMAW welding 

 

 

 

The temperature distribution along the section instead, shows an experimental curve slightly tighter 
than the simulation one. However this phenomenon can be related to the minimum temperature 
of 300 degrees detected by the thermal camera, which abruptly lowers the gradient around those 
temperatures. 
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5 METALLOGRAPHY 
5.1 Experimental procedure 
In order to metallographically characterize the specimens used, we decided to select two welds for 
microscopic analysis : 

- 5 mm SMAW butt joint 
- 5 mm GMAW butt joint 

 

First of all we need to cut the plates with a liquid cooled metallographic miter saw. 

 

 

Figure 5.1 : Liquid cooled metallographic miter saw 

 

The next steps are grinding and polishing: this process is carried out by gradually replacing finer 
abrasive papers. 

 

 

Figure 5.2 : Metallographic grinder/polisher 
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Once the piece is perfectly polished we need to proceed with the etching process: in both cases we 
used NITAL, which is a solution of nitric acid and alcohol (usually methanol or ethanol).  

Now the pieces are ready to be observed under the microscope. We used two different 
microscopes, one more suitable for macrographs, the other for micrographs. 

 

 

Figure 5.3 : Cut plates of SMAW and GMAW welding 

In general the formation of martensite is unwanted, due to its hardness value which could bring to 
cold cracking. Whereas the formation of bainite is acceptable as it is less hard than martensite and 
delivers strength to the weld. [19] 

At this point we can compare the experimental macrographs with the distribution of different 
phases in the simulation. In particular we will focus on the heat affected zone (HAZ), represented 
by the area between the weld and the unaffected base material. The size of the HAZ is mainly 
influenced by the level of thermal conductivity, density and specific heat. The next figure shows us 
what we expect from a metallographic analysis. In particular we distinguish four main different 
zones: weld metal zone (WM), coarse grain heat affected zone (CGHAZ), fine grain heat affected 
zone (FGHAZ) and base metal (BM). [22] 

 

 

Figure 5.4 : Distribution of microstructures on the HAZ 
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5.2 Macrographic analysis 
 

As shown in Figure 5.4, in this metallographic analysis we were able to distinguish between fused 
zone of the weld bead, HAZ and base material, thanks to the different colors, shapes and shading of 
the cut section. 

 

 

 

Figure 5.5 : Experimental SMAW weld profile and zoom on the weld bead: red line for the fused zone, yellow line for the HAZ 

 

 

 

 

Figure 5.6 : Experimental GMAW weld profile and zoom on the weld bead: yellow line for the fused zone, red line for the HAZ 
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As already mentioned in chapter 3, the execution of a second welding pass resulted in the formation 
of a large crack, observable even by a simple visual inspection on the workpiece. 

We can now proceed with the measurements of the dimensions of the various zones to compare 
them with the simulation results and to further validate the effectiveness of the numerical model. 

 

 

Figure 5.7 : Measurement of the fused zone and HAZ of SMAW section of the workpiece 

 

 

 

Figure 5.8 : Measurement of the fused zone and HAZ of GMAW section of the workpiece 
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From the simulation analysis we detected the presence of microstructures assessed as a percentage 
along a section of the workpieces. All the data were picked up on the same section, except for the 
austenite data, which were taken at the end of the weld, an area that still has high temperature 
values due to the short time elapsed from the electrode detachment. 

In order to verify the effect of the heat source along the depth, we checked the presence of ferrite 
both along the upper and lower surface. The results showed a remarkable regularity of the 
microstructures along the depth, probably due to the thin thickness of the plates (3 mm). 

 

 

Figure 5.9 : Distribution of ferrite on the upper and lower surface sections 

 

 

Figure 5.10 : Distribution of austenite on the highest temperature section 
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Figure 5.11 : Distribution of bainite, martensite and pearlite along a section of the weld bead 

 

Following the passage of the heat source and the subsequent cooling transient, the distribution of 
microstructures on the weld bead is roughly as follows : 56% bainite, 41% martensite and 3% 
pearlite.  

Considering the beginning of the HAZ as the zone where the percentage of ferrite starts to 
decrease, the previous graphs show values around 24 mm, which is quite consistent with the 
experimental value of 22.7 mm found in the case of GMAW welding. 

 

5.3 Micrographic analysis 
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Figure 5.12 : Base material, HAZ and weld bead microstructures on SMAW workpiece 

 

     

 

Figure 5.13 : Base material, HAZ and weld bead microstructures on GMAW workpiece 

The structure of the base material is predominantly ferritic for both specimens. Moving towards 
the heat affected zone, it is observable a more abrupt transition towards lamellar structures such 
as bainite or martensite in the case of the SMAW weld. This phenomenon agrees with J. Hu, L. X. 
Du, J. J. Wang research [13], as the power supplied to the SMAW specimen is slightly higher than 
that supplied to the GMAW specimen. 

 

5.4 Microstructure analysis from simulation 
 

Since we have considered a multi-phase material in the simulation, the output allows us to observe 
the state of the microstructures after cooling. In particular we analyzed percentage quantities and 
dimensions  of austenite, pearlite, ferrite, bainite and martensite. The simulation here analyzed was 
stopped at ¾ of the total length (500 mm).  
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                                                                              Figure 5.14 : Austenite distribution 

 

As it is easily predictable the area where the electrode is currently melting, it is almost entirely 
composed of austenite due to the high temperatures. The austenite covers an area approximately 
51 mm long and 16 mm wide (we considered the areas where the microstructure is present with 
more than 50 per cent). 

 

 

                                                                                  Figure 5.15 : Pearlite distribution 
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As we can observe from the last figure, the pearlite is present in relatively small percentages 
(between 2% and 3%) around the weld bead. This fact is probably due to the chemical composition 
of the base material with low carbon and to the uncontrolled cooling, which promotes the formation 
of bainite or martensite rather than perlite. While the width of the pearlite footprint is 15 mm wide, 
the length develops evenly along the entire weld bead, except for the initial part, because it has 
more exposed surfaces and for this reason it cools down faster, promoting the formation of other 
microstructures. 

 

 

Figure 5.16 : Ferrite distribution 

 

Being the base material, ferrite constitutes almost the entirety of the workpieces except for the 
weld bead and adjacent areas. 
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                                                                  Figure 5.17 : Bainite distribution 

 

                                                                           Figure 5.18 : Martensite distribution 

 

The last two remaining microstructures, bainite and martensite, are complementary. The weld bead 
in particular is mainly composed of bainite (around 60%) which makes the joint more resistant and 
martensite (around 35%). The maximum concentration of bainite is the initial part, where the 
cooling process is faster. 

As mentioned before, we used two different methods to choose the most appropriate Goldak 
parameters. In particular we carried out a few tests until the HAZ width of the simulation matched 
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with the experimental results and, in addition, until the profile and section temperature distribution 
started overlapping. In these simulations GMAW required a narrower and longer shape whereas 
SMAW required a slightly wider and shorter shape. 

To define the HAZ + fused zone dimension from the simulation we measured the width of a section 
where the original ferrite of the base material starts changing its microstructure. In this case the 
simulation shows a HAZ width of 23 mm. 

 

 

 

Figure 5.19 : Percentage of ferrite on a section 
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5.5 Vickers Hardness test 
 

To detect the hardness of the material after the welding process, we decided to use the Vickers test 
procedure, which is an optical method based on size of indentation left by the indenter. The smaller 
the indent left by the indenter at a specific test force (15 seconds at 1 kgf in our experiment) in the 
surface, the harder the tested material. 

 

 

Figure 5.20 : Vickers hardness testing procedure  

 

 

After taking several measurements, we can finally report the results of the Vickers hardness test 
on a graph both for the 5 mm SMAW and 5 mm GMAW workpieces. 
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Figure 5.21 : Vickers hardness test on SMAW workpiece 

 

 

Figure 5.22 : Vickers hardness test on GMAW workpiece 

 

 

This analysis could give us further information to identify the size of the HAZ, considering the values 
which deviate from the approximately constant hardness of the base material. 

The analysis carried out on the GMAW test specimen in particular shows a section between 20 and 
25 mm where the hardness data deviates from the plateau of the base material (around 120 HV for 
both specimens), in accordance with numerical simulation results. 
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6 FUTURE DEVELOPMENTS 
 

Until now, the case we discussed about referred to the welding of relatively thin plates which 
required a single pass. However when the pieces to be welded are quite thick, it becomes necessary 
to weld in several passes. In the following example we tried to simulate the welding of two plates 
(39 mm thickness) with 38 passes. As usual the 3D model is first created on SolidWorks, then meshed 
and finally imported on Marc Mentat. 

 

 

 

                                         

 

 

Figure 6.1 : 38-passes 3D model building on Solidworks  
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Figure 6.2 : Mesh definition 

                     

 

 

 

Figure 6.3 : Mesh detail of the weld fillers 
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This time the mesh is composed of 572830 elements and 1018058 nodes for a total of 1590888. 
Such a high number of elements makes it almost impossible to process the data on a normal PC and 
for this reason the use of high performance computing (HPC) is indispensable. 

The main difference with the single pass model is in the loadcases and jobs: this time it was 
necessary to define two loadcases for each pass, the first for heating and the second for cooling. 

For the heating loadcase a constant time stepping procedure has been used. In particular the total 
loadcase time was calculated dividing the total length of the weld by the welding speed while the 
value of the constant time step was decided choosing a sufficient number of steps to perform 
calculations twice within the same element along the weld. 

 

 

Figure 6.4 : Stepping procedure definition 

 

Whereas for the cooling loadcase an adaptive multi-criteria stepping procedure has been used. In 
this case a very long cooling time has been set with a termination criteria that activates when the 
maximum percentage of contact body are below a temperature threshold (usually around 130). 
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7 CONCLUSIONS 
 

The new active thermography technique introduced in this work showed us satisfactory results in 
detecting the presence of defects. In fact, comparing correctly executed welding sections with 
sections in which errors were induced deliberately, anomalies in temperature distributions were 
quite evident both in space and time. 

In addition, the possibility of executing the thermal analysis simultaneously with the welding process 
itself could make it possible to considerably reduce the time and costs spent on the inspection of 
welded parts. For this reason the construction of an accurate simulation model would further 
contribute to resource savings, allowing us to know in advance structural and thermal properties 
and the state of microstructures. For the latter in particular, the experimental metallographic 
analysis was fundamental to evaluate the size of the weld bead and of the heat affected zone. 

MSC Marc Mentat software proved to be very adequate for our purposes, offering us several results 
in output such as Von Mises Stress, displacement, microstructures, contact status, heat flux, etc. 
The main problem of this model, however, is related to the computational cost which increases 
significantly as the mesh refines. In fact to obtain satisfactory results, we had to change Goldak 
parameters several times and wait a few hours until at least half the length of the parts to be welded 
had been simulated. For this reason, as we have already said in the previous chapter, using a HPC 
system could be indispensable, especially for longer or multi-pass welds. 

This work is a first approach to the simulation of two arc welding processes and it could be used as 
a starting point for a more detailed experimental analysis, including tensile and fatigue testing or 
deformation evaluation. In particular while evaluating the thermal transient, it would have been 
useful to measure the temperature evolution for a longer period in order to analyze the cooling 
process up to room temperature. Furthermore, to reduce the number of simulations performed, a 
statistical campaign on several experimental trials could be carried out on the basis of methods 
introduced in the state of the art chapter. Another aspect that could be further investigated is the 
emissivity: in our experiments we referred to standard values taken from the literature, as these 
materials are widely used in industry. However, as described on chapter 2.2.3, a poor emissivity 
calibration could lead to incorrect temperature results. 

In conclusion, after comparing the experimental results with the simulated ones, we can say that 
the numerical model, with the right combination of Goldak parameters adopted, is able to 
accurately simulate the two arc welding processes analyzed in this work; in addition, from a purely 
experimental point of view, this new online thermography technique showed considerable potential 
in defect detection without using additional heat sources as in the traditional active thermography 
process. 
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