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Chapter 1

Introduction

1.1 Requirements in nowadays circuit applications
The requirements for the circuits and systems that are embedded within a System-
On-Chip (SoC) have become more demanding with time. The following subsections
focus in two particular applications that serve as an example of the challenges that
these applications have to face. In this case, the focus is on biomedical engineering
applications (specifically body dust) and the Internet of Things (IoT).

1.1.1 Biomedical engineering applications
Inside the field of biomedical sciences, there is a specific branch that focuses on
developing microscopic devices that are able to measure and monitor variables in
their environment; these devices are commonly known as Smart Dust. The term
Smart Dust was first used in 1999 [3], and since then, several developments and
products have been created to cover a wide range of applications. The applications
range from measurement of weather conditions such as moisture and temperature
[4] to their usage inside the human body as biosensors [5, 6].

Focusing on the biosensors field, literature has highlighted that, besides the re-
quirement for microscopic sensors using microelectromechanical systems (MEMS),
it is necessary to limit the area of the CMOS chips and their power consumption
drastically [7]. The motivation behind the minimum area requirement is straight-
forward, considering that the expectation from a Smart Dust element is to minimize
the possible discomfort that could create in the host; therefore, its dimensions must
be maintained very low.

Fortunately, the development of smaller technology nodes is moving in the same
direction as the low area requirement, allowing chips to have areas well below 1 mm2.
Some examples of this miniaturization are analog-to-digital converters (ADC) with
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1 – Introduction

areas around 0.05 mm2 [8, 9], memory cells that occupy only 0.08 mm2 [10] and
amplifiers with an area of only 0.02 mm2 [11]. These examples show that it is pos-
sible to have circuits with such low areas by dropping some of their performance in
terms of number of bits (for the ADC) and memory size (for the SRAM).

Nevertheless, the constraint is not only on the area but also on the power con-
sumption minimization. Considering that these elements are expected to be within
the human body, it is recommended to avoid adding elements such as batteries that
could represent a mechanical and chemical risk. Then, the batteries are usually re-
placed by energy harvesters which could be using some energy from mechanical
vibrations (either from piezoelectric materials or MEMS) [12]. Thus, this shows
how relevant it is for the system to minimize its power consumption because the
power budget is minimal and intricate to harvest.

In conclusion, this particular example shows how power and area are critical in
the present and the future of microelectronics applications.

1.1.2 IoT applications
Another application where the power and area are crucial for the success of the tech-
nology corresponds to IoT. Coincidentally, the first appearance of the term "Internet
of Things" corresponds also to 1999 [13]. Then, with the new century, new technical
advances arrived, making it possible to have many nodes connected through the
cloud. This possibility also increased the research towards such promising technol-
ogy, and such research allowed to identify which are the main requirements (and
also bottlenecks) of IoT nodes [14]:

• User constraints: Cost, security

• Capabilities: Wireless, sensing, and processing

• Interaction: Battery lifetime, always connected

• Physical constraints: Form factor (size), access to power

This classification of the requirements allows recognizing that both the area and
power are a priority for improving the current IoT nodes that can be found on the
market. Notice that, in this case, the classification refers to the battery lifetime
of a node, considering that the reduction of the power consumption is crucial for
having nodes whose batteries do not need to be often replaced. However, the con-
strained power budget applies not only to the battery-powered elements but also
to the energy-scavenging nodes, where the power is also limited. Consider also
that both the static and the dynamic power consumption of the IoT nodes have to
be minimized. Given that many circuits nowadays contain a power-saving mode,
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1.2 – From analog towards mixed-signal circuits

static power consumption will play a determinant role in the battery life for such
circuits.

The list of the most relevant IoT requirements performed by Alioto [14] also
highlights the physical shape of the IoT node as a relevant aspect. The reason
behind the relevance of the physical shape lies in the fact that, in some cases, the
nodes have to be located in environments that are sensitive to the presence of an
external agent. Hence, the volume that occupies the node becomes relevant and
such constraint pushes towards even smaller devices.

Therefore, a new example of an application where an SoC’s area and power
consumption are crucial has been discussed. This example justifies again the mo-
tivation behind the development of circuits and systems that are smaller and that
consume less power.

In conclusion, the previous examples have shown that the market is always re-
quiring devices that are faster and smaller while also keeping (or even increasing)
the battery lifetime.

1.2 From analog towards mixed-signal circuits
Now that the reasons for prioritizing the area and power in the circuits have been
discussed, it is relevant to analyse how it is possible to accomplish such improve-
ments. As highlighted in section 1.1, semiconductor devices will continue shrinking.
Last year’s version of the International Roadmap for Devices and Systems (IRDS)
supports this statement, where it is predicted that this trend will continue at least
for one decade more [15]. At first sight, it might be considered that this automati-
cally covers the lower area requirement discussed in the previous section. However,
when the design involves analog components, the assumption of shrinking due to
smaller technologies is not straightforward and cannot be taken for granted.

The impact of the shrinking on the performance of analog circuits has a mixed
outcome since it brings both advantages and disadvantages. From the side of the
advantages, the smaller channel length improves the speed of the devices. Thus the
intrinsic transit frequency (fT ) increases. On the other hand, the transistors’ intrin-
sic gain decreases, deeply affecting some specific circuits whose operating principle
is based on a high gain amplifier. To give some idea of what is gained versus what
is lost, when moving from the 0.5 µm technology node towards the 22 nm node, fT

increases by a factor of 25 (16 GHz to 400 GHz) whereas the intrinsic gain drops by
30x (from 180 to 6 V/V) [16].
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1 – Introduction

Also, the miniaturization of the devices is closely related to the scaling of the
supply voltages of the circuits. Using the same transition as before, from 0.5 µm
to 22 nm channel length, the voltage supply went from 5 V to 1 V [16]. This means
that there is a reduction of the available voltage swing used for representing analog
signals. Besides, there is a critical degradation of the signal-to-noise ratio of the
analog signals since the voltage ranges that are available for carrying information
have shrunk.

In order to overcome these issues, analog designers have to rely on bold tech-
niques that allow having circuits that may operate under extremely low voltage
supplies [17] and also using very small technology nodes, e.g. 14 nm [18]. Neverthe-
less, such techniques are becoming more scarce as technology moves towards even
smaller devices.

On the other hand, in parallel to the usual approach of redesigning the analog
circuits as a new technology node arrives, there is another way to solve the scaling
problem: by using more digital circuits for functions usually performed by analog
circuits [19, 20]. This trend has been well adopted, and it is possible to find several
examples of such circuits, for instance, synthesizable digital to analog converters
(DACs) [21, 22] and analog to digital converters (ADCs) [23, 24] as well as voltage
regulators that are composed by digital elements [25, 26]. The same concept can
be extrapolated to the system level, and nowadays, it is already possible to find
radio-frequency (RF) front-ends that allow having a mostly-digital system [27, 28].

The usage of digital circuits for solving analog problems presents a new advan-
tage related to the fact that the design flow of digital circuits is well automated.
Even if some efforts have been concentrated on creating an automatic layout gener-
ator for analog circuits [29, 30, 31], the large number of degrees of freedom involved
in the creation of an analog layout presents an obstacle to the automation of such
practice. In addition, the automated design flow for digital circuits has been on the
market for decades, which means that it could also take many years for an analog
layout generator tool to arrive at a level of performance that is comparable to the
level of the current digital design flow tools.

Figure 1.1 shows a parallel between the steps that are involved in the flow of the
design of digital circuits (on the left) and the steps for designing analog circuits (on
the right). Even though the analog flow appears to be shorter, it has a bottleneck
related to the physical implementation since circuit designers must perform this
process manually. In contrast, when referring to the physical implementation of
a digital circuit, there is the possibility of relying on an algorithm that performs
the placement and routing of the circuit. This advantage drastically decreases the
time required before having a physical circuit version, which may require several
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Specifications

Circuit design (HDL)

Simulation
(Behavioral)

Logic synthesis

Simulation  
(Post-synthesis)
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Verification
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Circuit design
(Schematic)

Simulation

Physical
implementation

(Layout)
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Simulation
(Post-layout)

Physical verification
(DRC - LVS)

Figure 1.1. Digital (left) and analog (right) design flow. Adapted from [1]

iterations as depicted in Figure 1.1.

Furthermore, digital circuits do not usually have the problem of portability to-
wards new technology nodes. Easy portability is another advantage that drastically
reduces the time required for a product to be launched using a new technology node.
Since the HDL design adapts much better to the changes in the transistors than
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the analog circuit schematic, it is more convenient to have a design contained in an
HDL format that can be synthesized to different technology nodes.

In conclusion, moving from the analog towards the digital (or mixed-signal)
domain poses as the solution for overcoming the bottlenecks that the analog circuit
design is experiencing.

1.3 Voltage references in a SoC
Both analog and digital circuits require voltage references in order to work correctly.
Several circuit examples mentioned in the previous sections correspond to circuits
that use a voltage reference as one of the fundamental components. Both ADCs
and DACs use voltage references to compare and then convert signals between the
digital and the analog domain; also, operational amplifiers and voltage regulators
rely on voltages (and also currents) that are relatively constant.

The expectation from a voltage reference is that it provides an exact voltage that
does not vary (in theory) with respect to process variations, supply voltage, and
temperature (PVT). This means that the variation with respect to these variables
should be bounded within a specific range. Voltage references have to be distin-
guished from the voltage regulators from the characteristic that the regulators are
expected to provide a much larger current than the voltage references. Then, the
specification for the variation of a voltage regulator is not as strict as it is for a
voltage reference. As a matter of fact, a voltage regulator usually contains a volt-
age reference embedded since the regulators require a voltage that is constant to
be used as a physical standard for the creation of the regulated voltage.

For the applications mentioned in sections 1.1.1 and 1.1.2 it is possible to notice
that circuits such as ADCs, DACs, operational amplifiers, and voltage regulators
are usually part of those types of systems. This plurality of applications demon-
strates that voltage references are a fundamental part of the systems being designed
for both IoT and biomedical applications. Moreover, the consequence is that the
voltage references must then be compliant with the constraints regarding ultra-low
power consumption and a very small circuit area.

This document discusses the design of a voltage reference circuit based on the
concept of the virtual voltage reference. chapter 2 discusses the operating principle
of a voltage reference, the usual analog implementation, and the figures of merit
used for comparing different designs of voltage references. Also, this chapter intro-
duces the concept of the virtual voltage reference and the algorithm involved in the
realization of this type of voltage reference. Then, chapter 3 shows what is new
in this implementation of the virtual voltage reference. This chapter also discusses
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1.3 – Voltage references in a SoC

the main challenges involved in the design of a virtual voltage reference and how
such challenges have been tackled. The following chapter (chapter 4) contains the
details regarding the design of this particular voltage reference, along with the as-
sumptions performed and the final physical implementation of the circuit, i.e., the
layout view. Finally, chapter 5 represents the results obtained using this voltage
reference and compares them with respect to the state of the art.
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Chapter 2

Voltage reference circuits

After discussing the relevance of voltage references in section 1.3, this chapter shows
how it is possible to design voltage references. Also, the characteristics that are used
for measuring the performance of the voltage references are enumerated here. These
characteristics allow performing some comparison between different solutions, and
such solutions will be discussed in the section that describes the state of the art
of low power voltage references. Finally, the concept of virtual voltage reference is
also presented as an alternative that could be used to have a mixed-signal solution
for a voltage reference.

2.1 Figures of merit for comparing voltage refer-
ences

Several parameters are measured to assess the behaviour and performance of this
type of circuit based on what is expected from a voltage reference. Considering
that the main requirement of a voltage reference is to provide a voltage that does
not depend on factors such as voltage and temperature, the two main parameters
are the line regulation and the temperature coefficient. Furthermore, the impact
of dynamic variations of the supply voltage on the voltage reference is measured
through the power supply rejection ratio (PSRR). Finally, considering that, nowa-
days, the reduction of power consumption is a priority, the quiescent current of the
circuit is another figure of merit that allows comparing different designs in terms
of power.

Another relevant figure of merit to be compared in the different designs is the
area, but this parameter does not need to be extended in this section. In addition,
although the robustness with respect to process and also the time drift of a voltage
reference are both relevant, they are more challenging to measure and compare.
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2 – Voltage reference circuits

Therefore, they will not be considered reference parameters in this analysis of volt-
age references.

Figure 2.1 summarizes the main parameters used for assessing the performance
of a voltage reference. Two parameters are related to the supply voltage (VDD):
the line regulation and the PSR. The quiescent current (IQ) is also represented in
the figure as the current sourced from the supply and does not flow through the
load. Finally, the temperature coefficient of the voltage reference is also shown as
the parameter that characterizes the variation of VREF for different temperatures.

Voltage
Reference

Circuit

VDD

VREF

L 
O 
A 
D ILIQ

Line regulation

PSRR Temperature
coefficient

Figure 2.1. Voltage reference and its main parameters.

The following sections discuss the figures of merit of voltage references and also
show how they are usually measured in the literature.

2.1.1 Line regulation
The line regulation represents the output voltage variation as a function of a vari-
ation in the input voltage (VDD). Then, this parameter represents the sensitivity
of the reference voltage with respect to the supply. In some cases, the units of
measurement correspond to V/V; in others, the line regulation is measured in pp-
m/V or %/V. In this document the second approach will be used; this means that
the nominal value of the reference (VREF ) will be in the denominator. Then, the
formula for the line regulation is:

LR [%/V] = ∆VREF

∆VDD · VREF

· 100% = VREF _max − VREF _min

∆VDD · VREF

· 100% (2.1)

Where VREF corresponds to the nominal voltage that is expected at the output
of the voltage reference, ∆VREF represents the variation of the reference voltage,
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2.1 – Figures of merit for comparing voltage references

and ∆VDD corresponds to the range that is swept for the supply voltage. In case
the line sensitivity is measured in ppm/V, 100% is replaced by 106

In some cases, the range of VDD that is considered for the line regulation is an-
other parameter since it is expected for a voltage reference to cover a wide range
of voltage (more than hundreds of millivolts). Besides, the minimum VDD is also
relevant for some applications where the available supply voltage is a relevant con-
straint. Then, the minimum supply voltage under which the voltage reference can
still provide a regulated output is also a relevant figure of merit.

2.1.2 Temperature coefficient
As previously highlighted in Figure 2.1, the temperature conditions under which
the voltage reference operates drastically affect its behaviour. Then, it is usually
expected that the voltage at the output of the reference varies when the temperature
deviates from the nominal temperature. This behaviour of the circuit is measured
under the temperature coefficient.

TC [ppm/°C] = ∆VREF

∆T · VREF

· 106 = VREF _max − VREF _min

∆T · VREF

· 106 (2.2)

As it can be noticed, the equation is very similar to the equation of the line
regulation. However, it is far more usual to represent the temperature coefficient
in ppm/◦C. The reason behind such units is that usually, the expectation is that
the temperature drift of a voltage reference is very well compensated.

It is relevant to highlight that this is an essential parameter because it usually
also defines the accuracy of the circuits that use a voltage reference. For instance,
when assessing the bevaviour of an ADC for a particular temperature range, the
expectation is that the temperature drift of the voltage reference is minimal to
avoid propagating such error through the analog-to-digital conversion chain.

2.1.3 Power supply rejection (PSR)
The supply voltage provided to almost any type of circuit contains some spurious
high-frequency components. The reason behind such a problem could be the digi-
tal circuitry that is constantly toggling and is affecting the power rail, or it could
also be due to the intrinsic behaviour of switched power converters that could be
supplying this voltage reference.

The purpose of a voltage regulator is to be robust against such high-frequency
noise and avoid propagating such errors to the regulated voltage. This dynamic
figure of merit is called power supply rejection ratio (PSRR), and it can be seen as
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2 – Voltage reference circuits

the gain at the circuit’s output where the input is the supply voltage. Since this is
a dynamic parameter, it is defined for a given range of frequencies, and it is also
given by the following expression:

PSR(f) [dB] = 20 · log VREF (f)
VDD(f) (2.3)

Given that this parameter can be seen as a gain, it is usually represented in
decibels.

Digital circuits are known to be more robust to noise and power supply variations
than their analog counterparts. However, since this corresponds to a continuous
circuit built using digital components, such robustness is not the same as a circuit
that performs digital processing tasks.

2.1.4 Quiescent current
Power consumption is a crucial parameter in circuits nowadays explains why high-
lighting the quiescent current (IQ) of voltage references as a figure of merit. Fig-
ure 2.1 shows the path through which the current IQ flows in the circuit. As it can
be noticed, this current is drawn from the supply but is not used for supplying the
load.

A possible way of measuring IQ corresponds to setting a load with infinite re-
sistance (RLOAD → ∞), since this will make IL ≈ 0, and then measure the current
that is being provided to the whole circuit.

Then, if it is necessary to calculate the power consumption of the voltage refer-
ence, this can be obtained by doing the following:

Psteady state = VDD · IQ (2.4)

Moreover, this corresponds to another figure of merit that has to be minimized
when it is necessary to consider the constrained power budget.

2.2 Bandgap voltage references
Among the different figures of merit discussed in the previous section, one of the
main bottlenecks of voltage references in the previous century was achieving tem-
perature independence. By that time, it was clear that the way of accomplishing
such independence relied on combining elements (or primitives) that provided tem-
perature coefficients that were complementary to each other. Such complementary
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2.2 – Bandgap voltage references

behaviour could compensate for the temperature drift of the circuits. It was also
clear that the voltage through a diode biased by a constant current decreases with
temperature. However, finding the opposite behaviour of a primitive (i.e., a voltage
or current) that increases with temperature was not trivial.

Then, Widlar demonstrated in Fairchild Semiconductor that it was possible to
achieve a positive temperature coefficient by obtaining the difference between the
junctions of two diodes that are biased at two different current densities [32]. This
finding encouraged the creation of many different topologies of bandgap voltage
references.

The circuit is known as bandgap voltage reference because, in theory, the output
voltage corresponds to the bandgap voltage of the semiconductor used for building
the circuit (around 1.2 V for Silicon).

Figure 2.2 summarizes the principle of the operation of bandgap voltage refer-
ences. The negative temperature coefficient is also known as the complementary to
absolute temperature (CTAT) coefficient. In this figure, the CTAT behaviour is ob-
tained from the base-emitter voltage of a diode-connected BJT transistor. On the
other hand, the proportional to absolute temperature (PTAT) response is acquired
from the difference between the base-emitter voltages of two diode-connected BJT
transistors. This quantity will be proportional to the thermal voltage (VT ). Then,
by combining the PTAT and the CTAT behaviour, temperature independence can
be achieved:

∂VREF

∂T
(T ) = m1 · ∂VP T AT (T )

∂T
+ m2 · ∂VCT AT (T )

∂T
≈ 0 (2.5)

Since, by definition:

∂VP T AT (T )
∂T

> 0 ; ∂VCT AT (T )
∂T

< 0 (2.6)

Then, the main task for designing the bandgap voltage reference is to choose the
values of m1 and m2 correctly. This allows to achieve the expected temperature
compensation, i.e., ∂VREF

∂T
≈ 0. It is important to highlight that this temperature

compensation usually can only be achieved at a nominal temperature value, then,
this compensation is often referred as first-order temperature compensated.

It is relevant to highlight also that due to the nature of the primitives, there is
a significant mismatch in the absolute values of the temperature coefficients.

In the case of the base-emitter voltage (VBE), it can be evaluated as:
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VDDVDD

  GΔVBE

VBE

G·ΔVBE

VREF

+

-

I1 I2

(a)

ΔVBE

G·ΔVBE

VREF

T0

VBE

- 2 mV/°C

T
0

+ 0.085 mV/°C
T0

VBE

(b)

Figure 2.2. Bandgap voltage reference operating principle.

VBE = VT · ln
3

IC

IS

4
(2.7)

Where VT is the thermal voltage (= KT/q), IC is the collector current, whereas
IS is the saturation current of the BJT. Then, the temperature coefficient of VBE

corresponds to:
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2.2 – Bandgap voltage references

∂VBE (T )
∂T

= VBE − (4 + m) · VT − Eg/q

T
≈ −1.5 mV/°C (2.8)

The factor m corresponds to approximately -1.5, and Eg is the bandgap energy.
Equation (2.8) clearly shows that the behavior of the voltage VBE is complementary
to the temperature increment. Then, considering a silicon BJT, we obtain a very
typical value of the temperature coefficient of −1.5 mV/°C.

On the other hand, for the PTAT voltage, it is necessary to consider the differ-
ence between the base-emitter voltages of two different BJT transistors (∆VBE).
Also, the current that flows through these devices is n times larger in one device
than in the other. Using Equation (2.7) we can define ∆VBE as follows:

∆VBE = VT · ln
3

n · IC

IS

4
− VT · ln

3
IC

IS

4
(2.9)

∆VBE = VT · ln(n) = KT

q
· ln(n) (2.10)

Then, if we consider the temperature coefficient of this primitive:

∂∆VBE (T )
∂T

= K

q
· ln(n) ≈ 0.087 · ln(n) mV/°C (2.11)

By comparing equations (2.8) and (2.11) it is possible to observe not only that
the two temperature coefficients have opposite signs but also that the difference
between them is considerable (almost two orders of magnitude). Then, this drives
towards the idea of using a value of n that is sufficiently large to cover such dif-
ferences. However, for the values mentioned above, it would be necessary to use
n = 2.9×107, which is impractical considering that this parameter is related to the
area of one BJT device with respect to the other.

Then, as an alternative, some authors added some features to the circuit principle
proposed by Widlar to add a degree of freedom that allows increasing the gain of
the PTAT component. Figure 2.3 shows the architecture of Brokaw’s proposal
(left) [33] and Kuijk’s bandgap [34] (right). As shown in the figure, the addition
of an operational amplifier (OPAMP) allows having the desired gain to the ∆VBE

voltage. Such OPAMP was not present in Widlar’s design [32].
Focusing, for instance, on the case of the Kuijk bandgap, from circuit analysis,

we know that:

VREF = VBE1 + I ′
2 · R2 (2.12)

Nonetheless, if the current I3 that enters the operational amplifier is neglected,
i.e., assuming an ideal OPAMP, the current I ′

2 is:
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Figure 2.3. Brokaw and Kuijk bandgap voltage reference architectures

I ′
2 = ∆VBE

R3
(2.13)

And combining the last two equations:

VREF = VBE1 + R2

R3
· ∆VBE = VBE1 + R2

R3
ln
A

R2IS2

R1IS1

B
· VT (2.14)

Notice that the previous equations contains both the CTAT and PTAT terms
of equations (2.7) and (2.9) respectively. Also, the PTAT component is multiplied
by a factor: R2/R3, which reduces the need for such a large difference between the
area of the BJT devices.

The final equation of the voltage reference proposed by Brokaw is similar to
Equation (2.14). The reference voltage (VREF ) in Brokaw’s case corresponds to:

VREF = VBE1 + 2R1 ln(n)
R2

· VT (2.15)

Then, it is evident that even though the circuit elements and their connec-
tions are not the same, these two circuits share some fundamental similarities; for
instance, their primitives are ultimately the same (VREF and ∆VREF ). The primi-
tives refer to the physical quantities provided by the circuit and used for obtaining
the desired behaviour of the voltage reference. In this case, the objective of the
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2.3 – Virtual voltage references

primitives corresponds to providing complementary behaviours with respect to tem-
perature. Such behaviour allows to achieve temperature independence.

After observing these examples of bandgap voltage references, it is possible to
summarize the concept by separating between three primary units that compose
voltage reference circuits.

• A physical element, that corresponds to a semiconductor device that creates
the voltage primitives that the processing element will use. In the examples
of Figure 2.3, the physical elements correspond to BJT devices (Q1 and Q2).

• A signal processing element that is in charge of using the primitives in
order to generate the output voltage of the reference. For the examples shown
before, the signal processing element is the OPAMP that performs the addition
among the PTAT and the CTAT primitives.

• A bias network, that is in charge of biasing the physical elements. The expec-
tation is that this biasing should be supply-independent, as it occurs for cur-
rent of Equation (2.13). The bias network of both bandgap references shown
in Figure 2.3 corresponds to the currents that are set through the branches.
Notice that, in both cases, the output stage of the OPAMP is in charge of
setting such currents in each of the BJT branches.

This generalization of a voltage reference is summarized in Figure 2.4. This
figure shows how the fundamental blocks of a voltage reference interact to provide
a voltage at the output that does not depend on process, voltage, and temperature.
This abstraction of a voltage reference is a powerful concept that will be used
later in this chapter (section 2.3) to introduce the principle of the virtual voltage
references.

2.3 Virtual voltage references
Voltage reference circuits are not excluded from the trend of moving some building
blocks of traditionally analog circuits into the digital domain, as discussed in the
previous chapter. According to the abstraction of a voltage reference presented in
Figure 2.4, it is possible to move the bias network and the signal processing to the
digital domain. Moving the physical standard to the digital domain is not a trivial
task since the expectation from the primitive is to provide a continuous voltage (or
current) that is then processed. Then, this section discusses the implementation of
a voltage reference that is composed of a digitally-implemented bias network and
signal processing unit; this is known as a virtual voltage reference.
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Signal Processing 

vREF = f( primitives ) 

Physical Standard 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Bias 
 
 
 
 
 
 
 
 
 
 

Q1 Q2

I1 I2

primitives

bias 

bias control 

VREF

Figure 2.4. Block diagram of a general voltage reference

Figure 2.5 depicts the block diagram of a virtual voltage reference. In this case,
the three main components can be identified as follows:

• The physical element corresponds to a diode that is being biased by a
certain current iD.

• The signal processing element undoubtedly corresponds to the digital
processor. In order to obtain the primitives from the diode, an ADC is
required for converting the voltage vD into a digital word that the digital
processor then uses.

• Finally, the bias network is represented by a DAC that biases the diode
according to the value provided at the digital processor’s output.

Similar to the case of the bandgap voltage references discussed in section 2.2, the
purpose of this virtual voltage reference is to create two different current densities
through p-n junctions. Then, once these current densities are created, the voltage
present in the p-n junction is measured for both cases. Finally, these voltages are
used for building the primitives: vD and ∆vD. Notice that the obtained primitives
are CTAT and PTAT, respectively. This means that the digital processor can use
the values to build a temperature-independent digital value.
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Figure 2.5. Virtual voltage reference block diagram

It is worth highlighting that this architecture does not impose any specific con-
straints regarding the supply voltage (VDD). Then, this could be a temperature-
dependent voltage source. The only constraint for the supply voltage is that its
value needs to be constant for a certain period while the virtual reference algorithm
is being executed.

The following sections describe in detail the virtual voltage reference’s operating
principle and the algorithm used for implementing this type of reference.

2.3.1 Theoretical analysis of the virtual reference
The DAC of the circuit is able to create a voltage at its output that depends on
the N-bit digital word m:

vDAC = m

2N
· VDD (2.16)

In parallel, the voltage at the diode (vD) can be obtained from the digital value
at the N-bit ADC output:

vD = n

2N
· VDD (2.17)
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2 – Voltage reference circuits

Notice that the previous equations neglect the quantization error of both the
DAC and the ADC. Then, using these values, it is possible to calculate the current
that flows through the diode:

iD = vDAC − vD

R
= m − n

2N · R
· VDD (2.18)

Then, using this expression for both measurements allows calculating the ratio
of the current densities of the diode (h). This value is used for correction with
respect to an intrinsically fixed current density ratio of the diode (h∗).

h = iD
(1)

iD
(2) = m(1) − n(1)

m(2) − n(2) (2.19)

Where iD
(1) represents the current that flows through the diode when the input

of the DAC is m(1) and the output of the ADC is n(1). And iD
(2) is analogous to

iD
(1), but when the second value (m(2)) is applied.

Then, it is possible to define the PTAT primitive as:

∆vD = log h∗

log h
·
1
vD

(1) − vD
(2)
2

(2.20)

Finally, if the primitives are combined, the reference voltage (vREF ) can be
defined as:

vREF = vD
(1) + α∆vD

vREF = vD
(1) + α

log h∗

log h
·
1
vD

(1) − vD
(2)
2

vREF =
C
n(1) + α log h∗

log h

1
n(1) − n(2)

2D
· VDD

2N

(2.21)

Where α represents the factor used for achieving the temperature cancellation,
i.e., for matching the temperature coefficients of opposite sign. The quantity in the
square brackets of Equation (2.21) can be calculated by using the variables that are
available to the digital processor: m(1), m(2), n(1), n(2) (see also Equation (2.19)).
This means that it is straightforward to calculate this value since the digital pro-
cessor can perform such arithmetic operations.

The quantity in the square brackets of equation Equation (2.21) is a crucial vari-
able in this type of voltage reference since this factor is expected to be a digitally-
calculated reference value. Thus, this quantity is known as the virtual reference
(r):
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2.3 – Virtual voltage references

r = f(m(1), m(2), n(1), n(2)) = n(1) + α log h∗

log h

1
n(1) − n(2)

2
(2.22)

The virtual reference has the characteristic of counteracting the variations present
in VDD (the unregulated and PVT-dependent source). Then, by replacing Equa-
tion (2.22) into Equation (2.21), it is clear that a PVT-independent voltage refer-
ence is achieved:

vREF = r

2N
· VDD (2.23)

An essential point is the discussion regarding where the reference voltage vREF

can be observed in the circuit. To show the observability of vREF , the result of
Equation (2.23) is replaced into Equation (2.16), obtaining:

vDAC = m

r
· vREF (2.24)

This result shows that by choosing m = r, the reference voltage vREF is observed
at the output of the DAC.

Another feature that provides the virtual voltage reference is the possibility of
scaling the output voltage vREF by a constant k set inside the digital controller.
Then, if the parameter m gets assigned a multiple of r (m = k · r), the output of
the DAC corresponds to a PVT-independent voltage scaled by a specific factor k:

vDAC = k · r

r
· vREF = k · vREF (2.25)

This is a significant advantage that is provided by virtual voltage references with
respect to bandgap voltage references that are limited to values that are very close
to the bandgap of the semiconductor (as discussed in section 2.2).

2.3.2 The virtual reference algorithm
The procedure to calculate the value of the virtual reference (r) as in Equa-
tion (2.22) is not trivial. The approach discussed by Crovetti [35] corresponds
to an iterative algorithm that performs several calculations of r and expects the
convergence of r after a few iterations (typically two or three).

Figure 2.6 describes the iterative algorithm used in [35] for calculating r. Notice
that the value of r is also used for setting the values of m(1) and m(2) for the next
iteration. Whereas the first value of r consists of an initial guess used as a starting
point for the algorithm. In the figure, the symbol ⌊·⌉ refers to rounding to the

31



2 – Voltage reference circuits
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Figure 2.6. Algorithm for calculating the virtual reference

The reason behind setting m as a multiple of r (m = ⌊k · r⌉) lies in the fact
that in this way, the bias current of the diode becomes independent of VDD. This
can be noted when combining Equation (2.25) into Equation (2.18), leading to:

iD = k · vREF − vD

R
(2.26)
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Furthermore, this behaviour is an analogy to the behaviour observed in the
bandgap voltage references discussed in section 2.2. Equation (2.13) shows the
case of the VDD independent current in the bandgap of Kuijk [34], and a similar
principle allows to have a supply-independent bias in the case of Brokaw’s bandgap
[33].

The algorithm then consists of setting two values of m for the DAC to convert
them (m(1) and m(2)) and then use the ADC to sample the voltage of the physical
element, obtaining n(1) and n(2). Then, Equation (2.22) is used for calculating the
value of r. The new value of r sets to two new values of m and then the loop
continues until convergence is obtained, i.e. |r − rold| < ϵ. And the final value of r
corresponds to the virtual voltage reference.

The advantage of using a digital processor as the signal processing element is
that the current algorithm could be easily modified. This particular implementation
of the virtual reference concept contains several degrees of freedom that make the
design flexible and adaptable to possible changes, either by changing the constants
of the algorithm (such as k1, k2, ϵ) or by modifying the algorithm itself. The intrinsic
flexibility of the digital circuits cannot be achieved by their analog counterparts.
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Chapter 3

Virtual voltage reference
using the discharge of a
capacitor

After discussing the concept of virtual voltage reference, it is possible to go further
into the details of the design of a voltage reference that relies on this principle.
This chapter shows the main design challenges in developing this type of circuits,
while also introducing the advantages and disadvantages with respect to their ana-
log counterparts.

The purpose of this specific implementation of the virtual reference is to show
that adopting the virtual reference concept brings a significant advantage in terms
of generality. In contrast to what occurred in the last century in the early stages of
the design of bandgap voltage references (see section 2.2), virtual voltage references
pose as an alternative that allows incorporating a new set of primitives that could
be obtained from the circuits. This advantage is attributable to the possibility
of converting those new primitives to the digital domain and then performing the
analysis of such primitives using a digital processor.

In addition, the following example of the virtual voltage reference shows another
precedent that proves that it is possible to model a circuit in order to obtain a volt-
age reference. Notice that this model should consider all the necessary parameters
to create an output independent of voltage and temperature variations. This new
example reinforces the ideas discussed by Crovetti [35]. In that work, an equation
was proposed for using the voltage drop of a diode as a primitive

35



3 – Virtual voltage reference using the discharge of a capacitor

3.1 Selecting the physical reference for the vir-
tual voltage reference

For this specific implementation, the primitive obtained for the virtual voltage ref-
erence corresponds to the discharge time of a capacitor through a network composed
of MOSFET devices. The specific reasons for choosing such a circuit for obtaining
the primitive will be presented in chapter 4.

Figure 3.1 depicts the idea for the primitive that is used in this design of the
virtual voltage reference. Figure 3.1a shows the circuit that must be implemented
to control the capacitor’s charging and discharge. An initial voltage (Vinitial) is set,
and the capacitor is charged up to this value through the source resistance RS.
Then, both switches toggle, allowing the capacitor (C) to discharge through a cer-
tain discharge network. The current through the discharge network is represented
as idis, whereas its voltage is vdis.

Similarly, Figure 3.1b illustrates the transient behaviour that is expected for the
voltage vdis(t). This figure also highlights the threshold voltage (Vthres) that is used
for measuring the discharge time (tdischarge). Then, this is the only parameter that
is obtained from the circuit and that allows building a voltage reference.

However, for building a voltage reference, it is not enough to choose an arbitrary
circuit parameter. There are specific characteristics that the primitive must have
in order to be regarded as a potential parameter for building a voltage reference.
The following section focuses on those aspects and discusses the alternatives that
have been considered for this design of a virtual voltage reference to choose the
circuit’s physical reference.

3.1.1 Requirements of a physical reference
From the analysis of section 2.3 (see Figure 2.5), it is possible to distinguish the
physical reference as one of the main parts of the virtual voltage references. Then,
for choosing the discharge network, it is essential to review the relevant character-
istics of such a circuit.

The first aspect to contemplate is related to area minimization. Considering that
the area is one of the constraints of this circuit, the discharge network should be
as small as possible. Then, it is expected that only a few devices compose this block.

Besides, the area constraint pushes towards using devices as small as the technol-
ogy allows them. Thus, it is desired to have MOSFET devices with their minimum
dimensions in order to save area. Conveniently, one of the advantages of the virtual
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Figure 3.1. Description of the primitive for the virtual reference.

voltage references with respect to the analog bandgap reference is the dropping of
the matching requirement for their devices since the primitives are obtained from
a single device. Then, given that the matching is not a priority in the design, it is
possible to use the minimum length provided by the technology.

The second relevant aspect to consider for the discharge network is that it pro-
vides a relation between the discharge time (tdischarge) and the initial voltage value
(Vinitial) that is not constant in the range used for Vinitial. This means that it is
required to avoid a flat plot of tdischarge vs Vinitial. It may be possible to have some
flatness, but the ideal behaviour of this curve is always to have a derivative different
from zero. This aspect may seem trivial, but it is used for discarding structures
that provide a very small variation of tdischarge vs Vinitial.
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The third requirement for the primitives of a virtual voltage reference consists
in that the combination of such primitives must allow obtaining both a PTAT and
CTAT behaviour. This requirement means that after acquiring a certain number of
samples of discharge time (typically two) and combining such samples in different
ways, it must be possible to obtain two variables that vary complementary with
respect to the temperature.

Before describing the last requirement for the primitive, it is necessary to briefly
introduce how the voltage Vinitial and the discharge time (tdischarge) are created and
measured, respectively.

For the generation of Vinitial, it is necessary to have a DAC that creates an
analog voltage according to the digital word that the processor sets, as shown in
Figure 2.5. More details regarding the specific implementation of the DAC are given
in subsection 4.2.1. It is crucial to highlight that, due to the intrinsic behaviour of
the DAC, the actual value of Vinitial will depend on the value of the supply (VDD).

On the other hand, for measuring the discharge time, it is necessary to use a
circuit that compares the voltage vdis with respect to a certain threshold (Vthres).
Then, considering that no other voltage references are available for setting this
threshold, it is natural to assume that also Vthres depends on the supply VDD.

This shows that both variables, the initial point of the curve and the point where
the discharge time is measured, are strongly dependent on the supply.

The impact of the unregulated supply VDD on the measured discharge time al-
lows the circuit to compensate for the variations of the supply, since it is possible to
include VDD in the model and observe how it affects the measurements. However,
it is not enough to have a variation with VDD since it is required that such variation
causes more than a simple vertical shift to the plot of tdischarge versus Vinitial. The
reason behind that is avoiding the cancellation of the influence of VDD on the dis-
charge time when using a very common primitive: the difference of two discharge
times (∆tdischarge = t

(1)
discharge − t

(2)
discharge) under two different starting points (V (1)

initial

and V
(2)

initial).

Figure 3.2 explains graphically why the influence of the voltage in the discharge
time must suppose more than a vertical shift of the curves. Figure 3.2a shows
the case where the relation between tdischarge and VDD is just a vertical shift. This
behaviour can be summarized by an equation such as: tdischarge = f(Vinitial)+k·VDD.
Then, when obtaining the difference between two samples (∆tdischarge), it is clear
to conclude that the information regarding the actual value of VDD has been lost.
On the other hand, Figure 3.2b depicts the case where the effect of VDD cannot
be isolated in the equation, and therefore it represents more than a vertical shift.
This relevant aspect allows discarding physical references that do not provide this
behaviour in their discharge time.
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Figure 3.2. Discharge time versus initial voltage for different VDD

In summary, there are four requirements for the selected physical reference to
be suitable for the virtual voltage reference:

• Minimum possible area.

• Variation with respect to the input parameter. In this case, variation of the
discharge time with the initial voltage value.

• Provide primitives that allow obtaining a PTAT and a CTAT behaviour when
combined.

• Dependence of the input voltage that is non-linear.

3.1.2 Assessment of architectures for the discharge struc-
ture

Several circuits have been proposed as discharge networks for the capacitor of the
circuit shown in Figure 3.1. Figure 3.3 summarizes some of the possibilities that
have been considered in the search for a suitable physical reference. The capacitor
is not shown in these figures, and the two nodes floating on the left correspond to
the ports of the discharge network block in Figure 3.1.

Based on the minimization of both the area and the static power consumption,
several of these architectures are based on transistors working in subthreshold, i.e.,
at a very low gate-source voltage (VGS), even VGS = 0 is used for several potential
architectures. Notice that, in all the mentioned architectures, the length of the
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Figure 3.3. Studied architectures for the discharge network

transistors is always the minimum possible, in this case, 180 nm.

Figure 3.3a shows an NMOS transistor that is connected in a configuration that
allows to have VGS = 0. This condition entails that the transistor operates in the
(deep) subthreshold region, thus adding a non-linear behaviour that is expected
from the discharge network. Similarly, Figure 3.3b stacks two transistors with their
gate voltages connected to ground. This configuration reduces the drain-source
voltage VDS available to each device. The purpose of this connection was to assess
the impact of this VDS reduction on the discharge time.

Figure 3.3c uses a transistor in subthreshold and an additional capacitor to cre-
ate charge distribution and discharge the node through the transistor’s parasitic
elements. Again, this idea was considered searching for some non-linearity in the
discharge time. Then, Figure 3.3d stacks a transistor in subthreshold along with
a diode-connected transistor. This idea is related again to reducing the VDS and
achieving more non-linearity.

The last three architectures are conceptually similar since they all try to obtain
a behaviour similar to a diode. Figure 3.3e still uses a transistor with zero VGS,
but with the bulk connected to the drain instead of the ground. This architecture
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aims to exploit the parasitic diode between the bulk and the source of the NMOS
device. Next, Figure 3.3f follows a similar idea but uses the two parasitic diodes
between the P-type substrate and the N-type drain/source. Finally, Figure 3.3g
uses the usual diode configuration of an NMOS transistor.

Two different analyses have been performed to assess the behaviour of these
architectures. Considering that it is relevant for the physical reference to show
variation with respect to the supply voltage VDD and temperature, the transient
analysis has been performed when varying VDD and the temperature as parameters.
These simulation results are obtained using the software Virtuoso IC 6.1.7 with a
simulation setup similar to the one shown in Figure 3.1a.

The first simulation results discussed are the influence of the supply voltage
VDD on the discharge time. For this reason, a testbench is created that involves
setting the initial condition of the voltage of a capacitor and then extracting from
the results the time elapsed until the voltage crosses the threshold (Vthres). In this
case, Vinitial is swept from 0.3 · VDD up to VDD. Similarly, the threshold is set as a
fourth of VDD: Vthres = 0.25 · VDD. Finally, the simulation is performed for a sweep
of VDD from 400 mV up to 800 mV since this is the expected range of operation of
the voltage reference.

Figure 3.4 shows the simulation results of the first four architectures (from (a) to
(d) in Figure 3.3). Notice that all these curves show a clear influence of the initial
value on the discharge time. Also, the discharge times go from a few milliseconds
up to tens or hundreds of milliseconds. This magnitude is relevant since it will
set requirement regarding the speed of the circuit used for measuring the discharge
time.

Considering that the different VDD curves seem to be equispaced, this suggests
that there is a linear relation between VDD and tdischarge. For instance, Figure 3.4c
shows that for a wide range of Vinitial, the different curves have very similar slopes.
And, as highlighted in subsection 3.1.1 this characteristic is undesired from the
tdischarge vs Vinitial curves. This characteristic discards the usage of the architecture
that consists of a transistor and a capacitor (Figure 3.3c).

The behavior with respect to VDD of the single transistor in subthreshold (Fig-
ure 3.4a) shows that the slopes of the curves are very similar from one to another.
In the search for a more non-linear behaviour of the discharge time with respect to
the supply voltage, the architectures (b) and (d) reduce the VDS by placing either
another transistor in subthreshold or a diode-connected transistor. However, as
shown in figures 3.4b and 3.4d, the resulting curves are very similar to the single-
transistor case. For the case of the stacked subthreshold transistors, the magnitude
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Figure 3.4. Discharge time versus initial voltage for different VDD (ar-
chitectures (a) to (d))

of the discharge time is around twice that of the single transistor case. In contrast,
the case of the diode in series with the subthreshold transistor is almost identical
to the single transistor case.

Continuing the evaluation for the rest of the architectures, Figure 3.5 represents
the plots for the remaining architectures. The color of the curves for the different
VDD correspond to the same colors of the curves in Figure 3.4.

The first characteristic to highlight from these curves corresponds to the reduced
variation of tdischarge with Vinitial. It is clear that these curves are flatter than
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3.1 – Selecting the physical reference for the virtual voltage reference

the curves of Figure 3.4. On the other hand, these curves present a considerable
advantage compared to the ones in the previous figure: the non-linear relationship
with VDD. Notice that the variation with the supply voltage modifies the discharge
time value and influences the slope of the tdischarge vs. Vinitial curve. Besides, the
effect on the value of tdischarge is more evident when the value of VDD is smaller.
This characteristic proves again that these curves are less linear with respect to
VDD as it is desired by the primitive of the virtual reference.
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(d) Two diodes in series

Figure 3.5. Discharge time versus initial voltage for different VDD

(architectures (e) to (g))

The similarities in the behaviour of these curves were expected since they all cor-
respond to the model of a capacitor discharging through a diode. The differences
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3 – Virtual voltage reference using the discharge of a capacitor

among them consist of the approach used to exploit a diode using a transistor.
According to the expectations for the variation of a primitive with respect to the
supply voltage, the behaviour shown in Figure 3.5c is the one that satisfies the
expected behaviour since it offers a wide and non-linear variation both in absolute
value and also in the slope of the curves.

However, the architecture of the diode-connected transistor has two potential is-
sues. First, the variation of tdischarge with Vinitial is not granted for the whole Vinitial

range. In the region Vinitial/VDD > 0.6 it is evident that the discharge time is al-
most constant with respect to Vinitial. Second, the absolute values of the discharge
times are very small (the smallest of all the architectures). Then, considering that
this will constrain the circuit that measures the discharge time, it is better to have
larger discharge times. Also, considering that it is expected that the discharge time
will drop for larger temperatures, it is important to have relatively large discharge
times in nominal conditions (27 °C).

For these reasons, the approach of connecting several devices in series that were
also used for other architectures in the past is also used here. Fortunately, the
results in this case give a behaviour corresponding to the circuit’s requirements.
As shown in Figure 3.5d, adding two diode-connected transistors in series brings
satisfactory results since it solves both problems mentioned above. The discharge
times increased by more than an order of magnitude, and the curves are less flat
than the curves of Figure 3.5c.

The results shown in Figure 3.5d correspond to the connection of two diode-
connected PMOS transistors since it was observed that these devices provided a
better variation of tdischarge with Vinitial than the case that used two NMOS tran-
sistors in series. Notice that the behaviour of architecture (e) (Figure 3.5a) shows
similar results to the one of the two diodes in series, however, this architecture
showed poor performance when connecting several devices in series for increasing
the discharge times.

Then, the circuit that fits the most as a physical reference according to the
analysis performed on the supply voltage variation corresponds to a stack of diode-
connected PMOS transistors. Figure 3.6 depicts the circuit schematic of this dis-
charge network.

The second simulation analysis to be performed corresponds to the temperature
behaviour of the circuit architectures. This analysis expects to characterize whether
it is possible to obtain a PTAT and a CTAT variable from the measurements of the
discharge time of the circuit. In order to do so, this test consists of performing the
measurements of the discharge time for different temperatures and initial points.
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3.1 – Selecting the physical reference for the virtual voltage reference
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Figure 3.6. Discharge network composed of two PMOS transistors.

Considering that the discharge time usually provides a CTAT behaviour, then the
other variable to be considered in this case corresponds to the ratio between two
discharge times (t(2)

discharge/t
(1)
discharge) at two different initial points (m(1) and m(2)).

The reason for choosing the ratio is related to the fact that this is a typical
primitive, also considering that the ratio between two samples of the discharge
time allows for creating some independence of the clock used for measuring the
discharge time. Besides, the difference between two samples (t(2)

discharge − t
(1)
discharge)

showed a CTAT behavior in most of the cases, this motivated to consider other
function in order to assess the possibility of obtaining a PTAT component by com-
bining the discharge time measurements.

For this experiment, the initial point (m(2)) was set to its maximum possi-
ble value, then V

(2)
initial ≈ VDD. On the other hand, the initial point m(1) was

swept from near-threshold (m(1)
min/2N = 0.3) up to a value close to the maximum:

m(1)
max/2N = 0.8. The temperature sweep covers the range from −40 °C up to 100 °C.

This simulation was performed for all the architectures shown in Figure 3.3. How-
ever, not all the results will be discussed here since some of these architectures were
already discarded because they are unsuitable for obtaining the VDD independence.

Figure 3.7 shows the results of the temperature characterization of architectures
(a) (Figure 3.7a) and (d) (Figure 3.7b). The single discharge time measurements
(top of the figure) are shown in a logarithmic scale for the y-axis. These results
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3 – Virtual voltage reference using the discharge of a capacitor

show that the discharge time has a CTAT behaviour, whereas the ratio between
the two discharge times shows a PTAT behaviour. However, notice that both the
CTAT and the PTAT behaviour have a non-constant slope through the range; this
corresponds to a disadvantage with respect to another architecture that might show
a constant slope through the range.

The results regarding architecture (b) are not shown, but they are very similar
to the results shown in Figure 3.7.
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Figure 3.7. Discharge time versus temperature for different initial voltages. (m(2) = 1)

Figure 3.8 shows the results of the same temperature characterization of the four
remaining architectures. As in the previous cases, the discharge time describes a
CTAT behaviour. However, in the case of the architecture that exploits the two
parasitic diodes (architecture (f) in Figure 3.8b), the discharge time is almost con-
stant when the temperature is below 40 °C. This architecture is discarded since
it cannot provide a PTAT component. Similarly, architecture (e) shows a PTAT
behaviour in a short range of temperature, from 0 °C to 60 °C.

Notice that both for the voltage supply and for the temperature analysis, the
best behaviour corresponds to the diode-connected transistors. In this case, Figure
3.8c and Figure 3.8d show that the discharge time describes a CTAT behaviour and
the ratio between two discharge times has a PTAT behaviour. In contrast with the
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(c) Architecture (g)
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(d) Two diodes in series

Figure 3.8. Discharge time versus temperature for different initial voltages. (m(2) = 1)

conclusion obtained for the VDD analysis, these results show an advantage of the
single diode architecture with respect to the architecture that contains two diodes
in series since the latter shows a PTAT behaviour only for temperatures above
−20 °C. For this application, the temperature range from −20 °C to 100 °C could
be enough for achieving the temperature compensation. Besides, the values of the
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3 – Virtual voltage reference using the discharge of a capacitor

discharge times for the case of a single diode are very small, and this supposes a
further constraint on the clock that will be used for measuring the discharge time.
Then, in line with the expectations of low power consumption of the circuit, it is
preferable to choose the implementation that requires a lower clock frequency.

Notice also that the slope of the CTAT curve is not constant with respect to
temperature. This characteristic is common to all the architectures; all of them are
plotted in the semi-logarithmic plot, thus, showing that the slope is not constant.

In conclusion, the architecture that shows the most suitable characteristics when
considering the overall temperature and power supply behaviour corresponds to the
two diode-connected transistors in series (as in Figure 3.6). Then, this circuit is
used as a discharge network for the implementation of the virtual voltage reference.

3.2 Virtual voltage reference with capacitor and
diode stack

After choosing the appropriate circuit for the discharge network, it is possible to
represent the proposed version of the virtual voltage reference by employing a block
diagram. Figure 3.9 depicts the blocks and circuits that compose the voltage refer-
ence. Notice the similarities between this circuit and the block diagram presented
in Figure 2.5.

In this circuit, the digital processor does not only generate the digital words
for the DAC (m) and receives the digital words from the ADC (n) but also creates
a control signal (ctrl) that is used for the synchronization. This control signal
is connected to the input of a transistor that works as a switch for the discharge
network, the same switch represented in Figure 3.1. Then, once the DAC charges
the node vdis according to the received digital signal, the control signal enables the
discharge network while the DAC output is set to a high-impedance state. This
moment is also used for setting the start of the discharge time measurement.

Once the discharge of the node vdis starts, an additional block is used for con-
verting the information of the discharge time into a digital signal. Such a block
is known as a time-to-digital converter (TDC). This particular TDC uses the time
that passes from the enable of the control signal until the moment when vdis crosses
the threshold and then converts it into a digital word that is sent to the digital pro-
cessor.

This work focuses on the design of the discharge network and the algorithm that
compensates the voltage and temperature variations. The details regarding the
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Figure 3.9. Diagram of the virtual voltage reference with discharge network

circuits to be used as DAC and TDC are given in the next chapter, particularly in
sections 4.2.1 and 4.2.2, respectively. Therefore, the following sections focus on the
theoretical modelling of the physical reference and the development of the algorithm
to obtain the supply and temperature compensation of the output reference voltage.

3.3 Theoretical analysis of the diode-based dis-
charge structure

Before implementing an algorithm related to the physical reference selected for the
virtual voltage reference, it is necessary to gain some knowledge regarding the cir-
cuit’s behavior since this could be useful for creating such model. Figure 3.10 shows
the circuit that has to be analyzed in this case. In order to simplify the model,
the DAC is assumed to have an infinite output impedance during the discharge of
the capacitor. Then it does not provide an additional discharge path. Similarly,
the series resistance of the transistor that works as a switch is neglected. Besides,
to maintain the analysis’s generality, the discharge network is supposed to be com-
posed of a number P of PMOS transistors connected in series.

The following analysis will be performed assuming that all transistors in series

49



3 – Virtual voltage reference using the discharge of a capacitor
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Figure 3.10. Discharge network of the virtual voltage reference

are operating in the subthreshold region. This is a reasonable assumption consid-
ering that the expected supply voltages are very small (from 400 mV to 800 mV).
Also, even in the case of the 800 mV supply voltage, since several devices are con-
nected in series, this voltage should be distributed among the several devices. This
voltage distribution leads to a VGS that is smaller than the threshold voltage of the
transistors (Vth), ensuring that the devices work in the subthreshold region.

Before moving on, it is necessary to recall the equation that describes the sub-
threshold current of a transistor (for long-channel devices) [36]:

ID = µCd
W

L
V 2

T · exp
A

VGS − Vth

η · VT

B
·
3

1 − exp
3

−VDS

VT

44
(3.1)

Where Cd =
ñ

ϵSiqNsub/(4ΦB) corresponds to the capacitance of the depletion
region that is formed under the gate and η = 1 + Cd/Cox, being Cox the oxide
capacitance. Henceforth, the quantity I0 will be used in replacement of µCd

W
L

V 2
T .
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3.3 – Theoretical analysis of the diode-based discharge structure

Then, using the previous equation for the specific discharge network allows for
defining the current Idis. Given that all the devices are theoretically identical,
and the same current flows through them, the available voltage is expected to be
distributed through the stack of transistors. The following equation can summarize
this behaviour:

VGS = VDS = Vdis

P
(3.2)

Where P is the number of diode-connected transistors in series.

Once the transistor’s current is defined, it is possible to obtain a differential
equation considering that this corresponds to the discharge current of the capacitor:

Idis = I0 · exp
A

Vdis

P
− Vth

η · VT

B
·
3

1 − exp
3

− Vdis

P · VT

44
= −C · dVdis

dt
(3.3)

The previous equation can be rewritten as:

I0 · exp
A

−Vth

η · VT

B
·
C
exp

A
Vdis

P · η · VT

B
− exp

A
Vdis(1 − η)
P · η · VT

BD
= −C · dVdis

dt
(3.4)

Separating the variables of the differential equation will allow searching for a
solution:

−
I0 · exp

1
−Vth

η·VT

2
C

dt = dVdis

exp
1

Vdis

P ·η·VT

2
− exp

1
Vdis(1−η)

P ·η·VT

2 (3.5)

Then, the two integrals have to be solved:

−
Ú I0 · exp −Vth

η·VT

C
dt =

Ú 1
exp

1
Vdis

P ·η·VT

2
− exp

1
Vdis(1−η)

P ·η·VT

2 dVdis (3.6)

In order to solve the integral of the right-hand side (RHS), it is possible to rely
on the Taylor expansion of the expression exp (x):

exp (x) = 1 + x + x2

2! + x3

3! + x4

4! + x5

5! + . . . (3.7)

Using this expansion truncated to the fourth term allows representing the RHS
as:

1
exp

1
Vdis

P ·η·VT

2
− exp

1
Vdis(1−η)

P ·η·VT

2 ≈ 1
Vdis

P ·VT
+ ( Vdis

η·P ·VT
)2 · 1−(1−η)2

2! + ( Vdis

η·P ·VT
)3 · 1−(1−η)3

3!
(3.8)
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3 – Virtual voltage reference using the discharge of a capacitor

Then, using the approximation of Equation (3.8) and replacing into the RHS of
Equation (3.6) corresponds to the new integral to be solved. The following equation
represents the result of such integral.

Ú dVdis

exp
1

Vdis

P ·η·VT

2
− exp

1
Vdis(1−η)

P ·η·VT

2 = PVT

2 · ln

 V 2
dis

V 2
dis

(η·P ·VT )3 · 1−(1−η)3

3! + Vdis

(η·P ·VT )2 · 1−(1−η)2

2! + 1
P ·VT

+

−P · VT · (1 − (1 − η)2)
8(η · P · VT )2

Ú dVdis

V 2
dis

(η·P ·VT )3 · 1−(1−η)3

3! + Vdis

(η·P ·VT )2 · 1−(1−η)2

2! + 1
P ·VT

(3.9)

Also the integral on the RHS of Equation (3.9) corresponds to:

Ú dVdis

V 2
dis

(η·P ·VT )3 · 1−(1−η)3

3! + Vdis

(η·P ·VT )2 · 1−(1−η)2

2! + 1
P ·VT

= 1ò
[ 1−(1−η)2

(ηP VT )22! ]2 − 4[ 1−(1−η)3

(ηP VT )33! ]3 · 1
P VT

·

· ln

 2[1−(1−η)3]
(ηP VT )33! · Vdis + 1−(1−η)2

(ηP VT )2·2! +
ñ

(2−η)2

4 − 2(η2−3η+3)
3

2[1−(1−η)3]
(ηP VT )33! · Vdis + 1−(1−η)2

(ηP VT )2·2! −
ñ

(2−η)2

4 − 2(η2−3η+3)
3


(3.10)

In parallel to this integral, the LHS of Equation (3.6) can be solved as:

−
Ú I0 · exp

1
−Vth

η·VT

2
C

dt = −
I0 · exp

1
−Vth

ηVt

2
C

· t + K (3.11)

Where K corresponds to the constant that is given by the initial condition. For
this circuit, the initial corresponds to Vdis = Vinitial when t = 0.

Then, the value of K can be obtained by combining the results of equations 3.9
3.10 and 3.11:

K = PVT

2 · ln
A

R · VT · V 2
initial

αV 2
initial + βVinitial + 1

B
− P · VT (2 − η)

8 · λ
· ln

A
α1Vinitial + β1 − λ

α1Vinitial + β1 + λ

B
(3.12)

Where the constants correspond to:
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α =η2 − 3η + 3
6(ηPVT )2 ;

β = 2 − η

2ηPVT

;

α1 =η2 − 3η + 3
3ηPVT

;

β1 =2 − η

2 ;

λ =
ó

(1 − η)2

4 − 2(η2 − 3η + 3)
3 ;

(3.13)

Finally, gathering all the results allows defining the discharge time of the circuit
as a function of the other parameters. Assuming that at a time t = tdischarge the
voltage at node Vdis is equal to Vthres (see Figure 3.1), then the discharge time
corresponds to:

tdischarge = C · R · VT

2I0
· exp

A
Vth

ηVT

B
·

 ln
A

V 2
initial · (αV 2

thres + βVthres + 1)
V 2

thres · (αV 2
initial + βVinitial + 1)

B
+ . . .

− 2 − η

8λ
ln
A

α1Vinitial + β1 − λ

α1Vinitial + β1 + λ
· α1Vthres + β1 + λ

α1Vthres + β1 − λ

B
(3.14)

For different values of η, the absolute value of the second term inside the square
brackets is much smaller than the first term. Thus, this second term will be ne-
glected in the following steps of the analysis. Leading to the final equation of the
discharge time as a function of the initial voltage and the threshold:

tdischarge ≈
CP · exp

1
Vth

ηVT

2
2 · µCd · W

L
· VT

· ln
A

V 2
initial · (αV 2

thres + βVthres + 1)
V 2

thres · (αV 2
initial + βVinitial + 1)

B
(3.15)

Now, it is relevant to highlight that both voltage variables (Vinitial and Vthres) in
Equation (3.15) depend on the supply voltage VDD. Then, they can be written as
follows:

Vinitial = m
2N · VDD

Vthres =Kthres · VDD

(3.16)
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3 – Virtual voltage reference using the discharge of a capacitor

Where m corresponds to the digital word set from the output of the processor
and N is the number of bits of the DAC used. Also, Kthres corresponds to the
percentage of VDD used to set the threshold when the discharge time is measured.

Replacing the Equation (3.16) into Equation (3.15) leads to the following equa-
tion. From now onwards, the quatity td represents also the discharge time (td =
tdischarge). Also τd is used to represent the quantity (CP · exp Vth

ηVT
)/(2 · µCd · W

L
· VT )

td = τd · ln
( m

2N · VDD)2 · (α(Kthres · VDD)2 + βKthres · VDD + 1)
(Kthres · VDD)2 ·

1
α( m

2N · VDD)2 + β m
2N · VDD + 1

2
 (3.17)

That could be simplified to:

td = τd · ln
( m

2N )2 · (α(Kthres · VDD)2 + βKthres · VDD + 1)
K2

thres ·
1
α( m

2N · VDD)2 + β m
2N · VDD + 1

2
 (3.18)

Hence, this result shows that, as expected, the relation between VDD and the
discharge time is not linear and cannot be easily simplified when performing the
difference between two tdischarge samples. There is an additional advantage when
performing the difference between two discharge times measured with two initial
points. The following equation corresponds to the difference between two samples
of the discharge time (t(1)

discharge and t
(2)
discharge) when the initial points are set from

m(1) and m(2).

t
(1)
d − t

(2)
d = τd · ln

(m(1)

2N )2 · (α(Kthres · VDD)2 + βKthres · VDD + 1)
K2

thres ·
1
α(m(1)

2N · VDD)2 + β m(1)

2N · VDD + 1
2 ·

·
K2

thres ·
1
α(m(2)

2N · VDD)2 + β m(2)

2N · VDD + 1
2

(m(2)

2N )2 · (α(Kthres · VDD)2 + βKthres · VDD + 1)


(3.19)

Furthermore, this equation could be simplified to:

∆td = t
(1)
d − t

(2)
d = τd · ln

(m(1))2 ·
1
α(m(2)

2N · VDD)2 + β m(2)

2N · VDD + 1
2

(m(2))2 ·
1
α(m(1)

2N · VDD)2 + β m(1)

2N · VDD + 1
2
 (3.20)

Notice that Equation (3.20) does not contain any dependence on the threshold
constant (Kthres) that has been set for this circuit. This result demonstrates that it
is reasonable to include the difference between two samples in the primitives used
by the virtual voltage reference algorithm. This is the most relevant outcome of
the theoretical analysis that has been performed.
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3.4 Implementation of the virtual reference algo-
rithm

The current virtual voltage reference implementation was divided into two steps.
The first step focused on creating a voltage reference that could counteract the
variations with the supply voltage. At the same time, the second part of the design
of the virtual reference algorithm concentrates on the compensation for temperature
variations.

3.4.1 Supply voltage compensation of the circuit
Several approaches were used to solve the problem of the output voltage variation
with respect to the voltage supply. The objective of this compensation consists of
finding a variable that counteracts the variation of VDD. Such variable must be a
function of variables that are available to the digital processor, i.e. m(i), n(i). Then,
the outcome of this first step in the design of the processor of the virtual reference
corresponds to an equation that represents the variable r. This variable r must be
complementary to the variation of VDD, allowing to have a voltage independent of
VDD at the output of the DAC. This process is analogous to the process discussed
in [35], whose outcome is shown in Equation (2.22).

This first approach used for obtaining the VDD compensation for the voltage
reference consisted of using the equations obtained from the theoretical analysis
of the circuit (section 3.3). If it is possible to obtain an expression for VDD as a
function of the variables m and n, then the inverse of such function allows finding a
variable that compensates for the variations of VDD.

By observing both Equation (3.18) and Equation (3.20), it is possible to observe
that these equations could be solved in order to find an expression for VDD. No-
tice that it is preferable to use the equation that uses ∆td instead of the equation
that uses a single measurement because the ∆td primitive is less dependent on the
threshold (Kthres). Besides, using two measurements is better than relying on a
single-point measurement.

Focusing on the ∆td, Equation (3.20) can be represented as:

exp ∆td

τd

=
(m(1))2 ·

1
α(m(2)

2N · VDD)2 + β m(2)

2N · VDD + 1
2

(m(2))2 ·
1
α(m(1)

2N · VDD)2 + β m(1)

2N · VDD + 1
2 (3.21)

Then, using MATLAB, the equation can be solved for VDD, leading to:

55



3 – Virtual voltage reference using the discharge of a capacitor

VDD = 3(η − 2)ηPVT

2(η2 − 3η + 3) ·

 m(1)

2N − m(2)

2N · exp ∆n
τd

m(1)

2N · m(2)

2N · (exp ∆n
τd

− 1)

 (3.22)

And this can be expressed as:

VDD = 3(η − 2)ηPVT

2(η2 − 3η + 3) · f1(m(1), m(2), ∆n) (3.23)

The function f1 is expected to follow VDD if the theoretical model represents
the circuit’s behavior well. In order to test that this is correct, it is necessary to
simulate the circuit and then juxtapose the results of the simulations and the the-
oretical model.

A capacitor of 500 fF is used for the circuit simulation. This capacitor value
corresponds to the characteristics of the DAC used in this architecture. More
details regarding the DAC are given in subsection 4.2.1. Then, a stack of six diode-
connected transistors for such a small capacitor is used for the discharge network.
The high number of diodes, in this case, is because with more transistors in series, a
more significant variation of the discharge times is observed with respect to Vinitial

(as discussed in subsection 3.1.2).

The length of the diode-connected transistor is the minimum due to the area
minimization constraint. For the technology node used for this version of the volt-
age reference, the minimum possible length is 180 nm. For this simulation, the
width of the transistors was set to 1 µm; this value will be reduced in the final
design due to the area constraints. The threshold voltage of the transistor can be
obtained from the simulator, and for this technology, it corresponds to 573 mV.
Finally, the parameters η and µCd are left as a degree of freedom that allows the
fitting of the theoretical and the simulation results.

A transient simulation is then performed on the circuit and the discharge time
is measured and converted into a digital word. The LSB of a such digital word
corresponds to 1 µs. This resolution means that the measured values for n are of
the order of 1 × 104, which corresponds to tens of milliseconds.

Then, using the simulation results and relying on the two degrees of freedom of
the theoretical equation (η and µCd), the model results are fitted into the simulation
results. The following table summarizes the values of the parameters obtained
that provide the best fitting between the model and the simulation results. These
parameter values were found through an algorithm that would minimize the error
between the extracted simulation results and the values of the model.
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Parameter Value
C 500 pF
P 6 diode-connected transistors

(W/L) (1 µm / 180 nm)
Vth 573 mV

Kthres 0.25
VT 26 mV
η 3.86885

µCd 8.986 × 10−8 F V s−1

Table 3.1. Summary of the resulting parameters of the model fitting

The juxtaposition of the simulations results and the model of Equation (3.18)
using the parameters of Table 3.1 is represented graphically in Figure 3.11. For this
simulation VDD has been swept from 0.65 V up to 1.2 V whereas the initial point
m/2N (or Vinitial/VDD) is swept from 0.3 up to 1.0. The resulting Normalized Root
Mean Square (NRMS) error of this fitting is 0.87 %. Notice that the figure also
shows a reasonably good fitting between the two procedures.

(a) (b)

Figure 3.11. Comparison between simulation and theoretical model results.

Now, the objective of modeling the circuit consists of obtaining an equation
representing the behaviour of VDD. This behaviour is expected to be obtained from
f1 of Equation (3.23). This equation can be transformed to:

VDD

f1(m(1), m(2), ∆n) = V0 = 3(η − 2)ηPVT

2(η2 − 3η + 3) (3.24)

57



3 – Virtual voltage reference using the discharge of a capacitor

Since all the dependency of VDD is contained inside the function f1. It is ex-
pected that when VDD varies, f1 follows it, leading to a constant ratio between these
two quantities. The ratio between VDD and f1 will be named V0, and it represents
a voltage that is independent of the VDD variations.

The value of V0 can be calculated using the parameters listed in Table 3.1. Then,
in this case:

V0 = 3(η − 2)ηPVT

2(η2 − 3η + 3) = 0.1418 V (3.25)

Figure 3.12 presents the results of the plot of the parameter V0 vs VDD. First,
notice that the values are very close to the value of V0 obtained in Equation (3.25).
Besides, it is also relevant to highlight that the best behaviour is obtained from
the yellow and orange curves. This means that it is favourable to have a large
difference between the two samples of the initial value. This result coincides with
the behaviour observed in Figure 3.5, where it is clear that using a wide separation
between the two initial points allows having a larger difference between two mea-
surements of ∆tdischarge for different VDD. Such a larger difference makes it easier
for the model to distinguish what is the actual VDD value.

Figure 3.12 allows defining also the line regulation of the parameter V0. This
measurement is relevant since it tells how accurate the assumption is that V0 is
constant with VDD. Thus, using Equation (2.1) with VDD that ranges from 0.65 V
to 1.2 V and using the nominal value as the one given by Equation (3.25) it is
possible to calculate the line regulation. The best case for the line regulation
corresponds to the case where m(1) = 0.85 and m(2) = 0.45:

LRtheoretical model = 2.26 %/V (3.26)

This result is very poor considering that a voltage reference’s usual line regula-
tion values are usually one order of magnitude lower.

Then, it is clear that the theoretical model does not offer a fitting that is ad-
equate for the requirements of a virtual voltage reference. This outcome implies
using different alternatives for modelling the circuit’s behaviour. One of those al-
ternatives consists in relying on MATLAB for elaborating the model between the
variables and then allowing to obtain a function of m(i), n(i) that follows VDD.

An important consideration regarding the combination of the values n(i) to be
used is that it is not only important to achieve some independence on the threshold
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Figure 3.12. V0 vs VDD for different m(1), m(2)

(Kthres), but it is also relevant to have some independence regarding the clock
frequency to be used in the TDC. Notice that the values of n(i) are found by
dividing the discharge time by the clock period:

n(i) = tdischarge
(i)

TCLK

= tdischarge
(i) · fCLK (3.27)

Then, in the potential case of having clock uncertainties due to jitter or similar
effects, this could drastically affect the behaviour of the virtual reference. Then, it
would be very convenient to perform the ratio between two measurements of the dis-
charge time since this could lead to the independence of the clock frequency (fCLK).

Considering that it is relevant to keep the independence with respect to both
Kthres and fCLK , a possible combination of the n(i) values that allows keeping such
independence could be:

ratio_deltas_n = n(1) − n(2)

n(1) − n(3) (3.28)

Notice that an additional measurement would be required. This means that
instead of two points, it is necessary to have three events of the discharge time for
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3 – Virtual voltage reference using the discharge of a capacitor

using such an equation. Then, in this case, the modelling task consists of finding
the function r that follows VDD, and that is a function of four variables:

r = f2(m(1), m(2), m(3), ratio_deltas_n) = 1
VDD

(3.29)

The fact that three variables are required constrains the possibilities regarding
the achievable models since MATLAB polynomial fitting allows a maximum of two
independent variables. Then, instead of using the polynomial fitting for the func-
tion of Equation (3.29), the Regression Learner from the Statistics and Machine
Learning Toolbox from MATLAB is used for achieving the fitting.

Using the Regression Learner allowed for testing different modelling approaches.
Table 3.2 summarizes the results obtained with the different machine learning re-
gressions that are available in the MATLAB toolbox. Notice that the best fitting
is provided by the Neural Network (NN). In this case, the NN is composed of two
layers, each of a size of ten elements, and the activation function corresponds to
Rectified Linear Unit (RLU).

Model R2

Linear Regression 0.09

Regression Tree
Fine 0.64

Medium 0.58
Coarse 0.51

Quadratic SVM 0.64
Neural Network 0.98

Table 3.2. Machine learning regression models results

However, even with the best case of the fitting, the result provided for the line
regulation is very poor:

LRNeural Network = 0.8 %/V (3.30)

The previous results show that relying on a more robust strategy is necessary to
compensate for the voltage variations. Besides, the large number of variables limits
the possibilities regarding the alternatives that can be used for modelling the circuit.

A possible solution for limiting the exploration space and the degree of complex-
ity of the model is to use the virtual voltage reference algorithm concept to model
the circuit. Recall from subsection 2.3.2 that the initial values, when the algorithm
is used, are proportional to the virtual reference value r. Then, using the principle
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given by the algorithm allows to set the initial values even in the modelling stage
of the circuit:

m(1) = ⌊k1 · r⌉
m(2) = ⌊k2 · r⌉
m(3) = ⌊k3 · r⌉

(3.31)

Then, instead of modelling the circuit in order to obtain r as a function of the ini-
tial values and discharge time measurements, i.e. r = f2(m(1), m(2), m(3), n(1), n(2), n(3)),
it is possible to abstract all the information on only two variables. As a result of
the iterative nature of the virtual voltage reference algorithm, r can be calculated
as:

r = f(r̂, y) (3.32)
Where r̂ corresponds to the value of r in the previous algorithm iteration, and

y corresponds to a function of the measured discharge times: n(1), n(2), n(3). This
abstraction enables the reduction of the space of independent variables and allows
to use MATLAB to perform the modelling of the function f based on polynomials
of high order (up to degree 5).

Recall that the supply voltage VDD is expected to vary on a range from 400 mV
up to 800 mV and the outcome of the circuit model is to provide a reference voltage
V0 = r · VDD = 1 V, theoretically, . Then, noticing that r is expected to vary as
1/VDD, the expected range of r, as a real number, goes from 1.25 up to 2.5. This
information is useful for building the simulation for the characterization of the cir-
cuit and also for setting the constraint of the values k1, k2 and k3 to be used in
Equation (3.31).

Considering that ki is a number between 0 and 1, that also represents a portion
of the voltage V0, there are two constraints that the values ki must accomplish:

1. From one side, the value ki must be within the reasonable voltage values that
the DAC can provide. Hence, the product ki · V0 must lead to a reasonable
voltage value. Then, the minimum VDD sets a constraint for the maximum
value of ki: VDDmin > ki · V0.

2. On the other hand, the minimum value of ki is limited by the threshold that
is used for measuring the discharge time of the circuit. Considering that Vthres

is expected to follow the value of VDD with a constant rate (Kthres) of 0.25.
Then, it is necessary to ensure that the DAC output is larger than Vthres even
when the threshold has its maximum value: ki · V0 > Vthres_max
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3 – Virtual voltage reference using the discharge of a capacitor

Combining both conditions for the values of ki results in the following:

VDDmin > ki · V0 > Vthresmax for i = 1,2,3 (3.33)
Given that V0 = 1 V, VDDmin = 400 mV and Vthresmax = VDDmax · Kthres =

200 mV. It is possible to obtain the ranges that the three values of k must meet:

0.4 > ki > 0.2 for i = 1,2,3 (3.34)
Previous simulation results have allowed showing that it is better to use values

of m(i) that are well separated from one another. Additionally, since the subtraction
is usually performed between n(1) and n(2); and n(1) and n(3), it is reasonable to
chose the value of k1 well separated from the other two (k2, k3). This reasoning
leads to the following values chosen for ki:

k1 =0.4
k2 =0.3
k3 =0.25

(3.35)

Notice that some margin is necessary from the minimum possible value since
measuring the discharge time when Vinitial is equal to Vthres is not possible.

These variables are then inserted into the Verilog-A model of the circuit that
contains the algorithm. More details of the Verilog-A implementation are given
in section 4.1. Then, parametric simulations are performed in the aforementioned
ranges of VDD and also r̂ (that corresponds to the expected range of r). The sim-
ulation results are then ported to MATLAB in order to perform the appropriate
modeling of the system.

Following the previously discussed ideas regarding which could be a good func-
tion for fitting the circuit’s behavior, the ratio of exponential functions is still chosen
as the function y. This function allows a lower error when fitting the simulation
results into an equation. Then, the y function used in this case is defined by:

y = exp
A

n(1) − n(2)

n(3) − 1 − 2
B

(3.36)

This function has been chosen since it best fits the r function. Notice that this
function is not entirely independent of the threshold nor the clock frequency since
it is not the ratio between the two samples’ differences. In any case, it still uses
the ratio and the difference between samples; thus, it is expected to gain some
independence with respect to those two parameters.

Since the number of variables is now reduced, it is possible to use the function
fit of MATLAB that could be used for fitting surfaces. A total of 20.000 points
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result from the parametric sweep of the circuit. Then, using MATLAB for fitting
these points into a surface, for this specific case, the type of fitting corresponds to
a polynomial of degrees three and five. Figure 3.13 depicts the 20.000 simulation
points obtained from the analog simulator and the surface that fits those points.

Figure 3.13. Fitted surface of the model that uses the virtual reference algorithm

For this surface, the polynomial uses 18 coefficients, and this polynomial is given
by the formula:

r = p00 + p10 · r̂ + p01 · y + p20 · r̂2 + p11 · r̂ · y + p02 · y2 + p30 · r̂3 + p21 · r̂2 · y+
+ p12 · r̂ · y2 + p03 · y3 + p31 · r̂3 · y + p22 · r̂2 · y2 + p13 · r̂ · y3 + p04 · y4+
+ p32 · r̂3 · y2 + p23 · r̂2 · y3 + p14 · r̂ · y4 + p05 · y5

(3.37)

The fitting has been performed for normalized values of the variables r̂ and y.
For r̂, the mean value corresponds to 1.875 and the standard deviation to 0.3623,
whereas for y, the mean is 950.5 and the standard deviation is 8.31. Besides, the
parameter values are summarised in table Table 3.3.

63



3 – Virtual voltage reference using the discharge of a capacitor

Parameter Value
p00 1.699
p10 0.299
p01 −0.420
p20 −3.413 × 10−3

p11 −59.568 × 10−3

p02 69.305 × 10−3

p30 0.217 × 10−3

p21 1.786 × 10−3

p12 4.525 × 10−3

p03 −20.910 × 10−3

p31 −0.129 × 10−3

p22 −0.386 × 10−3

p13 −0.660 × 10−3

p04 5.599 × 10−3

p32 0.161 × 10−3

p23 39.861 × 10−6

p14 −0.332 × 10−3

p05 −1.274 × 10−3

Table 3.3. Parameters of the polynomial used for fitting the surface

Then, an algorithm very similar to the algorithm presented in Figure 2.6 is used
in the analog simulator for obtaining the compensation with respect to the supply
voltage variation. In this case, the function used for setting the value of r at each
iteration corresponds to Equation (3.37), where y is obtained as in Equation (3.36).
Also, r̂ corresponds to the value of r in the previous iteration.

3.4.2 Temperature compensation of the circuit
After achieving the power supply independence of the voltage reference, it is also
relevant to study the possible ways of obtaining independence with respect to tem-
perature. Recall from Figure 2.2 that the usual approach for achieving temperature
independence is by combining two variables that have different behaviours with
temperature: a PTAT variable and a CTAT variable.

As a starting point, it is relevant to consider what is the temperature behaviour
of the model of the circuit that is proposed from the supply independence, i.e., the
result of the previous subsection. This analysis implies performing a circuit simu-
lation in some relevant temperature range. In this case the temperature is swept
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from 20 °C up to 100 °C. Lower temperatures were not considered since the model
does not adapt well to such temperatures and responds with a value of r outside
the expected range.

Figure 3.14 shows the results of assessing the temperature behaviour of the
virtual voltage reference. Notice that the voltage reference describes a CTAT be-
haviour.

20 30 40 50 60 70 80 90 100
temperature [/C]

0.5

1

1.5

2

2.5

3

3.5

4

r

Figure 3.14. Temperature behaviour of supply independent voltage reference

In order to achieve the temperature compensation, finding another function r
that has a PTAT behaviour is necessary. The purpose here is to combine them
and provide the weighting of such functions in order to obtain a temperature-
independent voltage reference.

In this case, the approach consisted of redefining the function y, which would
mean that a new fitting process has to be performed for the r as a function of r̂
and the new y. In order to avoid confusion with the function y of Equation (3.36),
the new function will be called yP T AT . The experience with the circuit and also
the temperature simulations discussed in subsection 3.1.2 (see Figure 3.8), suggest
that this behaviour can be achieved by using the ratio of the discharge times. This
lead to the following equation.
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3 – Virtual voltage reference using the discharge of a capacitor

yP T AT = exp
A

n(1) − n(2)

n(1) − n(3)

B
(3.38)

In contrast with Equation (3.36), notice that Equation (3.38) does include both
the difference between samples and also the ratio among them. Thus, this means
that yP T AT is expected to be less dependent from both Kthres and fCLK .

Parameter Value
p00 1.643
p10 0.317
p01 0.412
p20 0.3373×10−3

p11 90.312 × 10−3

p02 0.124
p30 −0.269 × 10−3

p21 9.894 × 10−3

p12 0.425 × 10−3

p03 0.819 × 10−3

p31 −5.039 × 10−3

p22 −0.145 × 10−3

p13 −6.402 × 10−3

p04 0.368 × 10−3

p32 4.329 × 10−3

p23 −1.641 × 10−3

p14 −7.819 × 10−3

p05 4.329 × 10−3

Table 3.4. Parameters of the new polynomial used for fitting the surface

Then, the fitting of r as a function of r̂ and yP T AT is performed using the
MATLAB fitting function. In this case, also a polynomial of degree three-five is
obtained. Hence, r is still described by Equation (3.37), but the values of the coef-
ficients are different. Table 3.4 describes the fitting parameters that correspond to
Equation (3.37).

Figure 3.15 shows the temperature behaviour of the virtual voltage reference
algorithm when the function y is replaced by yP T AT . Notice that the value of r
increases accordingly with the temperature, as expected. Unfortunately, the fitting
of r with r̂ and yP T AT is not as good as the fitting of r with r̂ and y. This means
that the performance with respect to the variation of VDD, i.e., the line regulation,
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will be more poor using this function.
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Figure 3.15. Temperature behaviour of voltage reference when using yP T AT

The final step for achieving temperature independence combines both equations
of r into a single value of the virtual reference that compensates with respect to
supply and temperature variations. During this step, it is crucial to correctly choose
the coefficients used for weighting each of the functions. The weighting process can
be represented using the following equation.

r = Γ · rP T AT + (1 − Γ) · rCT AT (3.39)

Where the coefficient Γ is used to resolve the mismatch between the PTAT and
the CTAT curves. Also, rCT AT corresponds to the solution of Figure 3.14 whereas
rP T AT is shown in Figure 3.15.

Finally, Figure 3.16 shows the flowchart used to implement the virtual voltage
reference. It is relevant to highlight that this version now uses three different initial
values instead of two.
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3 – Virtual voltage reference using the discharge of a capacitor

DAC ← m(1)

DAC ← m(2)

n(1) ← ADC 

n(2) ← ADC 

r = Γ · rPTAT + (1 - Γ) · rCTAT 

START

DAC ← m(3)

n(3) ← ADC 

rCTAT = f(^r, yCTAT)

rPTAT = f(^r, yPTAT)

| r - rold | < ε

r · VDD is invariant with
voltage and temperature

m(1)= ⌊k1· r⌉  

m(2)= ⌊k2· r⌉  

m(3)= ⌊k3· r⌉  

Y

N

Figure 3.16. Algorithm of the proposed virtual voltage reference
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The following chapter gives a detailed description of the algorithm’s implemen-
tation. Furthermore, the results obtained for the current virtual voltage reference
are discussed in chapter 5.
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Chapter 4

Implementation details of
the virtual reference
algorithm

Figure 4.1 presents the top-level circuit of the virtual voltage reference. This circuit
corresponds to the schematic representation in Virtuoso of the circuit depicted in
Figure 3.9. The ref_algorithm block corresponds to the algorithm’s Verilog-A
implementation and the circuit’s control sequence. Notice that this block is also
responsible for sampling the node Vdis. Besides, this block provides the excitation
for charging the capacitor. Then, both the DAC and the TDC are embedded within
the ref_algorithm block.

The capacitor and the discharge network are also shown in Figure 4.1, they are
both inside the discharge_network block. These correspond to the structures dis-
cussed in previous chapters that allow maximizing the circuit’s performance with
respect to voltage and temperature variations. More details regarding the transistor
implementation of the discharge network, along with the resulting layout, are given
in section 4.4. Finally, the voltage source V1, on the left of Figure 4.1, represents
the non-PVT-independent voltage supply of the circuit.

This chapter focuses on the details of the Verilog-A constructs used for modelling
the digital processor, the DAC, and the TDC inside the ref_algorithm block.
Besides, some possible implementations of suitable architectures for the DAC and
the TDC are discussed. Finally, the layout of the discharge network is presented
when using a 180-nm CMOS technology node.

71



4 – Implementation details of the virtual reference algorithm

Figure 4.1. Top level circuit of the virtual voltage reference

4.1 Modelling of the architecture for simulation
Appendix A contains the Verilog-A implementation of the module ref_algorithm.
This module receives the power supply and ground through the pins dd and ref,
respectively. The input adc_in is in charge of sampling the capacitor node. In
contrast, the node dac_out creates the voltages according to the digital word set
internally and also proportional to the supply voltage. Finally, the control signal
corresponds to the port ctrlB.

The following listing shows the definition of the module and the parameters
that can be set when instantiating the module. The constants k1, k2 and k3 are
set from lines 7 to 9 using the values presented in Equation (3.35), and also the
constant Kthres is set to 0.25 as discussed in the previous chapter. Another relevant
parameter is the relative error that sets the condition when the algorithm finishes
its execution. Also, the number of bits of the ADC and DAC are defined as pa-
rameters. These numbers are used for truncating the results when converted from
digital into analog signals.

A critical parameter is k_final, which is the value set at the DAC output when
the algorithm converges. Then, once the virtual voltage reference algorithm has
finished processing, the expected outcome is to have a voltage of 350 mV at the
DAC output.
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1 module ref_algorithm (dd , ref , adc_in , dac_out , close_sw );
2

3 // ...
4

5 parameter real r_hat = 1.5; // Initial r (first iteration )
6 parameter real thres = 0.25; // Discharge time threshold (

K_thres )
7 parameter real k1 = 0.4;
8 parameter real k2 = 0.3;
9 parameter real k3 = 0.25;

10 parameter real k_final = 0.35; // Final constant k that sets
the regulated voltage

11 parameter real relativeError_r = 0.01; // Relative error for
assessing the algorithm convergence

12 parameter integer Nbits_DAC = 14; // Number of bits of the DAC
(used for truncation )

13 parameter integer Nbits_ADC = 14; // Number of bits of the ADC
(used for truncation )

Before moving on with the details of the algorithm, it is relevant to highlight that
the same Verilog-A block was used for both the model extraction and the assess-
ment of the virtual voltage reference. For this reason, the parameter collect_mode
is used as a switch through the algorithm in order to disregard the finite DAC and
TDC resolution. Besides, the collect_mode is used as a flag to stop the algorithm
execution after the first iteration. This circuit description shows that the virtual
reference concept has been used both for the modelling and achieving a voltage and
temperature independent circuit, as discussed in subsection 3.4.1.

1 integer collect_mode = 0; // Collect_mode = 1 when
collecting data for modelling

Once all the relevant parameters and variables are defined, the analog section
of the circuit starts. The first part to be executed at the start of the simulation is
inside the initial construct, as shown in the following listing.

1 @( initial_step )
2 begin
3 s_Vdd = V(dd , ref);
4 r = r_hat; // Set the first iteration of r to

r_hat
5 m1 = ( collect_mode == 1) ? (k1*r) : ( $floor (k1*r*(2**

Nbits_DAC ))/(2** Nbits_DAC ));
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6 m2 = ( collect_mode == 1) ? (k2*r) : ( $floor (k2*r*(2**
Nbits_DAC ))/(2** Nbits_DAC ));

7 m3 = ( collect_mode == 1) ? (k3*r) : ( $floor (k3*r*(2**
Nbits_DAC ))/(2** Nbits_DAC ));

8 s_Vdac = s_Vdd*m1; // Assign the first DAC
9 s_ctrlB = 1; // Close switch at DAC output

10 end

The supply voltage is measured during this initial step, as shown in line 3.
Considering that the testbenches used for measuring the line regulation and the
temperature drift set a constant value of VDD through the transient simulation, it
is enough to measure the voltage once at the beginning of the simulation. Lines 4
to 6 show how the DAC’s limited resolution is modeled using the $floor function.
And this also shows how the initial value of r, which is r̂, is used for setting the
values of m(1), m(2) and m(3). Notice also that the collect_mode variable is used to
disable the truncation that models the DAC behaviour.

The variable s_Vdac represents the DAC voltage inside the Verilog-A model.
Then, line 8 of the previous listing shows that this variable is a portion of VDD.
Notice that in this case, the variable m(1) represents a value between 0 and 1, which
is the equivalent of stating that the digital word has been normalized with respect
to 2N . Furthermore, this listing also shows how the value of the control signal
(s_ctrlB) is set to a high value, which means that the capacitor at the output of
the DAC will charge up to the voltage s_Vdac.

Apart from the initial routine, the rest of the Verilog-A model consists of events
that get executed either at the zero crossing of a signal (through the cross method)
or at a specific time (using the timer construct). Following the order of the events,
the first event that gets executed corresponds to setting the DAC output to high
impedance and closing the switch of the discharge network. This action is performed
using the following statement:

1 /* First step */
2 @(timer( timeFirstOpenSwitch )) s_ctrlB = 0;

Some similar statements are used for setting the DAC output for the second and
third steps, as well as for setting the control signal for each step (see lines 132 to
162 in Appendix A). These statements show how the DAC is modelled inside the
ref_algorithm module.

Another important part of this circuit corresponds to the model of the TDC. For
modelling such behaviour, an if-else statement is executed when the following
cross event occurs:

1 @(cross(V(adc_in ,ref)-thres*Vdd , -1))
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This statement measures at each simulation step the voltage at the input adc_in
and then subtracts the quantity thres*Vdd from it. This command internally cre-
ates a new signal that triggers the event when there is a zero crossing in the negative
direction. Once the event is triggered, the value of the variable step is compared
with its three possible values:

1 if (step == 0) begin
2 n1_pre = $abstime - timeFirstOpenSwitch ;
3 n1 = ( collect_mode == 1) ? n1_pre : ( $floor ( n1_pre *(2**

Nbits_ADC ))/(2** Nbits_ADC ));
4 step = 1;
5 timeSecondCloseSwitch = ( $abstime > timeFirstOpenSwitch +

timeSetDacOutput ) ? ( $abstime + timeAfterThresholdCross )
: ( timeFirstOpenSwitch + timeSetDacOutput +

timeAfterThresholdCross ); // Make sure that the output
switch is closed ONLY after the DAC output is set

6 end
7 else if (step == 1)
8 // ...
9 else if (step == 2)

10 // ...
11 end

Notice that this variable has been initialized to 0. Hence, during the first step,
the current simulation time when the ADC input crosses the threshold ($abstime)
is subtracted by the time the discharge event starts. As shown before, the start
time of the discharge is stored in the variable timeFirstOpenSwitch. The trunca-
tion is also used for the TDC model, using the variable collect_mode as a switch.
Then, the variable n1 stores the discharge time measured for the first step.

During this process, the value of the step variable is increased, and the time
when the second closing of the switch occurs is set. The statement of line 5 ensures
that the switch is closed after the DAC output has been set to the next value.

The following listing shows the code snipped inside the step == 2 case. Since
this is the last step of each iteration, the value of r must be calculated here.

1 r_old = r;
2 r_old_norm = (r_old -1.873999999999996) /0.362580047183432;

// Set the previous 'r' to 'r_old ' to use the formula .
3

4 // Combine PTAT and CTAT
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5 y_CTAT = exp ((n1 -n2)/(n3 -1) - 2);
6 y_CTAT_norm = (y_CTAT -(0.132919955329098) )

/00.0007607323084131251;
7

8 r_CTAT = f1( y_CTAT_norm , r_old_norm ); // Full equation not
shown

9

10 y_PTAT = 100* exp ((n1 -n2)/(1*(n1 -n3)));
11 y_PTAT_norm = (y_PTAT -173.1305858952748) /4.818967756767401;
12

13 r_PTAT = f2( y_PTAT_norm , r_old_norm ); // Full equation not
shown

14 r = (5* r_PTAT + r_CTAT )/6;

The first part corresponds to the assignment of r̂ (in the script r_old) to the
current value of r. Then, this value is normalized in order to be used by the poly-
nomial model.

The fifth line of the listing presents the equation for calculating the variable
yCT AT using n1, n2 and n3. Notice that this formula corresponds to Equation (3.36).
Then, the polynomial is applied to find the value of rCT AT as in line 8. On the other
hand, lines 10-13 show the analogous process for obtaining the value of rP T AT , in
this case, using a different polynomial.

The equation shown in line 14 corresponds to the operation described in Equa-
tion (3.39). In this case, the value of Γ is set to 5/6. This value was obtained
from the comparison of the slopes of the PTAT and the CTAT behaviour (shown
in Figures 3.15 and 3.14).

The next listing shows the logic used to decide if convergence has been achieved.
In this case, the parameter relativeError is used for comparing with respect to
the relative difference between the previous and the current value of r (as depicted
in Figure 3.16). If the convergence has been achieved, the value of the DAC output
is set according to k_final (lines 2-3); otherwise, the values of m1, m2 and m3 are set
according to the current value of r (lines 7-11). Notice that when the convergence
has not been achieved, the step variable is set to its initial value.

1 if (abs(r_old - r)/r < relativeError ) begin
2 s_Vdac = s_Vdd* k_final *r; // Prepare DAC output to the

final value
3 s_convergence = 1; // Set the convergence flag
4 end
5 else begin
6 // Calculate the m values according to the new r
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7 m1 = ( collect_mode == 1) ? (k1*r) : ( $floor (k1*r*(2**
Nbits_DAC ))/(2** Nbits_DAC ));

8 m2 = ( collect_mode == 1) ? (k2*r) : ( $floor (k2*r*(2**
Nbits_DAC ))/(2** Nbits_DAC ));

9 m3 = ( collect_mode == 1) ? (k3*r) : ( $floor (k3*r*(2**
Nbits_DAC ))/(2** Nbits_DAC ));

10 s_Vdac = s_Vdd*m1; // Prepare DAC output to the
first value of the next iteration

11 step = 0; // Restart the step counter
12 end // convergence if

The last part of the Verilog-A model is in charge of converting the variables
s_Vdac and s_ctrlB into electrical variables that the analog simulator can use.
The following statements perform this process:

1 // Assign voltage outputs
2 V(ctrlB , ref) <+ transition ( s_ctrlB *s_Vdd , tdel , trise ,

tfall);
3 V( dac_out_inner , ref) <+ transition (s_Vdac , tdel , trise ,

tfall);
4

5 // Set the DAC output to the internal voltage or to high
impedance , depending on the control signal

6 if( s_ctrlB == 1)
7 V(dac_out , ref) <+ V( dac_out_inner , ref);
8 else
9 V(dac_out , ref) <+ (1e+15)*I(dac_out , ref);

Notice that the output dac_out could be set to the DAC output or to a high
impedance (Z = 1 × 1015 Ω), depending on the control signal. Besides, the values
of the delay and rising and fall time are set to very low values compared to the
other timing characteristics of the circuit. In this case, the three parameters are
set as 100 fs.

4.2 Implementation of the DAC and TDC
As highlighted in section 1.2, circuits nowadays rely on digital circuits to perform
operations traditionally done by analog circuits. The current section focuses on
showing that the principle of operation of the virtual voltage reference tailors this
trend, and it is possible to obtain a virtual voltage reference by using a majority of
digital circuits. subsection 4.2.1 focuses on the design of the DAC by using a digital
implementation. In parallel, subsection 4.2.2 describes a possible implementation
of a TDC corresponding to a circuit composed of digital components.
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4.2.1 Relaxation DAC
The Relaxation DAC [2, 37] (also known as ReDAC) corresponds to a possible
architecture used for converting digital words into the analog domain by relying
on digital components. The operating principle of the ReDAC is based on the be-
haviour of charging the capacitor in an RC network. In this case, the capacitor is
charged through a stream of rectangular pulses that are the output of the digital
circuit.

Figure 4.2 shows the principle of operation of the ReDAC through a block dia-
gram. This block diagram can be divided into two parts:

1. The digital blocks are located to the left: shift register, control unit, and
three-state buffer.

2. The RC filter that is used for creating the output analog voltage is connected
to the output of the three-state buffer.

Figure 4.2. Operating principle of the Relaxation DAC. Obtained from [2]

The waveforms on the bottom of Figure 4.2 permit to demonstrate the opera-
tion of the ReDAC. The N-bit digital word DATA IN is stored in a shift register.
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Then, at each clock cycle, the voltage Vo is set to either 0 or VDD according to the
current bit at the output of the shift register. These voltages are used to charge or
discharge the capacitor during the bitstream stage. Thus, the voltage accumulates
to a specific value according to the digital word. Finally, after N clock cycles, the
output node will be charged to DATA IN

2N · VDD, as it must occur in a digital-to-analog
converter.

The three-state buffer is used because, when the N clock cycles have finished, it
is necessary to drive the output node of the digital part towards high-impedance
in order to avoid discharging the capacitor through the buffer. Notice that this
behaviour and the fact that the ReDAC operation relies on the charging of a ca-
pacitor show that this implementation of a DAC is well suited as a digital-to-analog
interface for the virtual voltage reference circuit.

Another relevant aspect of the ReDAC is that the typical voltage ranges comply
with the ranges discussed in this document for the virtual voltage reference. For
instance, for the ReDAC design discussed in [22], the circuit operates correctly
using a 600 mV voltage supply; besides, it occupies an area of only 677 µm2 (in
40 nm technology). A deeper analysis regarding the requirements of the number of
bits is contained in section 4.3.

4.2.2 Time-to-Digital Converter
As in the case of the DAC, it is also possible to consider a fully-digital imple-
mentation of the time-to-digital converter (TDC). The purpose of this circuit is
to measure the time elapsed before the signal Vdis crosses a certain threshold, as
shown in Figure 3.1.

Figure 4.3 depicts a possible implementation of a TDC relying on digital compo-
nents. This circuit’s principle of operation consists of counting the number of clock
cycles before the threshold crossing event occurs. This behaviour is accomplished
by connecting the output of a comparator between Vdis and the threshold voltage
to the enable input of a digital counter.

Then, for this implementation of the TDC, it is possible to use an asymmetric
inverter (i.e., with a modified switching point) to compare the voltages Vdis and
the threshold voltage (Vthres). Recall from section 3.3 that the threshold voltage is
expected to follow the voltage supply VDD: Vthres = Kthres ·VDD. Then, it is enough
to adjust the ratio of the transistors in the inverter gate to set the threshold to the
correct value.

For this particular implementation of the virtual voltage reference, the value of
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Figure 4.3. Time-to-Digital Converter using a digital circuit.

Kthres is 0.25. Hence, it is necessary to size the PMOS transistor to a larger (W/L)
ratio than the standard inverter. The opposite occurs in the (W/L) ratio of the
NMOS transistor. Recall also that, due to the functions used for obtaining yCT AT

and yP T AT , the threshold errors should not drastically affect the output of the vir-
tual voltage reference. The same occurs with the errors in the clock frequency of
the TDC.

Another relevant characteristic of the TDC corresponds to choosing the counter’s
clock frequency. The criteria for choosing this parameter are related to the required
time resolution of the circuit. Section 4.3 uses the Verilog-A model to analyze the
required resolution of the circuit. This information then allows setting the clock
frequency and the number of bits required for the time-to-digital converter.

4.3 Analysis of number of bits
After discussing the possible architectures of circuits that serve as an interface be-
tween the analog and the digital domain, it is necessary to discuss the impact that
the resolution of such circuits could have on the voltage reference circuit. This
section discusses the circuit’s performance when using different resolutions for the
DAC and the TDC. Considering that one of the central figures of merit of the vir-
tual voltage reference corresponds to the line regulation, this figure of merit is used
for assessing the circuit behaviour for different resolutions.

As shown in the model of the architecture in section 4.1, the Verilog-A model
allows to consider the resolution of the DAC and the TDC by truncating the values
of m(i) and n(i), respectively. In the case of m(i), since they correspond to values
between 0 and 1, the truncation corresponds directly to the number of bits that are
required to well represent this number in a binary representation without affecting
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the behaviour of the circuit. On the other hand, for the values of n(i), in the model,
they correspond to time values measured in seconds; then, the resolution, in this
case, is interpreted in timing units. The result of the analysis of the TDC resolu-
tion will allow recognizing the maximum clock period that should be used for the
counter involved in the converter (see Figure 4.3).

Figure 4.4 shows the behavior of the curve of V0 vs. VDD when using differ-
ent resolutions for both the DAC and the TDC. Recall that V0 corresponds to the
product between r and VDD, and it is expected to be constant with respect to
VDD. Then, in the ideal case, the curves should not be affected by the variation of
VDD. In this case, Figure 4.4a corresponds to sweeping the DAC resolution from
12 bits up to 20 bits while setting the TDC to use a 16 µs clock. Instead, Figure
4.4b shows the same DAC resolution sweep when TDC uses a time resolution of 4 µs.
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(a) DAC resolution sweep with fCLK = 16 µs
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(b) DAC resolution sweep with fCLK = 4 µs

Figure 4.4. Line regulation for different DAC resolutions

Then, using these curves, the line regulation is calculated and summarised in
Table 4.1. As expected, the line regulation degrades when decreasing the resolu-
tion of the DAC. This effect is also evident in Figure 4.4. Besides, notice that the
difference between using a 16 bits DAC or a 20 bits DAC is not as relevant as the
difference between using a 16 µs clock or a clock that is four times faster. This
result suggests that the resolution of the TDC is more critical in this design.

Figure 4.5 shows the behaviour of the theoretical voltage V0 versus VDD for dif-
ferent resolutions of the TDC. When comparing these results with the results shown
in Figure 4.4 it is clear that the line regulation is affected by the time resolution
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DAC resolution Line regulation [%/V]
16 µs TDC resolution 4 µs TDC resolution

12 bits 2.65 2.38
14 bits 1.70 1.09
16 bits 1.68 1.01
18 bits 1.66 0.87
20 bits 1.60 0.80

Table 4.1. Line regulation for different number of bits of the DAC

more than by the DAC resolution.
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Figure 4.5. Line regulation for different TDC resolutions

Table 4.2 shows the line regulation results for the TDC resolution sweep. No-
tice that this sweep has the same step of the DAC resolution, i.e., at each step,
the resolution is four times less. Then, these results show quantitatively that it is
more relevant to choose the resolution of the TDC appropriately than it is for the
DAC. For this application, the time resolution chosen corresponds to 4 µs because it
corresponds to a good trade-off between the clock frequency and the line regulation.

Besides, the time resolution also sets the number of bits required for the counter
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TDC resolution Line regulation [%/V]
256 µs 17.13
64 µs 5.99
16 µs 1.7
4 µs 0.88
1 µs 0.73

Table 4.2. Line regulation for different TDC resolutions

of the TDC. The number of bits must be enough to count up to the maximum
possible discharge time, this can be expressed by the formula:

NbitsT DC = log2

3
tdischarge_max

TCLK

4
(4.1)

Replacing with the maximum discharge time corresponding to the low-temperature
characterization of the circuit allows us to find the number of bits required for the
TDC. In this case, the largest measured discharge time is close to 100 ms.

NbitsT DC = log2

A
100 ms

4 µs

B
= 15 bits (4.2)

In summary, the previous results allow choosing the resolution for the DAC and
the TDC. In this particular implementation of the virtual voltage reference, the
DAC is chosen to be a 14-bit DAC. At the same time, the TDC uses a clock with
a 250 kHz frequency and requires a 15 bits counter to cover the temperature range
that has been considered for this design.

4.4 Layout development
This section discusses the layout implementation of the discharge network. Recall
that the discharge network corresponds to the block on the right of Figure 4.1. A
detailed schematic representation of this block is shown in Figure 4.6. In this case,
the inverter cell corresponds to a standard cell that the silicon vendor provides.
Besides, the capacitor corresponds to a MOS capacitor that has been sized accord-
ingly to provide the required capacitance for the ReDAC output: 500 fF. Finally,
the discharge structure composed of five PMOS transistors in the 180 nm technol-
ogy node is also shown in this figure.

Notice that the switch controlling the discharge network is an NMOS transistor
with a (W/L) ratio large enough to allow the current to flow without creating a
significant voltage drop. Then, the inverter gate that controls this switch is sized
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according to the load. Thus, the standard cell that has been selected does not cor-
respond to the smallest inverter available from the vendor. Instead, this standard
cell provides a fanout that is double the smallest possible inverter cell.

Figure 4.6. Schematic of the discharge network of the virtual voltage reference

After choosing the appropriate cell inverter and sizing the switch correctly, it
is possible to perform the layout of the discharge network. Figure 4.7 shows the
finished layout that corresponds to the circuit of Figure 4.6. The blue block on the
left corresponds to the MOS capacitor created using ten fingers. The block high-
lighted in red corresponds to the inverter cell, whereas the elements highlighted in
green are the transistors used in the discharge network.
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Since each of the PMOS transistors has a different connection to the bulk, each
device requires a different n-well and a different connection to the well. This char-
acteristic does not allow the transistors to be abutted, as it could be the case if
they shared the same n-well. Besides, the minimum distance between the n-wells
connected to different nodes pushes towards a larger area of the layout. In the end,
the resulting layout corresponds to a rectangle of dimensions 21.1 µm × 22.2 µm.
This corresponds to an area of 468 µm2.

21.1 μm 

22.2 μm
 

Figure 4.7. Layout of the discharge network of the virtual voltage reference

85



86



Chapter 5

Results

In order to show in detail the resulting behaviour of the algorithm, Figure 5.1 de-
picts the transient simulation of the virtual voltage reference when using as initial
value r̂ = 2. Notice that, for all the values of VDD in the range from 400 mV to
800 mV, the final value of the DAC output (Vref ) corresponds to 350 mV.

The purpose of this figure is to show that the proposed virtual reference is inde-
pendent of the supply voltage. These results have been obtained using a parametric
transient simulation, with a simulation step of 500 ns. Recall that this simulation
also considers the limited resolution of the DAC and the TDC as discussed in sec-
tion 4.3.

Figure 5.1 also shows that it is enough to have two iterations of the algorithm
before it converges to a final value within a one percent range. Recall that the
threshold for setting the convergence is another parameter set by the Verilog-A
script. Besides, notice that this value is always reached after a few hundred mil-
liseconds. The final voltage value of Vref of the transient simulation allows for
defining the line regulation, as it is shown in the following.

Figure 5.2 shows the results of the variation of the output voltage of the al-
gorithm with respect to different values of VDD. Then, for each of the curves of
Figure 5.1, and also for different values of r̂, the final value of Vref is captured and
plotted into this new figure. As it can be observed, the output value is very close
to the expected final value that corresponds to the equation:

Vref = V0 · kfinal = 1 V · 0.35 = 350 mV (5.1)

Then, the results shown in the previous two figures allow us to obtain the line
regulation of the virtual voltage reference. This figure of merit is calculated using
Equation (2.1). In this case the nominal value of Vref corresponds to the value
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Figure 5.1. Transient simulation of the virtual voltage reference for
different VDD values.

calculated in Equation (5.1). Table 5.1 summarises the results of the line regulation
for the four different cases of the initial values r̂. Notice that the differences between
the distinct values chosen as initial points are not significant in this implementation
of the voltage reference.

r̂ Line Regulation
1.5 1.08 %/V
1.83 1.03 %/V
2.17 1.04 %/V
2.50 1.08 %/V

Table 5.1. Parameters of the polynomial used for fitting the surface

For comparison, the results of the CTAT voltage reference that has been pre-
sented in subsection 3.4.1 (Equation (3.37)) are also discussed here. Figure 5.3
presents the line regulation results for that implementation of the virtual voltage
reference. Notice that this implementation exhibits a better line regulation for the
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Figure 5.2. Regulated voltage versus VDD for different initial points of the algorithm

same sweep of the supply voltage. In fact, the line regulation in this case is below
0.1 %/V for all the different cases of the initial r̂.

However, the disadvantage of this version is that it does not compensate for the
temperature variations as the final version of the virtual voltage reference does.
Figure 5.4 depicts the temperature behaviour of the virtual voltage reference. This
figure also shows the CTAT (in blue) and PTAT (in red) behaviour, as in Fig-
ure 3.14 and Figure 3.15, respectively. Then, the green curve represents the final
temperature behaviour of the combined primitives. This voltage reference uses the
combination of the primitives proposed in Equation (3.39), with Γ = 5

6 .

Figure 5.4 was obtained for the case when VDD is set to 500 mV. Besides, this
figure allows finding the temperature coefficient of the final virtual voltage reference.
Using Equation (2.2), we obtain:

TC = 391 mV − 342 mV
80 °C · 350 mV · 106 = 1750 ppm/°C (5.2)

This result is much better than if we had considered only the CTAT part of
the virtual voltage reference. Then, these results show a clear trade-off between
the line regulation and the temperature coefficient of the virtual voltage reference.
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Figure 5.3. Regulated voltage versus VDD for different r̂ (CTAT voltage reference)

If the final design would consider only the CTAT reference, that provides a line
regulation below 0.1 %/V, then, the temperature coefficient would be very poor:
18320 ppm/°C. For this reason, the final selected design corresponds to the design
that compensates both for the temperature and the voltage supply variations.

Table 5.2 shows the comparison between different architectures of voltage refer-
ences. Both analog and digital virtual references are included in this table. Notice
that one of the main advantages of the virtual voltage reference that has been
implemented in this work is that the requirement for the voltage supply is very
low. The voltage supply could be as low as 600 mV while the voltage reference
could be able to provide a 350 mV voltage at the output. The limit of the 600 mV is
related to the minimum operating voltage of the ReDAC ([38]) and also of the TDC.

Furthermore, another advantage of the current implementation of the virtual
voltage reference corresponds to the significantly low area that is required for the
physical reference. This low area is a consequence of choosing small devices and
using a load that also fits the requirements of the ReDAC since the load capacitor
serves two purposes.
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Figure 5.4. Temperature behaviour of the virtual voltage reference

However, regarding the two main figures of merit (line regulation and tempera-
ture coefficient), this virtual voltage reference’s performance is poor compared with
current solutions. These results show that there is room for improvement in the
temperature compensation of this design of the virtual voltage reference.

Another relevant feature to verify for the voltage reference corresponds to the
independence of the regulated voltage on the threshold that is set for measuring
the discharge time. This parameter is known as Kthres, with a nominal value of
0.25. Then, in order to measure the dependence of the regulated voltage on Kthres,
this parameter is varied with a span of 20 %.

From the analysis performed in section 3.3, it is possible to recall that when the
primitive is composed of the difference between two timing samples, such primitive
is expected to be independent of the value of the threshold. Then, considering
that the virtual voltage reference is composed of the CTAT component given by
Equation (3.36) and the PTAT component given by Equation (3.38), the expected
results are that yP T AT is less dependent of Kthres. Consequently, rP T AT is expected
to be independent of Kthres, in contrast with rCT AT which is expected to vary more
with Kthres.
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[34]
Kuijk

[39]
Boo

[40]
Huang

[41]
Zhou

[42]
Crovetti

[35]
Crovetti This work

Published JSSC JSSC TCAS-I TCAS-I IET CDS TCAS-I N/A
Year 1973 2021 2022 2019 2007 2015 2022
Type Analog Analog Analog Analog Analog Digital Digital

Tech. [nm] 180 180 180 350 350 180 180
VREF [mV] 1210 1142 2141 1141 47 1000 350
LR [%/V] 0.05 N/A 0.015 0.175 1 0.02 1

DAC Res. [bits] N/A N/A N/A N/A N/A 16 14
ADC Res. [bits] N/A N/A N/A N/A N/A 16 15

T Range [°C] -40/125 -40/125 -25/125 -40/125 -40/110 -40/140 20/100
TC [ppm/°C] 30 4.3 1.2 1 30 7 1750

Min. VDD [mV] 1620 1600 3200 2000 850 900 600

Area [mm2] 0.0121 0.38 0.256 0.0396 0.0036 0.0006
1.02

0.00046 a

0.01405 b

a Measurement including the physical standard only
b Measurement including the physical standard and the ReDAC

Table 5.2. Comparison between different architectures of voltage references

Figure 5.5 shows the results of the simulation when the threshold of the dis-
charge time is varied while using the same virtual reference model. In this case,
the values of rP T AT , rCT AT and r are shown for a constant VDD of 500 mV. Notice
that these results confirm that the variation with Kthres is much larger when the
primitives are not composed only by the difference between two discharge times, as
it occurs for rP T AT .

The results of the variation of the variable r when considering a 20 % variation for
Kthres are summarised in Table 5.3. Fortunately, in this case the weighting constant
(Γ) in Equation (3.39) allows to have a final value of r that is less dependent of
Kthres. Consider that this variation could be worse considering that the variation
of rCT AT is large.

r̂ Variation with Kthres

r 0.38 %
rCT AT 2.23 %
rP T AT 0.04 %

Table 5.3. Variation of the virtual voltage reference value with Kthres
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Figure 5.5. Variation of the voltage reference with the discharge time threshold
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Appendix A

Verilog-A model of the
virtual reference algorithm

1 // Algorithm for creating initial values for the discharge of
the capacitor and also for measuring the discharge time

of the cell
2 // Author : Gabriel Romero
3 //
4 // The purpose of this block is to create the analog

voltages and then
5 // measure the discharge time of the capacitor
6

7 `include " constants .vams"
8 `include " disciplines .vams"
9

10 module ref_algorithm (dd , ref , adc_in , dac_out , ctrlB);
11 output dac_out ; electrical dac_out ; // DAC output of the

algorithm
12 input adc_in ; electrical adc_in ; // ADC (TDC) input to be

sampled
13 electrical dd; // Supply voltage input
14 electrical ref; // Ground node
15 electrical ctrlB; // Control signal for the

discharge network switch
16

17 electrical dac_out_inner ; // Internal signal that
stores the DAC output before the output stage (high -Z
control )

18

19 /* Parameters used for the analog construct 'transition ' */
20 parameter real trise = 0.1e -9;
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A – Verilog-A model of the virtual reference algorithm

21 parameter real tfall = 0.1e -9;
22 parameter real tdel = 0.1e -9;
23

24 /* Parameters used for the virtual reference algorithm */
25 parameter real r_hat = 1.5; // Initial r (first

iteration )
26 parameter real thres = 0.25; // Discharge time

threshold ( K_thres )
27 parameter real k1 = 0.4; // k1 constant
28 parameter real k2 = 0.3; // k2 constant
29 parameter real k3 = 0.25; // k3 constant
30 parameter real k_final = 0.35; // Final constant k

that sets the regulated voltage
31 parameter real relativeError = 0.01; // Relative error for

assessing the algorithm convergence
32 parameter integer Nbits_DAC = 20; // Number of bits of

the DAC (used for truncation )
33 parameter integer Nbits_ADC = 20; // Number of bits of

the ADC (used for truncation )
34

35 /* Auxiliary signals */
36 real s_Vdd , s_Vdac , s_ctrlB ; // Signals used internally for

measuring Vdd and setting the outputs
37 real s_convergence = 0; // Signal representing the

algorithm convergence
38 real m1 , m2 , m3; // Initial values of the DAC

output ( ranges btw. 0 and 1)
39 real n1 , n2 , n3; // Discharge times measured (

ADC)
40 real y, y_norm ; // 'y' variable of the

algorithm and its normalized version
41 real r_old , r_old_norm ; // Virtual reference variable '

r'
42 real r, r_PTAT , r_CTAT ; // Virtual reference variable '

r'
43 integer step = 0; // Counter for the algorithm

steps (0 -> Collecting n1; 1 -> Collecting n2; 2 ->
Collecting n3)

44 integer collect_mode = 0; // Collect_mode = 1 when
collecting data

45 integer iteration_counter = 0;// Alternative exit sequence
46

47 /* Signals for controlling the timing of the switches */
48 real timeOpenSwitch = 3e -3;
49 real timeSetDacOutput = 1e -3;
50 real timeAfterThresholdCross = 1e -3;
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A – Verilog-A model of the virtual reference algorithm

51 real timeFirstOpenSwitch = 2e -3;
52 real timeSecondOpenSwitch = 1e9;
53 real timeThirdOpenSwitch = 1e9;
54 real timeSecondCloseSwitch = 1e9;
55 real timeThirdCloseSwitch = 1e9;
56 real timeFourthCloseSwitch = 1e9;
57

58 real n1_pre , n2_pre , n3_pre ;
59

60 analog begin
61 // Initial iteration
62 @( initial_step )
63 begin
64 s_Vdd = V(dd , ref);
65 r = r_hat; // Set the first iteration of r to

r_hat
66 m1 = ( collect_mode == 1) ? (k1*r) : ( $floor (k1*r*(2**

Nbits_DAC ))/(2** Nbits_DAC ));
67 m2 = ( collect_mode == 1) ? (k2*r) : ( $floor (k2*r*(2**

Nbits_DAC ))/(2** Nbits_DAC ));
68 m3 = ( collect_mode == 1) ? (k3*r) : ( $floor (k3*r*(2**

Nbits_DAC ))/(2** Nbits_DAC ));
69 s_Vdac = s_Vdd*m1; // Assign the first DAC
70 s_ctrlB = 1; // Close switch at DAC output
71 end
72

73 // Obtain discharge time and control the iterations when
crossings occur

74 @(cross(V(adc_in ,ref)-thres*s_Vdd , -1))
75 begin
76 if (step == 0) begin
77 n1_pre = $abstime - timeFirstOpenSwitch ;
78 n1 = ( collect_mode == 1) ? n1_pre : ( $floor ( n1_pre *(2**

Nbits_ADC ))/(2** Nbits_ADC ));
79 step = 1;
80 timeSecondCloseSwitch = ( $abstime > timeFirstOpenSwitch

+ timeSetDacOutput ) ? ( $abstime +
timeAfterThresholdCross ) : ( timeFirstOpenSwitch +
timeSetDacOutput + timeAfterThresholdCross ); // Make
sure that the output switch is closed ONLY after the

DAC output is set
81 end
82 else if (step == 1) begin
83 n2_pre = $abstime - timeSecondOpenSwitch ;
84 n2 = ( collect_mode == 1) ? n2_pre : ( $floor ( n2_pre *(2**

Nbits_ADC ))/(2** Nbits_ADC ));
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A – Verilog-A model of the virtual reference algorithm

85 step = 2;
86 timeThirdCloseSwitch = ( $abstime > timeSecondOpenSwitch

+ timeSetDacOutput ) ? ( $abstime +
timeAfterThresholdCross ) : ( timeSecondOpenSwitch +
timeSetDacOutput + timeAfterThresholdCross ); // Make
sure that the output switch is closed ONLY after the

DAC output is set
87 end
88 else if (step == 2) begin
89 n3_pre = $abstime - timeThirdOpenSwitch ;
90 n3 = ( collect_mode == 1) ? n3_pre : ( $floor ( n3_pre *(2**

Nbits_ADC ))/(2** Nbits_ADC ));
91

92 r_old = r;
93 r_old_norm = (r_old -1.873999999999996)

/0.362580047183432; // Set the previous 'r' to '
r_old ' to use the formula .

94

95 y = exp ((n1 -n2)/(n3 -1) - 2);
96 y_norm = (y -(0.132919955329098) )

/00.0007607323084131251;
97
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A – Verilog-A model of the virtual reference algorithm

98 r_CTAT = (673755449305469* r_old_norm ) /2251799813685248
- (7571652985603477* y_norm ) /18014398509481984 -
(4365014933572403* r_old_norm **2* y_norm **2)
/9223372036854775808 + (1290239191088913* r_old_norm
**2* y_norm **3) /18446744073709551616 +
(6033762861234771* r_old_norm **3* y_norm **2)
/36893488147419103232 - (8594838985494325* r_old_norm
* y_norm ) /144115188075855872 + (1328628026108131*
r_old_norm * y_norm **2) /288230376151711744 +
(994169870894269* r_old_norm **2* y_norm )
/576460752303423488 - (2789138658474469* r_old_norm *
y_norm **3) /4611686018427387904 - (4734082878298817*
r_old_norm **3* y_norm ) /73786976294838206464 -
(3445847528079745* r_old_norm * y_norm **4)
/9223372036854775808 - (3567928347400101* r_old_norm
**4* y_norm ) /590295810358705651712 -
(1921756738470021* r_old_norm **2) /576460752303423488
+ (8057430154330161* r_old_norm **3)
/36893488147419103232 - (1230760004431959* r_old_norm
**4) /36893488147419103232 + (6530074602252195*
r_old_norm **5) /1180591620717411303424 +
(4996515669152669* y_norm **2) /72057594037927936 -
(755215517163547* y_norm **3) /36028797018963968 +
(3218847922929037* y_norm **4) /576460752303423488 -
(5790306723199905* y_norm **5) /4611686018427387904 +
7655721418912779/4503599627370496;

99

100 y = 100* exp ((n1 -n2)/(1*(n1 -n3)));
101 y_norm = (y -173.1305858952748) /4.818967756767401;
102
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A – Verilog-A model of the virtual reference algorithm

103 r_PTAT = (5715848509975757* r_old_norm )
/18014398509481984 + (7434881826675035* y_norm )
/18014398509481984 - (8385078747515265* r_old_norm
**2* y_norm **2) /576460752303423488 -
(3783891236640757* r_old_norm **2* y_norm **3)
/2305843009213693952 + (4991778148263825* r_old_norm
**3* y_norm **2) /1152921504606846976 +
(6507712449075073* r_old_norm * y_norm )
/72057594037927936 + (6125931868081057* r_old_norm *
y_norm **2) /144115188075855872 + (2851754763770505*
r_old_norm **2* y_norm ) /288230376151711744 -
(3690775709261481* r_old_norm * y_norm **3)
/576460752303423488 - (90782928644667* r_old_norm **3*
y_norm ) /18014398509481984 - (4507129231277491*
r_old_norm * y_norm **4) /576460752303423488 +
(6223262994699357* r_old_norm **2)
/18446744073709551616 - (1238737261791977* r_old_norm
**3) /4611686018427387904 + (8739078832649* y_norm **2)
/70368744177664 + (368991164045485* y_norm **3)
/4503599627370496 + (2658791938901859* y_norm **4)
/72057594037927936 + (155967684760767* y_norm **5)
/36028797018963968 +
7399787364939711/4503599627370496;

104

105 // Combine PTAT and CTAT
106 r = (5* r_PTAT + r_CTAT )/6;
107

108 // Check the condition for convergence
109 if ( collect_mode == 1 ) begin
110 s_convergence = 1;
111 end
112 else begin
113

114 if (abs(r_old - r)/r < relativeError ) begin
115 s_Vdac = s_Vdd* k_final *r; // Prepare DAC output to

the final value
116 s_convergence = 1; // Set the convergence

flag
117 end
118 else begin
119 // Calculate the m values according to the new r
120 m1 = ( collect_mode == 1) ? (k1*r) : ( $floor (k1*r

*(2** Nbits_DAC ))/(2** Nbits_DAC ));
121 m2 = ( collect_mode == 1) ? (k2*r) : ( $floor (k2*r

*(2** Nbits_DAC ))/(2** Nbits_DAC ));
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122 m3 = ( collect_mode == 1) ? (k3*r) : ( $floor (k3*r
*(2** Nbits_DAC ))/(2** Nbits_DAC ));

123 s_Vdac = s_Vdd*m1; // Prepare DAC output to
the first value of the next iteration

124 step = 0; // Restart the step
counter

125 end // convergence if
126 end // collect_mode if
127

128 timeFourthCloseSwitch = $abstime +
timeAfterThresholdCross ; // Set the fourth step flag

to check for the convergence flag. Necessary to
avoid setting the output and closing the switch in
the same instant ( convergency errors )

129 end
130 end
131

132 /* First step */
133 @(timer( timeFirstOpenSwitch )) s_ctrlB = 0;
134

135 @(timer( timeFirstOpenSwitch + timeSetDacOutput )) s_Vdac =
s_Vdd*m2; // Prepare DAC voltage for the next iteration

136

137 /* Second step */
138 @(timer( timeSecondCloseSwitch ))
139 begin
140 s_ctrlB = 1;
141 timeSecondOpenSwitch = $abstime + timeOpenSwitch ;
142 end
143

144 @(timer( timeSecondOpenSwitch )) s_ctrlB = 0;
145

146 @(timer( timeSecondOpenSwitch + timeSetDacOutput )) s_Vdac =
s_Vdd*m3; // Prepare DAC voltage for the next iteration

147

148 /* Third step */
149 @(timer( timeThirdCloseSwitch ))
150 begin
151 s_ctrlB = 1;
152 timeThirdOpenSwitch = $abstime + timeOpenSwitch ;
153 end
154

155 @(timer( timeThirdOpenSwitch )) s_ctrlB = 0;
156

157 /* Fourth (or first) step */
158 @(timer( timeFourthCloseSwitch ))
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A – Verilog-A model of the virtual reference algorithm

159 begin
160 s_ctrlB = 1;
161 if ( s_convergence == 0) timeFirstOpenSwitch = $abstime +

timeOpenSwitch ;
162 end
163

164 // Assign voltage outputs
165 V(ctrlB , ref) <+ transition ( s_ctrlB *s_Vdd , tdel , trise ,

tfall);
166 V( dac_out_inner , ref) <+ transition (s_Vdac , tdel , trise ,

tfall);
167

168 // Set the DAC output to the internal voltage or to high
impedance , depending on the control signal

169 if( s_ctrlB == 1)
170 V(dac_out , ref) <+ V( dac_out_inner , ref);
171 else
172 V(dac_out , ref) <+ (1e+15)*I(dac_out , ref);
173

174 end
175 endmodule
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