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Summary

Cloud computing has become very important nowadays for companies, and many
of them started offloading job computations instead of increasing the on-premise
capacity: the dispatch of those jobs is usually done manually by users, leaving them
the choice of the instance and provider to be used. The scope of this thesis is to
analyze possible improvements given by the introduction of machine learning in the
decision process: the idea was to create a new unit, independent from the scheduler
already implemented in the company, having the possibility to extend it to every
system deployed. The user is still the author of the choice because he/she is given
more information to improve the decision and is not bypassed.

The designed system consists of 2 internal predictors, so it assumes the name
of two-stage predictor. Each stage exploits machine learning, but instead of using
just one single algorithm, it uses several algorithms to achieve better performance:
each one is independently tuned with a set of hyperparameters, with the training on
available data as the following step. After the training phase, the best performing
algorithm is selected and used for that predictor, in a way that each predictor is
independent of the algorithm that is used. The system was tested on 2 projects,
considering the combination of two features: data augmentation and Continuous
Machine Learning (CML).

The analysis conducted shows two important and different outcomes, that are
different but bring to the same final considerations. The first one shows how the
system can be wrong if not constantly trained when new data is available, leading
to a higher cost with respect to the optimal solution. The second one shows that
the system, if well trained and updated, can follow the evolution over the time and
learn from data, leading to a potential saving of about 10%. Different results could
be obtained under different initial conditions.

As concluding remark, the introduction of machine learning to the job dispatch
problem can be effective and lead to optimal solutions only under some conditions.
The advantage is the total cost reduction if the current dispatching is not optimal
or validate the latter if there is no reduction. The drawback is that the system must
be kept updated to follow the evolution of data through time, otherwise, prediction
can become inaccurate and lead to much higher costs than expected: the conditions
are the number of data available and the application of CML.
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Chapter 1

Introduction

In the last years, cloud computing started to be used by users and companies to
improve their flexibility or their workflows. This paradigm became very important
in companies businesses, allowing access to top-notch hardware paid only for the
actual usage; these factors are relevant both for small companies and for bigger ones:
the first can access hardware avoiding upfront costs that could not be affordable,
while the second can increase the usage percentage by paying resource only when
allocated or needed, saving money on the long run.

Some companies use cloud computing for running HPC simulations, leveraging
cloud providers’ performance: users prepare models on their personal computers
(such as laptops for example), upload them to be run on the cloud and analyze the
results when ready, downloading, or working on them on a remote desktop deployed
in the cloud.

In order to manage the emerging needs of big companies, some open-source
projects and some products appeared on the market to help this kind of computa-
tion management: most of these products use several FIFO queues that are utilized
to schedule simulations on cloud providers’ instances. In this situation, the choice
is left to users and there is no entity between job submission and queue choice:
the scheduling is done simply by following the order of jobs submission without
considering simulations details or users’ needs (such as lower cost or lower running
time).

1.1 Objectives

The objective of this thesis is not to create a smart scheduler from scratch, but
to start from the ones already on the market and create a sort of standalone pre-
processing unit independent from the actual queue manager, to be integrated seam-
lessly with almost all systems, helping users decide which queue is the most suitable
for their needs and then proceed the usual way. This unit should be able to predict
the execution time of a simulation: it should exploit previous data to gain knowl-
edge and improve its skills continuously following step by step the evolution of the
simulation set.
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Figure 1.1: FIFO queues for job dispatching

The implementation of this prediction unit should use the cutting-edge tech-
nologies offered by the current level of technology: machine learning. This will
allow the model to learn on the job, with training on past data and on newer ones
when available.

1.2 Outline

e Chapter 2: introduction to cloud computing and deployment strategies
(public, private, hybrid, and multi), analyzing costs of instances used in the
following chapters.

e Chapter 3: introduction to the machine learning terminology, with a focus
on algorithms used in Chapter 7.

e Chapter 4: a brief description of the company, with a focus on its current
cloud infrastructure and queue manager used.

e Chapter 5: previous work related to a similar application field, using ma-
chine learning for cloud execution time prediction.

e Chapter 6: a high-level description of the system, focusing on its architecture
and functionalities.

e Chapter 7: system implementation and choices made to make it suitable for
HPC application.

e Chapter 8: results of the system, analysis of benefits and drawbacks, with
and without data augmentation and continuous machine learning.

9
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e Chapter 9: conclusions about the thesis work, with a brief discussion on the
possible improvements.

10



Chapter 2

Introduction to cloud computing

Cloud computing is the access, via the internet, to computing resources, data stor-
age, virtual or private servers, software platforms, etc., hosted in a remote data
center managed by a cloud provider. Cloud providers offer these resources with dif-
ferent billing options, to let users decide what is the best option to go for. Compared
to the traditional on-premise solution, this paradigm allows users and companies
to get powerful resources in a very short time, without waiting for hardware to be
bought and set up locally: this can help in saving time and money for the purchase,
installation, configuration, management and maintenance of an on-premise solution.
These considerations lead to agility and scalability of the cloud: companies that
need to scale up the performance of the system can simply add more instances and
pay for them, taking also advantage of cloud provider regions deploying resources
closer to the users to reduce latency [1].

Cloud computing is based on virtualized I'T infrastructure, which includes servers,
operating systems, networking, and so on: providers can offer dedicated hardware
to users or a portion of that using VMs to isolate users and avoid data leaks be-
tween them: for example, a single physical server can be divided in n VMs and each
of them sold to a different user. Virtualization allows cloud providers to maximize
the system resource usage, selling unused server capacity to other customers. Not
surprisingly, the virtualization approach has been adopted also by companies to
manage the on-premise infrastructure, so that the maximization approach can be
used there as well, avoiding waste of resources: this again improves the agility of
the system to adapt to resource utilization [1].

2.1 Public cloud

Public cloud is a type of cloud computing in which cloud providers offer computing
resources to users over the public internet: these resources can be free (free-tier) or
billed according to pay-per-use or monthly subscription models. Cloud providers
own, manage, and have all responsibilities for data centers and the deployed hard-
ware: users use resources, without worrying about malfunctions or service inter-
ruptions. Public cloud is a multi-tenant environment: this means that the cloud
provider’s data centers are shared by all public cloud customers. In the case of lead-
ing public cloud providers, Amazon Web Services (AWS), Google Cloud Platform

11
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(GCP), Microsoft Azure, and Oracle Cloud Infrastructure (OCI), those customers
can number in the millions. Many companies are moving portions of their comput-
ing infrastructure to the public cloud, getting agility and flexibility: this means the
possibility of scaling up and down following the company’s current needs, reducing
cost since customers pay only for what they use [1].

2.2 Private cloud

Private cloud is a cloud environment in which all resources are accessible by one
customer only. This solution combines the benefits of cloud computing (scalability,
flexibility, etc.) but keeps access control, security, and resource choice of the on-
premise solution. A private cloud solution is typically hosted on-premise in the
customer’s data center, but it can be hosted on a cloud provider infrastructure
or built on the rented infrastructure of an off-site data center. Many companies
choose private cloud over public cloud because is an easier way (or the only way) to
meet their regulatory compliance requirements. Other companies choose this model
because they have to deal with confidentiality, intellectual property, sensitive data,
etc. (e.g. GDPR in Europe). By building private cloud architecture according
to cloud-native principles, an organization gives itself the flexibility and agility to
off-load workloads to public cloud or run them in a hybrid cloud environment [1].

2.3 Hybrid cloud

Hybrid cloud is a combination of public and private cloud environments. This
solution connects the company’s private cloud and the public cloud services into
a single flexible infrastructure, in which there is a level of orchestration between
resources to use them seamlessly and move workloads between the two clouds. This
solution can be used to manage peak loads, using the private cloud capacity during
normal behavior and off-loading some computing resources only when needed [1].

2.4 Multi-cloud

Multi-cloud is the use of two or more clouds from two or more different cloud
providers, using resources from all based on needs and/or providers’ offers. This
solution can be integrated with the hybrid cloud, so it becomes a hybrid multi-
cloud, which uses two or more cloud providers and the private cloud infrastructure.
Multi-cloud solution helps the company to avoid vendor lock-in, so if a provider
drops a service it is possible to migrate to another provider and avoid business
interruption. Multi-cloud is managed through platforms created for this purpose,
providing visibility across multiple cloud providers with a central dashboard in
which it is possible to check which nodes and clusters are up and running, plus
other parameters [1].

12
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Figure 2.1: Hybrid multi-cloud example with 3 public clouds

2.5 Cloud costs

Cloud providers have different types of billing, depending on the instances’ usage
and their SLAs (Service Level Agreements): pay-per-use, preemptible, and reserved

2].

Pay-per-use Users are charged a quota directly related to their use of resources,
so based on the time usage; there is a minimum time interval equal to 1 minute,
after which the billing will be per-second based.

Cinstance — Pinstance * mm{l minUtea tallocation} (21)

Preemptible Users are charged the same way as the previous type, but in this
case, the instances can be preempted by the cloud provider if needed: the advantage
is a big discount on instance costs, and the disadvantage is that they can be used
only by workloads that can handle interruptions, such as batch processes.

Cinstance — (1 - A) * Pinstance * mln{]- minute, tallocation} (22)

where A is the discount applied on this billing method.

Reserved Users are charged for a period of time (that depends on their choices)
and they can have an upfront cost (total or partial), monthly billing, or a combi-
nation of the two. The total cost for the instance will be the sum of the monthly
billing, plus the upfront cost if present. Some providers can offer a discount if this
method is chosen.

Cinstance = Pmonthly #months + Pupfront (23)
13
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2.5.1 Virtual Machine (VM)

Cloud providers offer a set of instances based on the resources that they have: a
particular type of Virtual Machine is also called a VM shape. Usually, VM shapes
are provided with a fixed set of resources, but providers can offer options to get VM
more suitable for users’ needs, giving them the opportunity the choose the amount
of vCPUs and RAM: they are called flexible VMs.

Instance Size | vCPU | Memory (GiB)
cba.large 2 4
cba.xlarge 4 8
cba.2xlarge 8 16
cba.4xlarge 16 32
cba.8xlarge 32 64
cba.12xlarge 48 96
cba.l6xlarge 64 128
cba.24xlarge 96 192
cba.32xlarge 128 256
cba.48xlarge 192 384

Table 2.1: Example of AWS VM fixed shapes [3]

The total pay-per-use cost for a fixed shape VM can be computed by multiplying
the instance unit cost by the allocation time.

ey = pyar - min{ 1 minute, taocation } (2.4)

where py s is the unit price of the chosen VM instance. In the case of flexible VMs,
both vCPUs and RAM must be considered in the computation.

cvm = (pocpu - #VCPUS + pram - Sizegan) - min{l minute, taiocation}  (2.5)

where p,cpy is the unit cost of a virtual CPU (vCPU) and the praps is the unit
cost of the RAM.

2.5.2 Bare Metal (BM)

Bare Metal instances provide more performance because users can rely on hardware
instead of a virtualized environment: all instance resources (CPU, RAM, etc.)
belong to a single user. This solution can offer better performance in some cases,
so some providers offer this kind of instance. The price model is similar to VMs:
pay-per-use or reserved; in the first case, the cost can be computed by multiplying
the instance unit cost by the allocation time.

CBM = PBM * mzn{l minute, tallocation} (26>

14
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Instance Shape | OCPU | Memory (GB)
BM.Standard2.52 52 768
BM.Standard.E2.64 64 012
BM.Standard.E3.128 128 2048
BM.Optimized3.36 36 512

Table 2.2: Example of Oracle BM shapes [4]

15




Chapter 3

Introduction to machine learning

3.1 Regression algorithm

Regression analysis is a collection of statistical methods used in statistical modeling
to estimate the relationships between a dependent variable (commonly referred to
as the outcome or response variable, or a label in machine learning terminology)
and one or more independent variables (often called predictors or features). The
most frequent type of regression analysis is linear regression, in which the line (or
a more sophisticated linear combination) that best fits the data according to a
certain mathematical criterion is found. The method of ordinary least squares,
for example, computes the unique line (or hyperplane) that minimizes the sum of
squared differences between the true data and that line (or hyperplane) [5].

A regression algorithm’s output is a continuous value, which means that it will
provide a real number starting from one or more inputs. A model can be described
as a function, whose parameters are tuned during the training phase, analyzing
available data. Regression models involve the following components [5]:

e the unknown parameters, often denoted as a scalar or vector 3

e the independent variables, which are observed in data and are often denoted
as a vector X; (where i denotes a row of data)

e the dependent variable, which are observed in data and often denoted using
the scalar Y;

e the error terms, which are not directly observed in data and are often denoted
using the scalar e;

Most regression models propose that Yj; is a function of X; and 3, with e; repre-
senting an additive error term that may stand in for un-modeled determinants of
Y; or random statistical noise [5]:

Y= f(X;,8) + e (3.1)
16
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3.2 Machine Learning algorithms

The machine learning task of learning a function that maps an input to an output
based on example input-output pairs is known as supervised learning. It derives a
function from labeled training data, which consists of a set of training examples.
Each example in supervised learning is a pair consisting of an input object (usually
a vector) and the desired output value (also called the supervisory signal). A su-
pervised learning algorithm examines the training data and generates an inferred
function that can be used to map new examples: in an ideal scenario, the algo-
rithm will be able to accurately determine the class labels for unseen data; this
requires the learning algorithm to be able to generalize from the training data to
unseen situations in a reasonable way. The statistical quality of an algorithm is
measured through the so-called generalization error: a measure of how accurately
an algorithm is able to predict output values for previously unseen data [6].

3.2.1 Multi-Layer Perceptron (MLP)

A Multi-Layer Perceptron is a fully connected class of feedforward artificial neural
networks (ANN). An MLP is composed of at least three layers of nodes: the input
layer, one or more hidden layers, and the output layer. Each node of hidden and
output layers is a neuron that implements a non-linear function. The MLP uses
a supervised learning approach called backpropagation for the training phase. The
MLP and a linear regression differ because the former has multiple layers and non-
linear activation. It can distinguish data that is not linearly separable [7].

Input layer Hidden layer Output lay

Variable #1

Variable #2

Output

Variable #3

Variable #4

Figure 3.1: MLP network example with one hidden layer
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3.2.2 Support-Vector Machine (SVR)

Support Vector Machines (also support-vector networks) are supervised learning
models, in which learning algorithms analyze data for classification and regression
problems. Given a set of training examples, each one labeled with one of two
categories, an SVM training algorithm builds a model to assign new examples to
one category or to the other, making it a non-probabilistic binary linear classifier.
SVM maps training examples to points in space, to maximize the gap between the
two categories: new examples are mapped in the same space and predicted with a
label (that identifies a category) based on which side of the gap they fall. In addition
to linear classification, SVM can efficiently perform a non-linear classification using
what is called the kernel trick, implicitly mapping their inputs into high-dimensional
feature spaces [8].

3.2.3 Linear Support-Vector Machine (LSVR)

The Linear Support-Vector Machine works in the same way as an SVM, using a
linear kernel for training and predictions [§].

3.2.4 Random Forest (RF)

The Random Forest (or random decision forest) is an ensemble method for classifi-
cation, regression, and other tasks that consists in building a multitude of decision
trees during the training phase. Ensemble methods use multiple learning algorithms
to obtain better performance in the prediction than using any single constituent
algorithm alone. For the classification task, the output of a random forest is the
class selected by the majority of trees, while for the regression task it is the aver-
age prediction of every single tree. The advantage of random forests with respect
to decision trees is the trend of the latter to overfit over training data: generally
random forests outperform decision trees, but data characteristics can affect their
performance [9].

Random forests are frequently used as blackbor models in businesses, as they
generate reasonable predictions across a wide range of data while requiring little
configuration [9].

3.2.5 Decision Tree (DT)

Decision Tree is a supervised learning approach used in statistics, data mining, and
machine learning. A classification or regression decision tree is used as a predictive
model to draw conclusions about a set of observations. Decision trees where the
target value belongs to a discrete set of values are called classification trees: in these
trees, the leaves represent the class labels, while branches represent the conjunctions
of features that lead to the class label. Decision trees where the target value can
assume continuous values (usually real numbers) are called regression trees [10].

18
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Example

Tree-1 Tree-2 Tree-n
Value 1 Value 2 Value n
\ Average /

Final value

Figure 3.2: Random Forest example with n estimators

Decision trees are among the most popular machine learning algorithms given
their intelligibility and simplicity. In decision analysis, a decision tree can be used
to explicitly visualize decisions and decision-making. In data mining, a decision tree
describes data (but the resulting classification tree can be an input for decision-
making) [10].

X2 <500 X2 <130

Figure 3.3: Decision Tree example with two features

3.2.6 Linear Regression (LR)

Linear regression is a linear approach for modeling the relationship between a de-
pendent variable (the output) and one or more independent variables (the inputs).
The case of one independent variable is called simple linear regression; for more

19
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than one, it is called multiple linear regression. This term is distinct from mul-
tivariate linear regression, where multiple correlated dependent variables are pre-
dicted, rather than a single scalar variable. In linear regression, the relationships
are modeled using linear predictor functions whose unknown model parameters are
estimated from the data: these models are called linear models [11].

Linear regression models are often fitted using the least squares approach, but
they may also be fitted in other ways, such as by minimizing the lack of fit in
some other norm (as with least absolute deviations regression), or by minimizing a
penalized version of the least squares cost function as in ridge regression (L? - norm
penalty) and lasso (L' - norm penalty). Conversely, the least squares approach can
be used to fit models that are not linear models. Thus, although the terms least
squares and linear model are closely linked, they are not synonymous [11].

In linear regression, the model states that the dependent variable, y; is a linear
combination of the parameters (but need not be linear in the independent variables).
For example, in simple linear regression for modeling n data points there is one
independent variable: x;, and two parameters, By and ;. A straight line would be
described as follow [11]:

yi= 0o+ Pz +e, 1=1,...,n (3,2)

In multiple linear regression, there are several independent variables or functions
of independent variables [11].

Figure 3.4: Linear (left) vs Polynomial (right) Regression example

3.2.7 Polynomial Regression (PR)

Polynomial regression is a type of regression in which the relationship between the
independent variable x and the dependent variable y is modeled as an nth-degree
polynomial in z. Polynomial regression fits a nonlinear relationship between the
input x and the corresponding conditional mean of y, denoted as F(y|z). Although
polynomial regression fits a nonlinear model to the data, the estimation problem is
linear, which means that the regression function E(y|z) is linear in the unknown
parameters that are estimated from the data: polynomial regression is considered
to be a special case of multiple linear regression. It uses the same linear regression
of subsection 3.2.6, but before training the model, the input variables are scaled
from a linear domain to a polynomial one, creating inputs (power of one input or
multiplication between inputs) [12].

20
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For example, adding a term in z? to the formula 3.2 gives a parabola:
yi = Po+ bz + Boxi + &, i=1,...,n (3.3)

This is still linear regression, although the expression on the right hand side is
quadratic in the independent variable x;, it is linear in the parameters 3y, £1 and

Ba [12].

3.2.8 K-Nearest Neighbors (KN)

The K-Nearest Neighbors algorithm (k-NN) is a non-parametric supervised learning
method used for classification and regression. In both cases, the input consists of
the k closest training examples in a data set, while the output depends on whether
k-NN is used for classification or regression [13]:

e In classification, the output is a class label. An object is classified by a
plurality vote of its neighbors, with the object being assigned to the class
most common among its k nearest neighbors (k is a positive integer, typically
small). If £ = 1, then the object is simply assigned to the class of that single
nearest neighbor [13].

e In regression, the output is the property value for the object. This value is
the average of the values of k nearest neighbors [13].

k-NN is a type of classification where the function is only approximated locally
and all computation is deferred until function evaluation. Since this algorithm
relies on distance for classification, if the features represent different physical units
or come in vastly different scales then normalizing the training data can improve
its accuracy dramatically[13].

Both for classification and regression, a useful technique can be to assign weights
to the contributions of the neighbors, so that the nearer neighbors contribute more
to the average than the more distant ones. For example, a common weighting
scheme consists in giving each neighbor a weight of 1/d, where d is the distance to
the neighbor. The neighbors are taken from a set of objects for which the class (for
classification) or the object property value (for regression) is known. This can be
thought of as the training set for the algorithm, though no explicit training step is
required [13].

3.2.9 Mean Value (MV)

This is not a real regression algorithm, anyway the output is a continuous value.
This algorithm is composed of 5 different sub-algorithms: arithmetic mean, geo-
metric mean, harmonic mean, mode, and median.

Arithmetic mean The arithmetic mean is the sum of all values divided by the
count of them.

1 oty
nizl n

21



Introduction to machine learning

w1

w3

Figure 3.5: K-Nearest Neighbors example with 3 clusters [14]

Geometric mean The geometric mean is the n-th root of the product of all

values. )
(H xz> = Y1129 ... 2T, (3.5)
i=1

Harmonic mean The harmonic mean is the reciprocal of the arithmetic mean
of the reciprocals of all values.

n -1 — — _ -1
(18] = (Al o
n i1 n

Mode The mode is the value that appears most often in a set of data values [15].
Suppose a set @ = {x1, 21, 21, T2, x3}: the mode is the value z1, because is the one
with the highest frequency in the set.

Median The median is the value separating the higher half from the lower half
of a data sample [16].

Each sub-algorithm is used and then all performance results are compared, so
the best one is chosen as the resulting algorithm to be used for predictions.
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Chapter 4

HPC at PUNCH Torino S.p.A.

4.1 Company introduction

PUNCH Torino S.p.A. is the Core Company that allows the PUNCH Group to
lead the engineering of innovative propulsion systems and control solutions, based
on the unique combined expertise of developing, producing, and integrating proven
technologies, systems, and processes towards turnkey solutions [17].

The company utilizes a hybrid cloud infrastructure to run simulations used
in the development process of an engine, offloading simulations to different cloud
providers and retrieving the results once ready or working on them on remote
desktops deployed on the cloud.

4.2 Current infrastructure

The current infrastructure is a hybrid cloud, composed of computational nodes on-
premise alongside on-demand instances deployed on three cloud providers: Oracle,
Google, and Azure. The management of scheduling is demanded to a commercial
product developed by Altair (PBS Professional), introduced in the subsection 4.2.1:
the users prepare the input files for the simulations, upload them on the web inter-
face of the scheduler, choose which instances they would use, and the system will
dispatch the simulations on the correct queues to satisfy the requirements. Once
the simulations finish, the output data is moved from the instances’ temporary
storage to the warm storage of the cloud provider to which the instances belong.
The scheduler will continue the dispatching until queues are empty or the maximum
number of parallel instances has been reached and monitors when a new simulation
can be submitted to a cloud or on-premise instance.

4.2.1 Altair PBS Professional

Altair PBS Professional is an industry-leading workload manager and job sched-
uler for HPC and High-throughput Computing. PBS Professional is a fast, powerful
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Figure 4.1: Current infrastructure [18§]

workload manager designed to improve productivity, optimize utilization and effi-
ciency, and simplify administration for clusters, clouds, and supercomputers - from
the biggest HPC workloads to millions of small, high-throughput jobs. PBS Pro-
fessional automates job scheduling, management, monitoring, and reporting, and it
is the trusted solution for complex Top500 systems as well as smaller clusters [19].

On-Premise

Queue Scheduler
Manager

job
—

cloud nodes
—" non-cloud queue

On-Premise nodes

Cloud provider A

cloud nodes

Cloud provider B

Cloud provider D

i node {i node ! .. | node i

Figure 4.2: Simplified version of a queue manager [20]
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4.2.2 Cloud providers

The current infrastructure uses three cloud providers (Azure, Google, and Oracle),
plus the on-premise computational units. For each provider, an instance has been
identified to be used, in particular, the choice was made upon HPC instances,
that offer better performance for some types of computations, plus the InfiniBand
connectivity in some cases, to allow the possibility of scaling on more instances.

4.2.3 Instances

The instances chosen are provided by cloud providers for the same purpose: HPC
computing. These instances have some peculiarities with respect to standard ones
because they are optimized for HPC computations and some of them offer the
InfiniBand connectivity with the RDMA over it: Oracle and Azure are actually
offering this feature, while Google is not and this will lead to different uses for
different platforms because the scalability is affected. Table 4.1 reports the 3 types
of instances implemented in the current infrastructure.

Provider Instance #Cores RAM (GB)
Oracle BM.Optimized3.36 36 512
Google c2-standard-60 30 240
Azure HB120rs v3 120 448

Table 4.1: Chosen instances by the company

The Oracle instance is a Bare Metal because it offers slightly better performance
with respect to VM, and it is the only one that offers the InfiniBand connectivity, so
considering the possibility of scaling, it is the only one suitable for the infrastructure
[4]-

The Azure instance is quite different from the other 2 because it is a VM that
offers 120 cores, with the InfiniBand support and so it can scale as the Oracle one.
The cloud provider offers also smaller shapes, but they are based on this VM and
it is the same with just the other cores disabled and the same hourly price, so the
reference instance is this one, even if the system will use a smaller shape [21].

The Google instance is similar in the number of cores to the Oracle one: it
exposes 60 vCPUs with hyper-threading, but this functionality is disabled to get
some more performance using only the physical cores, resulting in a VM with 30
cores [22]. This instance does not offer the InfiniBand connectivity, so the scalability
is possible in theory, but in reality, the performance degrades with more than one
instance.

Given the details about instances on cloud providers, it is possible to see in
Table 4.2 the possible scenarios, composed of one or more instances, or even by a
fraction of it (like in the case of Azure).

The Google case considers also scalability, which will be considered later in the
thesis, and for this reason, it is reported here, but in reality, it should not be used.

25



HPC at PUNCH Torino S.p.A.

Provider Instance #Instances #Cores RAM (GB)
Oracle  BM.Optimized3.36 1 36 512
Oracle BM.Optimized3.36 2 72 1024
Oracle  BM.Optimized3.36 3 108 1536
Oracle BM.Optimized3.36 4 144 2048
Google c2-standard-60 1 30 240
Google c2-standard-60 2 60 480
Google ¢2-standard-60 3 90 720
Google c2-standard-60 4 120 960
Azure HB120rs v3 1 32 448
Azure HB120rs v3 1 64 448
Azure HB120rs v3 1 96 448
Azure HB120rs v3 1 120 448

Table 4.2: Instances used by the company

InfiniBand and RDMA

The use of RDMA is necessary to get the best performance out of more instances,
otherwise, the results will be just a slower and more expensive solution.

InfiniBand (IB) InfiniBand is a high-performance computing networking com-
munications technology with extremely high throughput and low latency. It is used
for data interconnection both among and within computers. InfiniBand is also uti-
lized as a direct or switched connectivity between servers and storage systems, and
also between the latter. It is scalable and has a switched fabric network topology
23].

RDMA Remote direct memory access (RDMA) is direct memory access from
one computer’s memory to that of another without involving either computer’s
operating system. This allows for high-throughput, and low-latency networking,
which is particularly beneficial in massively parallel computer clusters. RDMA
enables zero-copy networking by allowing the network adapter to move data from
the wire directly to application memory or from application memory directly to the
wire, removing the need for the operating system to copy data between application
memory and the data buffers. Such transfers do not require any effort from CPUs,
caches, or context switches, and they run in parallel with other system tasks: this
reduces latency in message transfer [24].
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Chapter 5

Related work

This thesis work started from the paper Predicting Workflow Task Ezecution Time
in the Cloud Using A Two-Stage Machine Learning Approach, in which authors
faced a similar problem: the goal was to apply machine learning to the cloud to
predict the run time of different tasks with different input data [25]. The abstract
of the paper is reported below.

Many techniques such as scheduling and resource provisioning rely on
performance prediction of workflow tasks for varying input data. How-
ever, such estimates are difficult to generate in the cloud. This paper
introduces a novel two-stage machine learning approach for predicting
workflow task execution times for varying input data in the cloud. In
order to achieve high accuracy predictions, our approach relies on pa-
rameters reflecting runtime information and two stages of predictions.
Empirical results for four real world workflow applications and several
commercial cloud providers demonstrate that our approach outperforms
existing prediction methods. In our experiments, our approach respec-
tively achieves a best-case and worst-case estimation error of 1.6 and
12.2 percent, while existing methods achieved errors beyond 20 percent
(for some cases even over 50 percent) in more than 75 percent of the
evaluated workflow tasks. In addition, we show that the models predicted
by our approach for a specific cloud can be ported with low effort to new
clouds with low errors by requiring only a small number of executions
[25].

5.1 Two-Stage Machine Learning Approach

The paper introduced a two-stage prediction approach, in which the desired out-
put derives from the concatenation of two prediction blocks. The considered input
parameters can be divided into two groups: pre-runtime and runtime parameters.
Pre-runtime parameters can be determined before a task is executed on the cloud;
they include the input of a task and the parameters that describe the virtualized
environment in which the task will be executed. Runtime parameters are deter-
mined by executing a task and they reflect the difference between tasks on different
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instances and cloud providers. The parameters considered in the paper are reported
in Table 5.1 [25].

Pre-Runtime Parameters Task input data Input parameters of task
Number of vCPUs,

VM types Memory capacity
uCPU CPU used time at user level
sCPU CPU used time at system level
Memory usage Memory used by task

Runtime Parameters Write operations Number of written blocks of task
Read operations Number of read blocks of task
File transfer Size of transferred files by task
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