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Abstract

The Rutor glacier is one of the most important glaciers in the north-west of Italy (Aosta
Valley). Due to both climate change related phenomena and to natural cycles it is melting
quite fast. Water coming from the melting of the main glacier tongue is converging through
a seasonal stream to a lake, located in the periglacial area . The temperature and the wa-
ter level of this seasonal lake has been measured during the summer period (20th July to
mid-September 2021) with a probe. The objective of the work is to create a model that
can estimate the temperature of the lake on the basis of the air temperature, the incoming
radiation, the wind speed and the relative humidity, measured in the different meteorolog-
ical stations located close to the lake area. A preliminary analysis on how air and water
temperature series are correlated results in a delay of the response of water temperature to
air temperature variation. The shift between the two series is higher in the morning and the
afternoon, when the most air temperature variation occurs. The model is based on an energy
balance equation: the variation in time of the water temperature depends on the thermal flux
between the lake water and the air temperature at the lake surface. In the total heat flux,
shortwave radiation and longwave radiation heat fluxes are considered, as well as sensible
and latent heat fluxes. The lake bed and the banks are assumed to be adiabatic. The obtained
equation allows for the evaluation of the temperature variation of the lake water at the hourly
time scale, due to the total thermal flux. The equation is solved by numerical integration,
resulting in a time series of water temperatures of the lake, starting from a known initial
condition. Results variability is investigated considering the contribution of single terms of
the energy balance and weighting all the parameters with respect to the real series. The con-
tribution of longwave and shortwave net heat fluxes are contributing more to the total heat
flux with respect to sensible and latent heat fluxes. Some temperature fluctuations, wider in
the estimated series than in the measured one, are anyway due to the less contributing terms
and to neglected fluxes. Even though the resulting series is not perfectly reproducing the
measured one, a realistic dynamics and a similar range of values is found. That means that
the energy balance approach can be a good one to estimate the water temperature of a water
body at this altitude, keeping in mind that further corrections are needed.



6 CONTENTS



1. Rutor glacier

Rutor glacier is located in Aosta Valley, north-west Italy, near the Italy-France border.
Rutor glacier is located in La Thuile valley, it is surrounded by mountains of height in the
range of 3000-3500 m asl. Its name comes from the highest mountain that is part of the
chain surrounding the glacier, Testa del Rutor (1346 m asl). From this glacier river Dora di
Verney is originated, which then flows into Dora Baltea. The glacier has a north-north west
exposition, and it develops between 2450 and 3440 m asl.

Figure 1.1: Rutor glacier (source ARPA Vda).

Rutor glacier is one of the largest glacier in the region, at the bottom of it there are many
small lakes. The biggest and most famous lake is Lago dei Seracchi, a marginal lake, located
in the valley just at the bottom of the glacier (Figure 1.2). After the maximum holocenic
expansion, around 1820, Rutor glacier started to decrease in size, and a relevant morenic
structure has been created in the area below the glacier [29]. Rutor glacier, as the other
glaciers in the Alpine region, is reducing its size, mainly due to climate change. Climate
change in this case concerns a series of phenomena that combined cause the loss of ice
thickness and thus the loss in the amount of water available in the glacier as natural water
reservoir. Val d’Aosta region is producing yearly a mass balance of this glacier, from 2005.
In Figure 1.3 it is represented the temporal series of the glacier mass balance from 2005 to
2019. In the recent years the situation is becoming more dramatic and, as it can be observed
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8 CHAPTER 1. RUTOR GLACIER

Figure 1.2: Rutor glacier and its valley [29].

Figure 1.3: Rutor mass balance 2005-2019 [1].

from Figure 1.3, the mass balance has almost always been negative. In 2013, 2014 and 2016
it was slightly positive but not in such a way to be very relevant to balance the cumulative
mass balance. Negative mass balance have been caused by high summer temperatures that
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enhanced ice melting, reduced winter precipitation not allowing for consistent accumula-
tion, or both the processes combined. To be noticed the 2018 and 2019 situation: although
the blue bar (accumulation) is high, the annual mass balance is negative, due to the very
high summer temperatures. A similar trend is found also for other glaciers in the same area
[1]. Thus, the effect of climate change is evident: monitoring, mitigation and adaptation
strategies and actions are needed.
As from the last ARPA VdA report (June 21st , 2022), in which the results about the assess-
ment of snow accumulation at the Rutor glacier and at the Timorion glacier, it is stated that
the snow accumulation at the Rutor glacier is higher with respect to the more internal part
of the region (Figure 1.4). This trend is probably due to its location close to France, that
allowed for an enhanced influence of Atlantic perturbations, increased by orographic effect
at the french border. The snow accumulation is 1077mm of snow water equivalent, a value

Figure 1.4: Historical series of snow accumulation 2005-2022 [2].

that ranks the 2021-2022 winter season as the sixth position ever for mass scarcity, with
values slightly lower than the mean of last years [2].

The history of Rutor glacier is populated by a series of important outbursts and glacier
floods, the last one occurred in 1933 [43] [3]. All the recorded glacier floods happened from
outbursts of proglacial lakes, due to front fluctuations.
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2. Proglacial lakes - Glacial environment

Proglacial lakes are increasing in areal extent and in number globally. This number
will continue increasing as glacier overdeepenings become ice-free and fill with meltwater.
Some of these lakes have been found to be linked to ice sheet destabilization and are thought
to have been a control on ice stream onset and dynamics, although these effects are still not
tested into numerical models [14].

Ice-marginal lakes interact with glaciers through a series of thermomechanical processes
(Figure 2.1). These processes are combined with climatic effects, and they can interact
with them via feedback mechanism. Temporary destabilisation of an ice-margin can cause
calving: drawdown of ice is caused and ice surfaces are steepened. A hydraulic connection
is established between a subglacial drainage system and lake water that reduces bed friction
and longitudinal stresses. Glacier flow speeds are expected to increase, with a bed friction
reduction. The result is a glacier thinning and a positive feedback is introduced: effective
pressure decreases, basal ice motion is enhanced and flow velocity is further enhanced [14].

Figure 2.1: Schematic of most important components of ice-marginal lake and glacier inter-
actions [14].

Ice-marginal lakes alter significantly the longitudinal stresses and the flow regime of a
glacier and that effect can propagate up-ice from the terminus. Remote sensing and field data
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analysis have both showed that the presence of ice-marginal lakes alters glacial thickness,
being considered a dynamic thinning mechanism. The positive feedback between glacier
mass loss and meltwater feeding, makes the water level fluctuating, often by tens of meters.
Dynamic water level is tough to consider and technically and computationally difficult to
achieve [14].

Ice-marginal lake water temperature dramatically affects subacqueous melt rate, but un-
fortunately it is rarely quantified. On a small (meters) scale, thermo-mechanical notch de-
velopment will be affected by lake water temperature. On a meso-scale, lake temperature
affects subglacial hydrology. On a macro scale, lake water temperature will affect the shape
of the floating underside of a glacier and potentially also affect the shape of the entire ter-
minal tongue.
Subglacial hydrology is affected by lake water temperature at all scales. Lakes can affect
local surface energy balance via an albedo effect, as well as a thermal heat capacity effect.
lake water temperature and air albedo influence local air movements, and lake water circu-
lation currents can be driven by valley winds. As a result, the local surface energy balance is
modified and the wind has the potential of enhancing thermal undercutting and calving: the
dimension of these phenomena is still unquantified, although it is reasonably proportional to
lake size. In addition, very large lakes can act as moisture source, increasing precipitation
locally on the ice sheet [14]. Thermal regime of proglacial lakes can be a good indicator
to assess the dynamics going on at the lower bound of a glacier, when associated to other
products as mass balance analysis, remote sensing and geomatics products, hydrological
analysis.

Aosta Valley is the region with the largest glacierized area of Italy. Like other high
mountain regions, it has shown a significant glacier retreat starting from the end of the ‘Lit-
tle Ice Age’ that is expected to continue in the future. As a direct consequence of glacier
shrinkage, glacier-bed overdeepenings become exposed, offering suitable geomorphological
conditions for glacier lakes formation. In such a densely populated and developed region,
risks connected to lakes may arise. One of the potential risks is due to outbursts and conse-
quent floods, the element at risk are the villeges located at the bottom of the valley and the
mountain infrastructures (ski infrastructures, alpinism equipment) in the area. Glacier lakes
formation also brings some opportunities: the economic exploitation of accumulated water
for hydropower production, tourism and water supply and the environmental relevance for
high mountain biodiversity and geodiversity [43].



3. Thermal regime - physical phenomena

Water temperature has both ecological and economic linkages, connected to fish life,
reproduction and species protection. It is related to many environmental and physical mech-
anisms, such as air temperature, elevation, weather, turbulence, climate. Air temperature is
one of the main drivers of water thermal regime in mountain streams. Elements that affect
more the thermal regime of rivers are [20]:

1. Air temperature. Atmospheric conditions are the main responsible of heat exchange
between air and water, occurring at the water surface, including phase changes. Mod-
els predicting water temperature of water bodies very often use the relation between
air temperature and water temperature, via heat fluxes estimation. However, the rela-
tion between air temperature and stream water can be problematic to be estimated, es-
pecially in mountainous, high elevation areas. In general, water warms up at a slower
rate with respect to air, because it has an higher heat capacity; thus, there can be an
over-prediction of stream water temperature, mainly due to stream-scale elements,
such as vegetation and groundwater/sediments contributions, which buffer high ele-
vation water bodies from rising air temperatures [26]. Different studies model the air-
water temperature relation with a simple linear regression, but enough attention has
to be spent in analysing the temporal and geographical resolution of each study. De-
partures from linearity have been noticed mainly at low and high temperatures, when
the near-exponential increase of near-water-surface vapour pressure enhances evapo-
ration and evaporative heat loss which imposes an upper bound change on stream and
river temperatures [44]. Radiative flux is for sure the most impacting environmental
driver for water temperature changes, but many other factors have to be accounted
for, and their influence on stream temperature has to be quantified. However, air tem-
perature trend is generally followed by water trend; when reducing the timescale, the
differences between the two trends enlarges [25].

2. Low flow. It has been observed that air temperature influences more markedly wa-
ter temperature when the flow is low. One of the causes is that, when flow is low,
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the depth of the water body is reduced too. Higher discharge leads to higher inertia
to air temperature [20]. Low flow and low thermal inertia of shallow water bodies
can increase the evapotranspiration phenomena, thus increasing in turn water temper-
ature [37]. Stream discharge is mainly due to the river hydraulics, and affects mostly
the heating capacity of the water body, and the cooling through mixing water from
different sources, including streambed heat exchanges [13].

3. Elevation and stream slope. Trials have been performed to classify rivers depending
on latitude and longitude, but no significant results have been found. The complexity
of thermal phenomena affecting river temperature variability was highlighted. To-
pography is an important factor because it influences atmospheric conditions and so
air temperature [13]. Higher elevation meteorological stations usually record lower
air temperatures. Therefore, water temperature is generally lower when elevation is
higher [20].

4. Land cover. It has been demonstrated many times already that timber harvesting
affects significantly river water temperature, especially in small streams, due to the
small thermal capacity of the low water volume. In addition, it has been demonstrated
that the daily variation is not only function of the stream dimension but it also depends
on seasonal fluctuations. Peak flows and snow melt can play an important role in the
overall temperature variability [13].

5. Hyporheic zone. The hyporheic zone also controls a river’s thermal dynamics. This
zone is the locus of complex exchanges (water, nutrients, organic matter, etc.) be-
tween groundwater and surface water. Hyporheic exchange influences spatial and
temporal stream temperature variability. Especially during the summer months, cooler
groundwater mixed with warmer mainstream water dampens water temperature rise
and decreases maximum water temperature. Numerous studies demonstrate that the
hyporheic zone plays an important role in mitigating water temperature rise [20].

6. Riverbed and groundwater heat exchanges. Rivers with shallow groundwater sig-
natures show higher proportions of warming with respect to other streams with deeper
water signatures, probably due to the buffering of this and other factors [25]. By
Caissie (2006), it is stated that river water temperature is close to groundwater tem-
perature near the source, then it increases down stream, in general. The increase in
temperature downstream is not linear and it is larger for small rivers with respect to
high discharge ones. It is notable that for small stream the temperature variability is
of the order of 0.6◦C km−1, while significantly lower for larger rivers (0.09◦C km−1)
[13].



4. Thermal regime under climate change

Climate change has been identified to be one of the main driver of river thermal regime
recently. Climate change is able to modify significantly the distribution of aquatic species,
as water temperature in some streams already reached the lethal limit for selected organ-
isms [13]. Under climate change temporal series of air and water temperatures have been
observed to increase their autocorrelation. The same behaviour has been observed on spatial
fields. Increased spatial autocorrelation and temporal variance result in more direct conse-
quences for ecological systems. This both spatial and temporal persistence of harsh con-
ditions (heat waves, droughts,..) can increase biological extinction risk and environmental
damage risks [16].

Making prediction on water temperatures and water bodies thermal regime is fundamen-
tal in a framework in which climate change will play a major role in the future [30]. The
temperature estimation is strongly linked to the ecology of the water stream, to the water
quality and to the river species population. Using a lake model forced by 21st century cli-
mate projections, Maberly et al. (2020) [30] found that 12%, 27% and 66% of lakes will
change to a lower latitude thermal region by 2080–2099 for low, medium and high green-
house gas concentration trajectories (Representative Concentration Pathways 2.6, 6.0 and
8.5) respectively. Thermal regions have been defined through a lake surface temperature
analysis, using satellite data, taking into account ice cover. The seasonal trend of the lake
has been estrapolated and classified; elevation has played an important role in the classifica-
tion [30]. The lakes in the dataset were typically large lakes, so that satellite data could be
used. The applicability of the resulting classification to small lakes makes some issues aris-
ing. Most part of lakes globally are smaller with respect the ones used for the classification.
It is known that lake area influences various components of the water heat budget, among
others the effects of atmospheric stability, wind speed, turbulent surface fluxes and the diel
cycle of surface temperature. To demonstrate the applicability of the model to smaller lakes,
local in situ data on seasonal surface temperature from several small lakes have been used.
The study concluded that the classification of thermal regions can be used for small lakes
too [30].
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Climate change will affect hydrologic and thermal regime of rivers, with consequences
both for the freshwater ecosystems and the human water usage [35]. The sensitivity in
thermal regime changes will be exacerbated by projected decrease in low flow, thus resulting
in a lower thermal capacity. Strongly seasonal rivers will experience further increase in
water temperature during low flow periods, mainly due to change in the atmospheric energy
input [42]. Most studies reveal a future increase in water temperature due to consistent
increase in air temperature. Increases are largely attributed to warming air temperatures,
but also to lower streamflow volumes which reduce thermal capacity. Some studies suggest
that up to 26% of the increases in high water temperature can be indirectly attributed to
low flow changes [42] [37]. Anticipated warming air temperatures, changing precipitation
patterns, and rising sea levels are expected to alter watershed hydrologic and biogeochemical
processes, with direct and cascading effects on water quality. Warming air temperatures have
been linked to intensification of the hydrological cycle (e.g., atmospheric water content and
changing precipitation patterns) and altered biogeochemical processes — key drivers of
water quality [37]. The risk of water quality degradation can be greater during extreme
high and low flow events. The main effect of climate change in the Alps is expected to
be the increasing in flow variability, including a greater proportion of annual precipitation
occurring in heavy events, and longer dry periods between events. In many watersheds,
longer summer dry periods, increases in air temperature and and in evapotranspiration are
expected to worse low flow conditions, concentrating pollutant inputs [37]. Uncertainty has
to be considered as well, since the location, the timing and the human influence can drive
in a different way the trend of changes. Concerning the Alps area, it has been studied that
the largest warming and cooling anomalies happened at human impacted sites and during
summer months [25].

Climate change impacts have been analysed as a factor that impacts on water thermal
regime: it remains a research issue due to the lack of data, both on the spatial and the
temporal scale. Projected changes in aquatic habitat due to climate change are mainly related
to air temperature, although changes in groundwater temperature are also expected. Climate
change will not only modify the river thermal regime but other river processes are also
expected to be significantly modified, which will impact on habitat creation and existence
and on fisheries resources [13].



5. Water temperature models

As reported by Caissie (2006) [13], water temperature models can be classified into three
main groups: deterministic, regression and stochastic models. Deterministic models predict
water temperature from an energy budget approach, while regression and stochastic models
instead employ mainly air temperature to predict river water temperature.

It has been observed that small streams warm up faster down stream, and an equilibrium
is reached as soon as average water temperature doesn’t differ much any more from average
air temperature.

5.1 Regression models

Among regression models, at weekly/monthly time scale linear regression models (Eq.
5.1) have been used in literature, with a certain level of reliability, since at this time scale
the water temperature is not generally autocorrelated within the time series.

Tw = aTa +b (5.1)

where:
Tw Water temperature [K]
Ta Air temperature [K]
a, b Linear regression coefficients [-], [K]
The point is, though, that when using simple regression models different relationships be-
tween air and water temperature can yield at different time scales. Studies have shown that
there is a general increase in slope and intercept in the regression line of water on air tem-
perature, as longer time scales are considered. The parameters of the regression line are also
function of the stream type (large impact of the streambed heat flux: groundwater domi-
nated streams tend to have less steep slopes with higher intercept, while non-groundwater
dominated streams have steeper slopes and intercept closer to the origin) [13].

17
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Multiple regression models instead of simple regression ones have been used as well to
predict river water temperature. Logistic regression models have been found in the literature
as well, used for the same purpose. In these more complex models, also discharge, time lag
data are used, in addition to air temperature. More complex regression models with respect
to linear regression have been used after the assumption that the relationship between air
and water temperature is not linear: for example it can be affected by different physical
phenomena such as evaporative cooling [13].

5.2 Stochastic models

More used if the time scale is larger, with for example daily time steps. Stochastic
models are simpler with respect to deterministic models, because they just require data about
air temperature as input parameter. Usually in stochastic models the long-term component
(annual cycle) and the short-term component are separated. The long-term component is
linked to seasonal cycles, and it is well represented with a Fourier series. Concerning the
short-term component, it can be modeled with Markov processes and/or the Box and Jenkins
method [8], considering both the autocorrelation within the water temperature time series
and the relation to air temperature series. Stochastic models can be considered a valuable
modelling technique for river water temperature at daily time step, especially when the only
available data are air temperature. In the literature stochastic models with good fitting (less
than 2◦C root mean square error) have been found [13].

5.3 Deterministic models

Deterministic models, as stochastic models, are more often used when the time step is at
the daily scale. Many data are needed: basically deterministic models use all the available
meteorological data to calculate the energy components. The objective of deterministic
models is to fit the total energy flux, previously calculated, to observed changes in water
temperature. First models in time used mainly the air/water interface heat flux, while more
recent models use streambed heat flux too. it has been noticed to be relevant to consider
both heat fluxes, especially when modelling data at hourly time scale [13].

Deterministic models, differently from stochastic and regression models, can predict
temperatures with a spatial dimension: they can both carried out at specific sites (0D) or with
some spatial dimensions. However the most common deterministic models are computed
in a 1D configuration, with the direction of the river set as the principal axis (water of the
river is assumed to be well mixed). Larger variability is expected in presence of tributaries,
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confluences with other rivers: in this case a site specific analysis with the three spatial
components is needed to better assess the mixing process and the eventual solute transport
[13].

5.4 Main modelling issues

When modelling the stream temperature, starting from the air temperature, a non linear
relation can be observed in general. The non linearity is enhanced at high and low temper-
atures. At high temperatures, evaporative cooling slows the warming of the stream water,
whereas at low air temperatures, air temperatures can dip well below the water temperature
freezing limit. If the analyses is limited to the summer, as many models do, the non linearity
is limited, since the problem of the heterogeneity of variance among temperatures in the
around zero interval is avoided [28].
Due to thermal inertia, stream temperatures don’t respond immediately to air temperature.
Including time lags in air temperature can improve the performance of the model, especially
at short time scales [28]. The effect of the lags increases with the depth of the stream and
with the stream flow.
The amount of data of stream temperature available worldwide is increasing, but still many
issues on their completeness are present. Missing data in many study regions, both for some
hours or for an entire year may be missing, can affect the model result, depending on how
the model is constructed. A linear model is less sensitive in general to missing data, while
non linear models can be dramatically affected as missing data can fail to shape the non
linear curve.
Spatial and temporal autocorrelation can cause estimation problems. When constructing a
model from a temporal or spatial series, the best condition would be to have all independent
data, but unfortunately, usually, is not so. For example, concerning stream temperatures,
spatial correlation can occur between temperatures measured upstream and down stream;
concerning temporal correlation, in the air temperature series, there can be correlation be-
tween one day and the day after [28].
Solar radiation is one of the key variables in such models. When setting an energy balance
in a point or over a certain surface, solar radiation at that point or surface needs to be eval-
uated. Solar radiation at the surface can be splitted into two main components, shortwave
and longwave solar radiation. To evaluate the direct contribution of shortwave radiation, the
amount of solar radiation recorded by the instruments is used. To evaluate the incoming
longwave radiation the relation is more complex. In an ideal blackbody infrared radiation
would follow Stefan-Boltzmann law, but in the real case many factors as cloud cover, atmo-
spheric scattering, light can influence the model.
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Finally, air temperatures are not the only important factors influencing stream water tem-
perature. It is important to include in models also environmental and landscape drivers.
Landscape drivers that can be included are: topography, riparian cover, stream depth. En-
vironmental drivers often include: stream flow, snow melt, groundwater contribution, hu-
midity. If the study site is small and the data can be considered compliant with the actual
situation, topography in general can be avoided to be inserted within the drivers of the model
[28].



6. Energy balance at the surface - heat
exchange

Concerning air temperature, heat exchange between air and water occurs at the water
surface. The exchange occurs through solar radiation, but also through sensible and latent
heat. When comparing energy components, net short wave radiation is the dominant one,
followed by long-wave radiation, and evaporative heat flux. Sensible heat flux is the smallest
component of the total energy flux, although it is not negligible. In general, it has been found
that the majority of the heat exchanged came from the air/water surface flux (82% of the total
heat flux [19]).
Concerning small streams and water bodies, mostly due to the massive presence of sheltering
and shading, there are still relevant uncertainties in quantifying the entity of each thermal
flux component. While for large streams it is fair to assume that the heat flux that dominates
the heat exchange is the one occurring at the water/air interface, due to the incoming solar
radiation and to the wind, for smaller streams instead, as the presence of vegetation becomes
more important, shading effect reduces significantly solar radiation and wind speed. As a
consequence, streambed heat flux gains importance with respect to the water-air heat flux
[13]. The total heat flux (in W/m2), comprehensive of all components that can produce an
exchange of heat between water and another element, can be expressed as [36]:

Htotal = Hsw +Hlw +Hs +Hl +Hb +Ha (6.1)

where:
Hsw Net shortwave radiation [W/m2]
Hlw Net longwave radiation [W/m2]
Hs Sensible heat flux [W/m2]
Hl Latent heat flux [W/m2]
Hb Fluxes to/from the river bed [W/m2]
Ha Heat fluxes due to groundwater and tributary inflows [W/m2]

21
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Every component of Eq. 8.9 is worth a more detailed discussion, that will be held in
the following. The complete scheme of the physical phenomena occurring in the analysed
situation is summarised in Figure 6.1.

Figure 6.1: Energy and hydrological exchanges determining stream temperature [17].

6.1 Shortwave radiative flux

As already mentioned above, the shortwave radiative flux is the main component of the
total energy budget. Shortwave refers to the light in the range of wavelength between 0.4µm
and 4.0µm. In general, concerning available data, solar radiation measurements are much
more scarce with respect to air temperature, precipitation and air humidity [36]. Since solar
radiation can vary with latitude, season and time of the day, it can be estimated via full radia-
tive models, and it is usually done in atmospheric and meteorological models. The amount
of shortwave radiation reaching the target location varies cloud cover and surface albedo,
making it more complex to reasonably estimate it. In addition, the fraction of shortwave
radiation that penetrates the water body depends on a number of factors, such as water color
and turbidity [17].

Short wave radiative flux accounts for the main component of the energy balance during
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summer months in glacial environment. Thus there can be a big error in the evaluation of this
component in the energy balance, leading to the need of a punctual evaluation. Shortwave
radiation flux is the controlling one for the glacier melting phenomenon: the summer period
matches with the ablation period for the glacier, albedo is low and the melting process is
ongoing. Remote sensing applications and Digital Elevation Model (DEM) have been used
by Olson et al. (2019) to model incoming shortwave irradiance, considering that slope and
aspect (combined) and topographic shading have the greatest impact on daily shortwave
irradiance. This study has been applied to a number of glaciers in Asia, in the Everest
region. It has been reported that the coarser the resolution of the model, the more acceptable
the bias on the shortwave incoming radiation. When the resolution of the model gets higher,
the bias increases considerably [34].

Incident shortwave radiation can be divided into three components:

• Direct beam irradiance

• Scattered diffuse irradiance

• Reflected irradiance

Different topography can either enhance or reduce the amount of incident solar radiation.
Slope and aspect, generally combined, can affect the direct beam irradiance: by changing
the solar zenith angle relative to a flat plane, a north facing slope will receive less radiation
with respect to a flat plane, whereas a south facing slope will receive more radiation.

In mountainous areas, slope and aspect are generally assumed to be the most relevant
factor in regulating the absorbed solar radiation at the surface. In steep alpine terrain, topo-
graphic shading can’t be neglected. Due to the high spatial and temporal variability of the
angle and of the topographic components throughout the day, the correct assessment of the
relative importance of each contribution can be challenging [33].

To get the net shortwave radiation contributing to the whole energy balance, the fraction
of reflected radiation with respect to the incident amount is needed. For the calculation of
this term, the albedo feedback is exploited.

6.2 Longwave radiative flux

Longwave radiation is defined at waves with wavelength larger than 4.0µm. Its flux can
vary affected by temperature and humidity at low latitudes. The law that describes such
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flux is the Stefan-Boltzmann law, in which it is stated that the energy radiated from a black
body surface is proportional to its temperature to the fourth power. In the case of a water
body, incoming longwave radiation component is estimated from air temperature (∝ T 4

a ).
Most largely used in models for computing the longwave radiative flux are semi-empirical
equations, in which air temperature, and sometimes also sky emissivity and cloud cover
are considered [36]. Air temperature data are usually available data from meteorological
stations, nearby the target. A more complex and challenging evaluation concerns sky emis-
sivity. Berger and Bathiebo (2003) [5] set up a simplified model for the directional sky
emissivity calculation, relying on the Bliss method. Sky radiation consist in a heat loss,
equivalent of that a black body, but cooler of about 30◦C than a black body at ambient
air temperature. The contribution of each atmospheric constituent to the absorption of the
infrared radiation can be summarised as:

• The absorption spectrum of the water vapor is composed by two parts: a discontinuous
absorption (lines) in the range 3− 50µm and a continuous absorption, overlapping of
the wings of the outside absorption lines

• A peak at 9.6µm due to ozone

• A wide band in the range 13− 17µm due to CO2 and other uniformly mixed gases

• A weak band at 7.6µm due to CH4

As first approximation, the clear sky condition is evaluated. A certain number of empirical
equation, starting from meteorological quantities that have been measured, such as air tem-
perature and humidity are reported [41]. Ouellet at al. (2012) reported in their review the
most common formulation for calculating the total clear-sky atmospheric emissivity (Eq.
6.2-6.6).

εm = 1−a1 exp
[
b1 (273−Ta)

2
]

(6.2)

εm = a2

(
e
Ta

)b

2
(6.3)

εm = a3 +b3e
1
2 (6.4)

εm = a41− exp
[
−e

(
Ta
b4

)]
(6.5)

εm = a5 +b5 exp
[

c5

Ta
σ (Ta)

4
]

(6.6)

where:
Ta Air temperature [K]
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σ Stefan-Boltzmann constant [W/m2K4]
The constants appearing in the above equations have been defined from the authors as [41]:
a1 = 0.261, b1 =−7.77×10−4

a2 = 1.24, b2 =
1
7

a3 = 0.605, b3 = 0.048
a4 = 1.08, b4 = 2016
a5 = 0.70, b5 = 5.95×10−5, c5 = 1500
The above equations can be solved with the available data of temperature at the target,
getting different estimations of teh clear sky emissivity. When computing the sky emissivity
using bulk equations 6.2 to 6.6, the values obtained are between 0.6 and 0.7. These values
are perfectly compliant with literature values.

These equations assume clear sky and standard conditions for the atmosphere. The sim-
plification consists essentially of assuming an isotropic source function in a stratified atmo-
sphere for which absorption coefficient and temperature are functions of elevation only. In
general it is not simple to retrieve radiation data, thus an empirical equation deduced from
the basic assumption of Stefan-Boltzmann law validity, so based only on ground tempera-
ture, can be a good solution to the problem [11].

During clear sky days the longwave downward radiative flux can be simply estimated by
applying teh stefan-Boltzmann law, and using the previously estimated and discussed sky
emissivity values. But it has to be considered that not all the days are without clouds. Clouds
are a very important factor for the Earth’s climate. Clouds are a key factor in regulating the
Earth’s radiative balance: both the planetary albedo and the surface fluxes depend to a cer-
tain extent on the cloud cover. clouds absorb longwave radiation emitted from the Earth and
emit them back downward. This trapping mechanism tends to warm up the Earth surface.
Therefore, the cloud cover must be taken into account when trying to set an equation for
Earth’s surface energy balance. The cloud forcing is a tough variable to be measured, and
comparison between satellite measures and GCM estimations highlighted often large differ-
ences [31].
Once calculated the total sky emissivity, longwave downward radiative flux has to be esti-
mated. The reported semi-empirical models from Ouellet et al. (2012) are all based on the
Stefan-Boltzmann law, what differs is how sky emissivity, temperature and eventually cloud
cover are combined together.

Hlwd = εmCb
σT 4

a (6.7)

where:
Ta Air temperature [K]
εm Sky emissivity [-]
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σ Stefan-Boltzmann constant [W/m2K4]
C Cloud cover (0-1) [-]
b Empirical coefficient [-]

Eq. 6.7 (from Brutsaert, 1993) is based on Stefan-Boltzmann law. Sky emissivity has
been evaluated as explained above from the ground temperature, including some empirical
coefficients. The cloud cover appears in the equation as it is one of the main drivers when
estimating the net longwave heat flux. If the cloud cover term is not considered, then the
formula could be reasonably applied only during clear sky days. Since clouds play a major
role in infrared radiation management in the atmosphere, it wouldn’t be consistent to neglect
the C term. Eq. 6.7 express the downward longwave flux [41].

The reflected part to get the net flux is particularly difficult to be estimated: it depends
on many atmospheric parameters such as the air particles content, that are not simple to be
parameterised. At the considered latitude, after Fresnel, it is reasonable to consider that the
reflected fraction of longwave radiation is about the 3-4% of the incident flux [36]. To be
compliant with the physical phenomena occurring at the lake surface, the upward longwave
flux can be estimated as the infrared radiation emitted from the lake at any time, given its
water temperature. Water emissivity can be considered to be εw = 0.99 [23]. Following the
Stefan-Boltzmann law, the emitted longwave radiation from the lake can be estimated as

Hlwu = εwσT 4
w (6.8)

where:
Tw Water temperature [K]
εw Water emissivity [-]
σ Stefan-Boltzmann constant [W/m2K4]
Once estimated both the upward and the downward contribution of longwave radiation, the
net longwave radiative flux (in W/m2) is estimated as

Hlw = Hlwd −Hlwu (6.9)

Water surface has an high emissivity in the thermal infrared band, that can explain why
such an high value for εw has been used. Of course the emissivity depends on water tem-
perature and on turbidity. The surrounding environment characteristics can’t be neglected,
since they are affecting water emissivity as well [6].
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6.3 Latent heat flux

Latent heat flux is the heat exchanged due to water evaporation. The evaporation flux is
a function of the saturated air and the air pressure coefficient, modulated by a wind velocity
function. The difficulty in parametrizing this significant heat component for the energy
balance, led to the numerous formulations present in the literature. The base equation for
calculating the latent heat flux is

He = ρaLeE (6.10)

where:
ρW Air density [Kg/m3]
Le Latent heat of vaporisation [kJ/Kg]
E Rate of evaporation [m3/s]
What differs among the formulations in the literature is how E is calculated. Most of the
models are based on Dalton’s law of partial pressures, thus computing the evaporation rate
using the actual vapor pressure and the saturation vapor pressure [17]. Ouellet et al. (2012)
reported some bulk equations for He calculation most widely found in the literature (Eq.
6.11-6.16).

He = 1.141
(

α

α −1

)(
γ

S+ γ

)(
(2.9+2.1V )(Es −Ea)

L

)
(6.11)

He =
S

0.85S+0.63γ

Qn −Qx

L
(6.12)

He = NmV (Es −Ea) (6.13)
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S
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Qn −Qx
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γ
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)
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He =

(
(2α −1)

(
S

S+ γ

Qn −Qx

L

))
−
(

γ

S+ γ
(0.26(1+0.86V (Es −Ea)))

)
(6.15)

He = α
S

S+ γ

Qn −Qx

Lρ
(6.16)

where:
Es Water vapor pressure [kPa]
Ea Air vapor pressure [kPa]
α Priestly-Taylor empirically derived constant [-]
S Slope of saturated vapor pressure [Pa/K]
γ Psychrometric constant [Pa/K]
V Wind velocity at 2m [m/s]
Qn Net radiation [W/m2]
Qx Change in heat stored in the water body [W/m2]
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L Latent heat of vaporisation [MJ/Kg]
Nm Mass transfer coefficient [-]
ρ Water density [Kg/m3]

Eq. 6.11 refers to the model equation for calculating the evaporative flux, set by De
Bruin, 1978. By combining the empirical model of Prestley and Taylor (1972) for evap-
oration of saturated surfaces and the Penman equation (evaporation from an open water
surface), evaporation equation for a shallow lake has been obtained. Wind velocity, Prestley-
Taylor constant, latent heat of vaporisation and air and water vapor pressure are present in
the equation. α can be assumed with a constant value of 1.26. Vapor pressures and wind
velocity have to be measured at 2m [9].
Eq. 6.12 has been set by combining the empirical model of Prestley and Taylor (1972) with
the observation data of a lake in the Netherlands, in the summer period. Form the compar-
ison between modeled data and observations, it has been found that α has a pronounced
seasonal variability [10].
Eq. 6.13 considers the mass transfer coefficient, the wind speed and the vapor pressures.
To properly evaluate Nm coefficient, the authors relied on the logarithmic wind law and a
law describing humidity variation with the form of a Pearson function, provided by Calder
(1949). Once selected the saturation vapor concentration, α and the lake depth, Nm can be
evaluated, according to Eq. 6.13 and thus the evaporative flux is obtained [21].
Eq. 6.14 has been obtained by comparing daily and periodic evaporation from different
surfaces, by Penman (1948). What the author did is to consider the energy balance over
the water surface and the sink strength to evaluate the total evaporative flux. The first ap-
proach is based on the energy components, and evaporation is regarded as one of the ways
of degrading incoming radiation; the second approach has an aerodynamic basis in which
evaporation is regarded as due to turbulent transport of vapour by a process of eddy diffusion
[39].
Eq. 6.15 is derived in the context of evapotranspiration. The concept of aridity, regarded
as absence of water for evapotranspiration, is opposite to the potential evapotranspiration.
Latent heat and the change in heat stored in the body water as well as air and water vapor
pressure are considered in such estimation [12]. Eq. 6.16 is related to the high variability
noticed in water evaporation from the lake is strictly linked to the daily variability in water
and air temperature. The effects of these changes are emphasized in the highly fluctuating
changes in the heat storage of the lake during daylight hours. Much of the energy utilized in
warming the lake is later released as evaporation during the night when the lake is cooling.
Evaporation from a surface over any time period can be expressed as a function of equilib-
rium evaporation. α is assumed to be in the range 0-1.26, but it can be considered almost
constant at 1.26 (α = 0 means that no evaporation occurs). Hence if α is known, variations
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in the evaporative flux can be calculated from a knowledge of temperature and available
energy [40].

6.4 Sensible heat flux

The magnitude of the sensible heat flux is generally lower with respect to radiative and
latent heat fluxes [13]. However, the contribution of sensible heat flux is not negligible,
acting as a heat sink during winter period and as a heat source in summer months. Most of
the reviewed energy models calculated the sensible heat component in a similar way, starting
from the Bowen theory (1926) [7]. This results in little discrepancies among the different
models from the literature, meaning that the model selection is generally driven by more
significant components of the energy balance [17].

The sensible heat flux is primarily influenced by temperature and pressure differences
that are modulated by the wind speed. As cited before, most of the formulation are built
after Bowen model (1926), thus contain the Bowen coefficient β . For sake of consistency,
the same wind function proposed by Brady (1969) for the latent heat flux has been used,
getting the formulation [36]:

Hc = 4.28β
(
19+0.95V 2) (6.17)

where the Bowen coefficient β (dimensionless) is defined as:

β =
Tw −Ta

Es −Ea

Patm

P0
(6.18)

where:
Tw Water temperature [K]
Ta Air temperature [K]
V Wind velocity at 2m [m/s]
Es Water vapor pressure [kPa]
Ea Air vapor pressure [kPa]
Patm Atmospheric pressure [kPa]
P0 Mean tropospheric pressure at sea level [kPa]

The vapor pressures are calculated with the Magnus-Tetens equations [36]:

Es = 610.78exp
[

17.26939Ta

Ta +273.29

]
(6.19)
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Ea =
RH
100

Es (6.20)

where:
Tw Water temperature [C◦]
Ta Air temperature [C◦]
RH Relative air humidity [%]

6.5 Fluxes to/from the river bed

The heat flux to and from the bed of the lake/river is an important contribution to the
overall heat flux. It accounts for around the 15% of the total heat flux. The heat exchange
occurs also at the streambed/water interface, although it has received less attention, espe-
cially on the modelling side. The main reasons of streambed heat flux is the geothermal
heating through conduction and of advective heat transfer through groundwater contribution
and hyporheic exchange. Intergravel water temperature have shown that rivers are usually
cooled down by groundwater in summer through stream bed heat fluxes, while in winter this
heat is released from the river. This heat exchange mechanism is very important in autumn,
for the significant thermal gradient resulting from the summer heating accumulated in the
ground [13]. The total exchange at the channel bed comprises:

• heat flux due to net bed radiation

• heat flux due to bed conduction

• heat flux due to convective heat transfers with bed

• heat flux due to advective heat transfers with bed

• heat storage within the bed.

The water column, in addition to the heat exchange that occurs at the air-water surface, can
exchange heat at the channel bed interface and can gain energy through friction at the bed
and banks interfaces [19]. In general all these contribution are not negligible, but given the
absence of data referring to the specific site of interest, this contribution has been neglected
within the total heat transfer equation.

6.6 Heat fluxes due to groundwater and tributary inflows

Fluxes from groundwater and tributary inflows are for sure not negligible. Given the
environment in which the site of interest is located, infiltration of water from the melting
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process is expected, as well as different inflow discharge from the runoff water from the
glacier melting. Due to the scarcity of data and to the strong seasonality of this contribution,
in this specific work such a contribution has been neglected.
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7. Data analysis

As first step, the availability of data has been checked. The multiparametric probe in-
stalled from the Politecnico equipe recorded some data on a side of the lake. The lake this
work is referring to is a marginal lake that forms seasonally due to increasing glacier melt-
ing, above Lago dei Seracchi (the blue dot in Figure 7.1 refers to the probe location). Figure
7.2 shows the probe position in the environment. A multiparametric probe has been im-

Figure 7.1: Rutor marginal lake and probe location. Source: Google Earth, Glacier Lab
PoliTo.

mersed in the lake, measuring water temperature, the level and some electric parameters,
directly related to the probe functioning.

33
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Figure 7.2: Photo representing the probe position and the lake and glacier environment
(Source: Glacier Lab PoliTo - Tamea S.).

7.1 Available data

7.1.1 Water temperature data

The period of time in which measurements have been performed goes from July, 20th

to September, 14th 2021. Figures 7.3 and 7.4 show the recorded data of the lake water
temperature and of the lake water level.
The mean, the median, and the variance of the two series has been calculated and the results
are reported in Table 7.1.

Variable Mean Median Variance
Water temperature

[◦C]
5.6 5.3 2.3

Water level [m] 0.611 0.613 0.022

Table 7.1: Parameters of measured data series.

7.1.2 Air temperature data

The idea of the model is to follow a deterministic approach, so that the air temperature
and the water temperature can be related through bulk equations representing physical phe-
nomena. Data about air temperature have been downloaded from the Portale of ARPA VdA
[4]. Many meteorological stations are present in the area, as shown in Figure 7.5. To be
consistent, in particular because the region is in a mountainous area, only 5 stations, nearer
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Figure 7.3: Recorded data of lake temperature.

Figure 7.4: Recorded data of water level.

to the target, with different elevation have been considered (numbered in Figure 7.5). Data
about air temperature in the chosen stations have been downloaded and analysed. Figure
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Figure 7.5: Map showing the meteorological stations in the area. The red circle locates the
target. Source [4].

7.6 shows the air temperature and Figure 7.7 shows the precipitation at the different stations
as function of time, in the considered period of year 2021. In Figure 7.6 it is visible how,
increasing the altitude of the station, the temperature variability increases. Stations at lower
elevation present higher air thermal excursion over the day and the night but more uniform
distribution of the temperature along the period. As the elevation increases, the tempera-
ture oscillations among days is more pronounced. The difference in temperature between
the maximum temperature reached during the day and the minimum one reached at night
is lowers; all those factors have to be considered when estimating the temperature at an
elevation that is higher than the ones covered by the meteorological stations.

Concerning precipitation amount, it can be observed from Figure 7.7 that, regardless
from the elevation, the station located at Valgrisenche - Menthieu recorded an higher amount
of rainfall in some of the occurred events, especially in the first part of the series. In Figure
7.7e it can be observed that the frequency of the rainfall events at this higher elevation station
is not much larger, but the total amount of rainfall that reached the ground any time was
on average larger that the other stations. This phenomenon can be due to the temperature
series. This observed trend can be commented as the fact that the elevation can affect very
much the weather, and in summer precipitation can occur as very local events; the intensity
of the precipitation has to be considered as well when trying to model water runoff and
thermal regime of water bodies. To sustain the thesis that the precipitation can vary very
much locally, especially in summer months, and that it is not the driving factor for the water
thermal regime estimation at the target, Figure 7.8 shows the water level of the small lake
together with the precipitation at La Grand Tete station.
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(a) Arviere Chamençon, 1238 masl. (b) La Thuile - Villaret, 1488 masl.

(c) La Thuile - Les Granges, 1637 masl. (d) Valgrisenche - Menthieu, 1839 masl.

(e) La Thuile - La Gran Tete, 2430 masl.

Figure 7.6: Air temperature at the different ARPA VdA stations.
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(a) Arviere Chamençon, 1238 masl. (b) La Thuile - Villaret, 1488 masl.

(c) La Thuile - Les Granges, 1637 masl. (d) Valgrisenche - Menthieu, 1839 masl.

(e) La Thuile - La Gran Tete, 2430 masl.

Figure 7.7: Precipitation at the different ARPA VdA stations.
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Figure 7.8: Lake water level with precipitation time series at La Thuile - La Grand Tete.

7.2 Temperature estimation

The next step is to estimate the air temperature at the target: having data from different
stations at different elevations, it is possible to estimate an hourly lapse rate. Lapse rate
is defined as the variation of the temperature with the height. In the Earth’s troposphere,
temperature declines with height, with an approximately linear behaviour

Γ =−∂T
∂ z

(7.1)

where:
Γ Lapse rate [◦C/m]
T Air temperature [◦C]
z Elevation [m]
Data from 2002 to 2021 have been used to estimate a mean hourly lapse rate, as linear
interpolation of the mean temperature with respect to the altitude as

T (z) = A · z+B (7.2)

where:
T Estimated temperature at a certain altitude [◦C]
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z Altitude [m]
A and B are the linear regression coefficient. Coefficient A represents the lapse rate and the
intercept represents the mean temperature at the sea level (z = 0m) [4].

All the available (2002-2021) hourly data concerning the considered period (July 21st

- September 13th) have been downloaded from the ARPA VdA portal. At first, a series of
hourly values has been obtained, by averaging the data over all the available years, for every
station. The obtained series has then been organised as a matrix where every column is a
day of the specified period, and every row is an hour from 1 to 24. As further step the matrix
has been averaged over the rows, so that a vector of 24 multi-day mean temperatures was
obtained, for every station. Finally, every value of the five obtained vectors has been linked
to its correspondent from the other stations and a linear regression relation has been estab-
lished. The slope of the linear regression line found hourly represents the hourly seasonal
lapse rate for the summer period in general. The variability over years have been tracked
and represented in Figure 7.9.

Figure 7.9: Calculated lapse rate and its variability.

As from the literature, typical values of lapse rate in the Alpine region, for the summer
months are in the range of 0.6−0.65◦C/100m. Rolland (2003), analysing the Alpine region,
found an evident seasonal trend in the lapse rates, being the values higher in summer and
lower in winter [38]. Looking at Figure 7.9, it can be noticed that the found values are
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compliant with the one found by Rolland (2003). Night values are expected to be slightly
lower, due to the behaviour of the atmospheric boundary layer. To be noticed, in addition,
the wide variability of the hourly lapse rate. The wide variability is consistent with the
literature [38] [18]. Once got the lapse rate, the altitude of the target is needed for the
temperature estimation. The estimation of the altitude of the lake has been done using the
exact coordinates of the probe, georeferenced coordinates.

In Figure it is represented the altitude of the lake that has been measured during the
measuring campaign. The altitude of the lake is 2504 m asl.

To estimate the temperature at the lake location, the temperature of every station, at any
hour for the all analysed period, has been corrected, according to the calculated hourly lapse
rate. The temperature difference with respect to the target elevation has been calculated for
every station at any time in the series. Once the temperature corrections at all the five stations
have been evaluated, the average of the results, at any time of the series, is computed. The
average temperature is assumed to be a new estimation of the air temperature at the lake
elevation. Doing such a reasoning means correcting every value of the temperature series,
at any station, by a constant value, that depends on the difference in elevation between the
considered station and the target elevation. In general, a constant correction can be applied
at the mean temperature series among all the considered station, by multiplying the hourly
lapse rate by the difference between the mean elevation of the stations and the lake elevation:

T (zlake) = Γ(zlake − z)+T (7.3)

where:
zlake Lake elevation [m]
z Mean station elevation [m]
T Mean station temperature [◦C]

In Figure 7.10 it is shown the hourly correction applied to the mean temperature series.
The correction is negative because the lake elevation is higher with respect to the stations
mean elevation, thus the estimated temperature at the lake is expected to be lower than
the mean temperature of the stations. In Figure 7.11 the estimated temperatures with the
above cited correction method and the temperatures recorded at La Grand Tete station are
represented. From Figure 7.11 it is consistent that the temperature is in general similar or a
bit lower than the one measured at the station, since the target location is an higher elevation
with respect to La Grand Tete station.

To check the consistency of the method, also the temperature at each station, starting



42 CHAPTER 7. DATA ANALYSIS

Figure 7.10: Hourly temperature correction applied to the mean temperature over the 5
available stations.

Figure 7.11: Temperature calculated with corrections at the lake and temperature measure
at La Grand Tete station.
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from the temperature recorded at the other available stations has been calculated. In Figure
7.12, the temperature estimated at La Gran Tete station is represented, together with the
recorded series at that station. It can be observed that in general the trend and the amplitude
of the peaks is respected. Some more differences are shown in correspondence to rainy days,
where humidity plays a big role in affecting air temperature.

Figure 7.12: Temperature calculated with corrections and temperature measure at La Grand
Tete station.

One of the main problem can be that air temperature changes do not only depend on
elevation. Geographic and topographic variables play a fundamental role in air temperature
estimation. Observed near surface lapse rate can can be affected by topography, and other
atmospheric parameters such as air humidity, wind speed and wind direction, cloud cover,
and radiative conditions [32]. In addition, large variability has been found when considering
either the maximum or the minimum or the mean temperature. High seasonal variability has
been noticed [18].

7.3 Pressure estimation

To estimate more data and have a more complete set of characteristics in time of the ob-
served target, also the time of the atmospheric pressure have to be estimated. An hydrostatic
balance can be constructed as simple assumption of the atmosphere equilibrium of forces.
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The vertical forces acting in the atmosphere are gravity and the pressure gradient. Gravity
force pulls the air molecules toward the center of the planet, while the pressure gradient is
opposite, pushing molecules towards the outer atmosphere. If the forces are considered to
be in balance, the Equation 7.4 of hydrostatic balance per unit mass can be assumed to hold:

g =− 1
ρ

d p
dz

(7.4)

For sake of simplicity, ideal gas equation can be assumed to hold in this case (Equation 7.5,
where R is the ideal gas constant).

p = ρRT (7.5)

Substituting Eq. 7.5 into Eq. 7.4, with some rearrangements one gets

d p
p

=−dz
H

where H =
RT
g

(7.6)

where H is referred as to scale height. If the atmosphere is assumed to be isothermal, the
pressure at any height z can be retrieved from the integration of Equation 7.6 as

p(z) = pse−
z
H (7.7)

where ps is the atmospheric pressure at the sea level.
From Equation 7.7, for an isothermal atmosphere, the pressure decreases by e−1 every scale
height. The scale height for the mean temperature of the Earth’s atmosphere is 47.6 km [23].
Taking this as a good theoretical assumption, an empirical scale height has been estimated
and compared to it. Data have been downloaded from the ARPA VdA website [4], consid-
ering 9 stations around the target, with different elevation, for 17 years long (2005-2021).
Using an analogous reasoning to the one for lapse rate calculation, the hourly scale height
that can be applied for the whole period of the series has been evaluated. The natural loga-
rithm of the pressure series have been interpolated as linear in height, to get the hourly scale
height:

ln
p(z)
ps

=− z
H

→ ln p(z) =− 1
H

z+ ln ps (7.8)

Thus, a linear relation is established between the natural logarithm of the pressure and the
height at which it is measured. The slope of the line is the scale height. In this way an anal-
ogous estimation process to the lapse rate in the previous section is justified. In Figure 7.13
it is represented the result of the interpolation. As for the lapse rate used for the temperature
estimation, the correction to be applied hourly to the mean pressure, to get the atmospheric
pressure at the lake has been evaluated. Figure 7.14 shows the result to be applied as correc-
tion to the mean pressure to the the target pressure. Once got the empirical scale height, the
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Figure 7.13: Hourly scale height series.

Figure 7.14: Hourly correction to be applied to the mean atmospheric pressure.

pressure at the altitude of the target has been estimated, and compared with the constant es-
timation from the theoretical scale height (H = 7.6km). Figure 7.15 shows the result. What
can be observed from Figure 7.15, is that, in general, the pressure is higher in the empirical
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Figure 7.15: Hourly atmospheric pressure, empirical and theoretical estimation.

estimation with respect to the theoretical estimation and the rate of variability is not wide.
The difference between the two estimations can be mainly due to changing weather and to
the orography/topography of the site.

7.4 Lake and air temperature correlation

When performing statistical data analysis, it is worth verifying the eventual link between
the involved series. The two series that have to be compared are the lake water temperature
series and the air temperature, estimated at the height of the target. As a first statistical
analysis of the data the cross-correlation of the residuals of the two series is plotted in
Figure 7.16. Then, autocorrelation of the two separated series is evaluated (Figure 7.17 and
7.18). Looking at the two graphs in Figure 7.17 and 7.18, it can be observed that the two
curves show, as expected, a similar behaviour: the sinusoidal behaviour is present in both
plots. The lags are one hour long. As expected, after two days the data are almost no more
autocorrelated. This trend means, reasonably, that if one has the temperatures series of the
day before, the temperatures of the day after can be predicted with a certain uncertainty,
but they can be considered acceptable. Going further with the time lag the temperature
prediction relying on the temperatures of some days before are no more consistent.
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Figure 7.16: Cross-correlation of residuals of air temperature at lake site and lake water
temperature.

Figure 7.17: Autocorrelogram of mean daily air temperature at lake site.
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Figure 7.18: Autocorrelogram of mean daily lake water temperature.

As a general hypothesis, due to the different thermal capacity of the two media, there
can be a delay in the water temperature with respect to the air temperature [28]. The cross
correlation of the two series has been calculated by shifting any time by one ∆t (∆t = 1h) the
air series, with respect to the lake temperature series. 24 curves have been obtained, show-
ing a delay of at most five hours of the water temperature with respect to air temperature.
For a better visualisation of the phenomenon, a map of the crosscorrelation coefficient (nor-
malized), showing the behaviour of the water temperature series with respect to the shifted
air temperature series have been plotted (Figure 7.19).

From Figure 7.19 it can be observed that:

• In the first hours of the day water takes less time to warm up, due to its thermal
capacity that kept the heat from the day before.

• As soon as the sun starts to directly irradiate that portion of atmosphere, a delay is
observed in the water temperature with respect to air temperature to increase, due to
water thermal inertia.

• In the middle of the day the delay is slightly lower and can be considered almost
symmetric.
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Figure 7.19: Crosscorrelation map between air and water daily temperature.

• In the early afternoon the air starts cooling down as the sun radiation changes its angle,
whereas water keeps the heat gained until then, thanks to its thermal capacity.

• The situation is the same until night, even if its entity is slightly attenuated, until the
morning.

From Figure 7.20 it is well visible the difference at the early morning and in the late af-
ternoon as commented above. Every day the cycle is similar, the cycle shown in the maps
has been obtained from an average of air and lake temperatures, over the considered period.
What is worth noticing is how important is the presence of the mixed layer in the atmo-
spheric boundary layer, due to sun direct radiation. Sun irradiance changes significantly
air temperature near the ground, and this in turn affects water temperature. The consid-
ered period is the more critical one for glaciers, especially in recent years, when climate
changes started to present more tangible effects. During summer months direct solar irra-
diance causes ice melting, from which arrives the main part of water filling the target lake.

In Figure 7.21 it is shown the difference between air temperature estimated at the lake
site and the lake water temperature, as an average on the whole period. The difference has
been calculated by subtracting the lake temperature from the air temperature. This means
that the air is always warmer that the water, also at night, not exactly what would have
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Figure 7.20: Crosscorrelation between air and water daily temperature with 6 and 18 hours
shift.

Figure 7.21: Average air and water temperature difference.

been expected. This happens probably because of the summer season. A general trend in
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the plot can be noticed: the minimum difference in temperature can be observed in the late
morning/mid day hours, time interval in which also the crosscorrelation plot (Figure 7.19)
shows the least delay between the two variables. Before averaging the the data obtain the
curve in Figure 7.21, a curve per day has been plotted. A certain variability among days
can be noticed, but it would be an acceptable behaviour, considering the large number of
variables affecting both water and air temperature (e.g., clouds, air humidity, wind velocity
and direction, rainfall). Only few days show negative difference, in morning hours. These
days are days in which precipitation occurred.

To assess the relation between air and water temperature a first simple trial of linear
regression between the two variables has been computed. The result is shown in Figure
7.22. To estimate the the goodness of the fit of the linear regression line, the coefficient of

Figure 7.22: Linear regression between water and air temperature.

determination R2 has been calculated as

R = 0.4217 (7.9)

This means that the linearly interpolated line can predict only the 42% of the variance in the
water temperature series.
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8. Model construction

The objective of the work is to write a model for the calculation of the water temperature
of the Rutor marginal lake, from the air temperature. The temperature of the lake have been
measured with an half an hour interval from July, 20th to September, 14th 2021.

Given the relatively small available data for the model computation, a deterministic
model, based on energy balance have been chosen as method to achieve the objective of
the work. The change in water temperature in a point of a channel, due to thermal fluxes,
can be expressed as:

∂Tw

∂ t
=−U

∂Tw

∂x
+DL

∂ 2Tw

∂x2 +
∆H

ρcpd
(8.1)

where:
Tw Water temperature [◦C]
U Mean channel velocity [m/s]
DL Longitudinal dispersion coefficient [m/s2]
∆H Total energy balance [W/m2]
ρ Water density [Kg/m3]
cp Specific heat of water [J/Kg ◦C]
d Channel depth [m]
Eq. 8.1 is referred to a channel. Since it is used for the calculation of temperature variation
in time in a point, it is compliant with the objective of the work.

The model, for sake of completeness wants to get a measure of the temperature of the
whole lake. To do so, Eq. 8.1 has to be integrated on the total lake surface. Computing the
integral, the depth d, in this case of the lake, becomes the mean depth of the lake d. This
happens because when integrating, the whole lake volume is considered. When moving at
the denominator of the right side of the equation the thermal capacity term, to isolate the
temperature, area of the lake cancels out in the last factor (∆H factor). So what is important
to notice is the change in the d conceptual quantity.

53
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8.1 Advective term

The advective term, when integrating on the whole lake, is composed only by the en-
tering thermal flux at the lake inlet and by the exiting flux at the lake outlet, because all
other factors vanish. What is important to assess is the entity of the two fluxes. If the two
fluxes can be considered very similar between them, then it can be assumed that the error
that arises by neglecting this term is very small. The considered lake is a small one, seasonal
one, thus it can be assumed that the thermal difference at the inlet and at outlet of the lake is
negligible.

8.2 Diffusive term

Concerning the diffusive term, where the second spatial derivative appears, when inte-
grating on the whole lake, it cancels out if adiabatic boundaries are assumed. Even though
for sure a certain heat exchange is present between the lake water and its boundaries, since
the groundwater and the riverbed contributions to the total heat exchange is going to be
neglected, it is reasonable to assume adiabatic boundary conditions.

8.3 Heat exchange

The most important term of Eq. 8.1 for the objective of this work is the energy term.
As theoretically explained in section 6, there are many different contribution to the heat
exchange occurring at the surface between water and air. All those contributions can affect
water temperature variations, with a different weight. When integrating the equation, the
energy flux is multiplied by the area of the lake. When isolating the water temperature on
the left handside, the area of the lake at the numerator simplifies with the area composing
the volume at the denominator, leaving the mean depth of the lake d at the denominator. In
the following every component of the total energy flux exchanged is carefully evaluated.

8.3.1 Shortwave radiation

To calculate the shortwave radiative flux contribution, the radiation registered by the in-
strument at the station located in La Thuile - La Grand Tete is used. The data have been
assumed to be consistent since the station is located at an elevation comparable with the
target location, and it is the nearest station in the surrounding area. In addition no other
data are available, thus, in order to avoid further computational errors, the data series of La
Grand Tete has been assumed to be reasonable.
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The albedo coefficient for water has been retrieved from the literature [23] [15], in absence
of significant images from where estimate it from. Albedo coefficients for water are between
0.05 and 0.12, depending on temperature, elevation and water turbidity [23]. Being the lake
a small one, seasonal one, due to its glacial formation, it contains a lo of suspended sedi-
ments; for these reasons water has a quite high turbidity, that increases the albedo. Cogley
(1979) [15] proposed to calculate the albedo for water in a different way, letting it depending
on latitude (incident angle of the radiation) and month of the year. The proposed values from
this work are tabulated by moth of the year and by latitude. Two different algorithms have
been used: Fresnel method is less sensitive to diffuse radiation, while Grishchenko compu-
tation is accounting for diffuse component of the radiation. Considering the summer period,
water albedo calculated by Cogley (1979) [15] in the two ways for the considered latitude,
results higher with the Grishchenko method than with the Fresnel method. The albedo for
water in summer season at the considered latitude must be in the range of 25% (at noon,
maximum) to 4% (at the sunrise, sunset). A reasonable albedo coefficient assumption can
be α = 0.07 [15].
The net shortwave radiation affecting lake water temperature has been calculated from

Hsw = R(1−α) (8.2)

Since the measured radiation (R) is included in Eq. 8.2, it is expected to present a day night
cycle. The time series of net shortwave radiative flux obtained is plotted in Figure 8.1. As

Figure 8.1: Net shortwave radiation flux.



56 CHAPTER 8. MODEL CONSTRUCTION

expected, the night-day cycle is well visible and the values are on average compliant with
the literature.

8.3.2 Longwave radiation

Longwave radiation radiative flux is a very important component of thermal balance
of the lake. In magnitude, it gives a smaller contribution with respect to the shortwave
radiation, but it is still very important because it depends on the lake temperature itself. The
net longwave heat flux is estimated as

Hlw = εmCb
σT 4

a − εwσT 4
w (8.3)

The first term in Eq. 8.3 refers to the incoming longwave radiation. The sky emissivity
εm has an average value of 0.7, compliant with the literature [24] [11], as calculated from
equation in Section 6.2. Since no data about the cloud cover in the area were available, a
mean C value from the European model ERA-Interim has been assumed to be reasonable for
the solution. In particular, C = 0.3 has been used for the computation, it has been retrieved
from Figure 8.2. b has a value of −0.0227 [36]. Numerically, the cloud cover contribution
reaches a value near to 1, not influencing that much the value of the longwave downward
radiative flux. When comparing the cloud forcing factor with other data measured in North
western Italian Alps, a positive forcing when the cloud cover increases is found. In general,
it means that more clouds trap a bigger amount of thermal radiation that warms up the
lower atmosphere, increasing the air temperature near the surface. In summer, at similar
elevation, forcings of +20 W/m2 to +60 W/m2 have been measured in other locations of
North western Italian Alps. of course the cloud cover influences, with a negative forcing
though, the shortwave radiative flux as well. The absolute value of the cloud forcing that
have been measured in comparable locations is higher for shortwave than for longwave
radiation (mean value during the summer period). The net cloud forcing during the summer
period is thus negative on average, with a quite strong dependance on the altitude of the
site. Of course, it is important to consider all the factors (such as topography, vegetation,
shading) influencing such values [31] [27].
Water emissivity has been assumed as εw = 0.99 [23]. Substituting such constants into the
above equation, a series of the net longwave radiation it is obtained (Figure 8.3).

Observing Figure 8.3, it can be noticed that the night day cycle is not as pronounced as in
the shortwave radiation graph. This is due to the already discussed shift in time of the water
and the air temperature. Due to the dependence on water temperature, the longwave heat
flux is affected by the presence of precipitation and the melting rate of the above glacier.
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Figure 8.2: Total cloud cover in the summer period from ERA Interim [22].

Figure 8.3: Net longwave radiative flux.

8.3.3 Latent heat flux

Latent heat flux depends on air temperature and on wind velocity mainly, being related
to the evaporation process. Given the many bulk equations discussed in section 6.3, for
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sake of simplicity and for lack of data the basic equation has been used, with some further
assumptions. The main point of the use of this bulk equation is the estimation of the air
humidity. The latent heat flux has a strong dependency on temperature through the saturation
vapor pressure. Over water surfaces it can be assumed that the mixing ratio of water vapor
at the surface is equal to the saturation mixing ratio q∗ at the temperature of the surface

qs = q∗ (Ts) (8.4)

The actual vapor mixing ratio of saturated air at the reference height can be approximated
with a first-order Taylor series as

qa∗= q∗ (Ts)+
∂q∗
∂T

(Ta −Ts)+ ... (8.5)

The relative humidity at that level can be expressed in terms of actual vapor-mixing ratio of
the air at the reference height

RH =
q

q∗
qa = RH

(
q∗ (Ts)+

∂q∗
∂T

(Ta −Ts)

)
(8.6)

Substituting Eq. 8.6 into the equation for the estimation of the latent heat flux and truncating
the Taylor series at the first term, it is obtained

He = ρaLecLV qs (1−RH) (8.7)

The density of air is ρa = 1.29kg/m3. To be very precise, since this water comes from a
melting glacier its density should be slightly different and it should be calculated from the
Snow Water Equivalent (SWE). All these data are not available, and also it is not known
which is the fraction of water from the melting process that runs off the towards lakes and
valley streams and the fraction that infiltrates. Latent heat of evaporation Le = 2260KJ/Kg
is assumed to be reasonable. cL is a bulk coefficient given as cL = 5×10−5 [22]. The wind
velocity V is not available at the target, since no anemometers or similar instruments are
present at that location. The wind velocity time series used in the calculations is the one
recorded at La Thuile - La Grand Tete station. The same reasoning holds for the relative
humidity: RH time series of values recorded at La Thuile - La Grand Tete station is used.
qs is the saturation humidity ratio of air at 5◦ C (range of the mean lake temperature in the
measured period), qs = 0.005 is assumed to be a reasonable value [23].
The time series obtained for the latent heat, once plugged into the equation the above cited
quantities, is showed in Figure 8.4. From the graph in Figure 8.4, it can be observed the
presence of the night day cycle, even if attenuated with respect to the shortwave radiation
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Figure 8.4: Latent heat flux.

plot, and a curve shape that follows slightly the shape of the longwave radiation. The link
between the shape of the curve of the longwave radiation and the curve of the latent heat is
due to the dependence, direct or indirect, on the water temperature.

Since latent heat flux is subtracted from the lake thermal flux, it appears with a negative
term in the complete heat flux equation.

8.3.4 Sensible heat flux

Sensible heat flux is expected to be the term with the lowest contribution in magnitude
to the total heat flux. The time series of the sensible heat flux has been calculated from

Hc = ρacpchV (Tw −Ta) (8.8)

The density of air is ρw = 1.29kg/m3. Same assumptions as for latent have been done. ch is
a constant evaluated to be ch = 1×10−3; cp is the specific heat of air at constant pressure.
The wind velocity series that has been used, as for latent heat flux, is the one recorded at La
Thuile - La Grand Tete station.

With all the data, the time series of sensible heat flux has been estimated, and the graph
in Figure 8.5 is showing the obtained result. As it can be observed from Figure 8.5, some
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Figure 8.5: Sensible heat flux.

peak values are presence in correspondence to rainy days. This can be due to the very high
air humidity, thus very similar values of water and air vapor pressures.

Sensible heat is a negative contribution to the thermal flux of the lake if the difference
between water and air temperature is considered. In terms of reasoning, if water is warmer
with respect to air the heat lost by the lake is higher, and vice versa. That’s why this term
appears with a negative sign within the complete heat equation.

8.3.5 Total heat flux

Once all the components have been evaluated, the total heat flux can be computed. The
rived bed heat exchange component and the precipitation and tributaries effects are ne-
glected, since they are not considered fundamental in the computations; their magnitude
would not be comparable with the other factors of the total heat flux. The total heat flux is
calculated as

Htotal = Hsw +Hlw +Hl +Hs (8.9)

Unfortunately the anomalous peaks appearing in the sensible heat flux time series affect the
whole result. The total heat flux affecting lake water surface in time is shown in Figure 8.6.
Since these anomalous peaks are present in the graph, it is not possible to well comment the
total heat series.



8.4. COMPLETE MODEL DISCUSSION 61

Figure 8.6: Total heat flux.

8.4 Complete model discussion

Once calculated the total heat exchanged and relying on the assumptions done above
about the convective and the diffusive terms, the total model can be constructed integrating
Eq. 8.1. The solution, given the dependency of some of the heat flux term on the water
temperature is

Tw(t) =
1

ρcp

∫
τ

0

Htotal(t)
d

dt (8.10)

Eq. 8.10 has been obtained from the integration over the whole lake surface of Eq. 8.1.
When integrating on the whole lake surface, the numerator of the integral has to be multi-
plied by the lake surface, and at the denominator the lake volume mus appear. In an ideal
case in which the mean lake depth is the one measured by the probe, the area can be simpli-
fied and the heat flux is only to be divided by the lake depth. d is the average lake depth, it
varies in time since it is measured by the probe. It has to be corrected by an offset, since the
probe was not measuring the level from the bottom of the lake. Htotal is still in the integral
because it is time dependent, as it represents the sum of all the heat fluxes.
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Substituting all the different heat contribution within Eq. 8.10, one gets

∂Tw

∂ t
=

1
ρcpd

(
R(1−α)+ εmσT 4

a aCb − εwσT 4
w −ρaLecLV qs (1−RH)−ρacpchV (Tw −Ta)

)
(8.11)

Where:
Tw Water temperature [◦C]
ρ Water density [Kg/m3]
cp Specific heat of water [J/Kg ◦C]
d Channel depth [m]
R Solar shortwave radiation [W/m2]
α Albedo [-]
εm Sky emissivity [-]
σ Stefan-Boltzmann constant [W/m2K4]
Ta Air temperature [K]
C Cloud cover (0-1) [-]
a Empirical coefficient [-]
b Empirical coefficient [-]
εw Water emissivity [-]
ρa Air density [Kg/m3]
Le Latent heat of vaporisation [MJ/Kg]
cL Bulk coefficient [-]
V Wind velocity at 2m [m/s]
qs Saturation humidity ratio [-]
RH Relative air humidity [%]
ch Bulk coefficient [-]

Eq. 8.11 represents the variation of water temperature of the lake at every hour, since
the data have this time step. It is a non linear differential equation, thus it is solved via an
iterative numerical method. Runge-Kutta method, fourth order has been used to solve the
equation. Runge-Kutta algorithm is an explicit method to approximate solution of simulta-
neous nonlinear equation, used in time discretisation. First, the variant to represent the time
derivative of the water temperature is given as

∂Tw

∂ t
= f (t,Tw) (8.12)
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The solution at the n+1th step is

T τ+1
w = T τ

w +
1
6
(k1 +2k2 +2k3 + k4) (8.13)

The kn terms in Eq. 8.13 are defined throughout the iterations as

k1 = ∆t f (tτ ,T τ) (8.14)

k2 = ∆t f
(

tτ+ 1
2 ,T τ +

k1

2

)
(8.15)

k3 = ∆t f
(

tτ+ 1
2 ,T τ +

k2

2

)
(8.16)

k4 = ∆t f
(
tτ+1,T τ + k3

)
(8.17)

The time step has to be chosen before iterations start. In this case, given that the data were
provided with an hourly step, a time step (∆t) of one hour has been chosen. Runge-Kutta
method at the fourth order has a local truncation error of O[(∆t)5].

An initial condition has to be given to the numerical algorithm to start the integration in
time. The first measured value has been given to the algorithm as initial condition. In Figure
8.7 the estimated series with the cited method is plotted together with the series measured
with the instrument.

It is well observable that the two series have a number of differences. At a first glance it
can be stated that:

• The series has the same order of magnitude of the measured values, even though the
mean temperature of the estimated series is higher with respect to the real one.

• Even if some kind of night day cycle is visible, it is not as regular as in the measured
series, there should be some terms in the equation that operate against the cyclicity.

• some abrupt peaks are present in the estimated series: in these moments probably
one or more terms overcome the action of the others and let the series behave in this
anomalous way.

To better quantify the influence of each term on the total heat flux, their values have been
calculated by using the mean values of the meteorological variables. To get a general view
of the order of magnitude of each term, the mean value of the measured series of water
temperature has been used as mean value of Tw. The obtained results are shown in Table



64 CHAPTER 8. MODEL CONSTRUCTION

Figure 8.7: Numerical solution found via Runge-Kutta method, vs the measured series.

Term of the heat flux Expression Mean value [W/m2]
Net shortwave radiation R(1−α) 220.15

Incoming longwave
radiation

εmCbσT 4
a 257.3137

Outgoing longwave
radiation

−εwσT 4
w -338.8005

Latent heat −ρaLecLV qs(1−RH) -0.5265
Sensible heat −ρacpchV (Tw −Ta) 46.8914

Table 8.1: Mean values of the terms of the heat flux equation.

8.1. At a first glance it is clear as the three first terms (shortwave radiative flux and long-
wave incoming and outgoing radiative flux) are the one governing the equation. In an ideal
behaviour assumption, the total thermal flux should compensate the entering and the exit-
ing thermal flux from the surface, but actually it is not so. If all the terms of the table are
added up, a mean positive flux of 185 W/m2 is obtained (Figure 8.6): it means that the water
is warmed up when passing through the lake, there must be a difference between the inlet
water water temperature and the measured water temperature (assumed homogeneous in the
lake, thus the outlet water temperature). During the same period as in 2021, in year 2022
measurements of the lake water temperature have been repeated. Temperature near the lake
inlet has been measured. The mean temperature that has been recorded at the lake inlet
during the measuring period is around 2.5◦C. A rough measure of the lake surface can be
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estimated from orthophotos, even though it mus be considered that the lake surface area is
not constant during the whole measuring period. An estimation of the surface of the lake
during its maximum extension, thus during summer months, can be of 6000m2. The mean
lake depth can be assumed to be 1m. One obtains a total water volume of 6000m3. At the
inlet of the lake a discharge that varies between 0.5 and 4 m3/s along the season has been
measured. As an hypothesis it can be assumed a mean discharge of 1 m3/s at the lake inlet.
The temperature variation of water between the inlet and the outlet of the lake is about 3◦ C.
To obtain an estimation of the calories needed per liter of water to warm up the entire water
volume that is flowing, the entering flux has to be multiplied by the ∆T and expressed in
calories. Assuming cp = 4.187kJ/Kg K, the total energy needed for the whole lake to reach
the mean measured temperature near the outlet is 12561 kJ. Dividing by the total volume
of the lake it means that 2.09 J per liter, thus 20.9 kJ/m3 of water are needed to balance
the entering cold flux. This estimation is very rough, not completely significant since many
more complex factors such as topography, water depth, lake bathymetry, water infiltration,
bed heat flux and friction, should be considered for a more complete analysis.

To better understand which is the role of each term of the thermal flux in impacting on
the behaviour of the estimated series, the integration has been iterated in different manners.

1. All the variables used in the integration has been kept constant (the mean value of the
variables has been inserted within the equation) apart from the lake level. The integra-
tion has been performed in time and the result is shown in Figure 8.8. With respect to
the series plotted in Figure 8.7 it can be noticed that some peaks are attenuated with
respect to the series in which all the variables were taken into account.

2. Now the water level is kept constant (as its mean value) and the radiation only (short
wave radiation) is letting variate as the measured one. What is got with the integration
is plotted in Figure 8.9, together with the measured series. Observing the obtained
result, it is well visible as the night day cycle is much more similar to the measured
one, not many abrupt peaks are present any more. In addition, the amplitude of the
series is similar to the amplitude of the measured series. What still remains as a
big difference is the mean value. In general, the series assumes lower values, never
reaching 30◦C. What can be stated is that the short wave radiation is the one that rules
the night day cycle, as expected. There must be a term that overcomes it frequently so
that strange peaks appear.

3. Still keeping the water level constant, the air temperature is letting vary. What happens
when integrating is plotted in Figure 8.10. What is noticed is that the night day cycle
is not clear any more but the anomalous peaks appear. The air temperature value
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Figure 8.8: Estimated series with only lake level as variable vs the measured series. All the
others variables are kept constant as their mean value.

Figure 8.9: Estimated series with only short wave incoming radiation as variable vs the
measured series. All the others variables are kept constant as their mean value.
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Figure 8.10: Estimated series with only air temperature as variable vs the measured series.
All the others variables are kept constant as their mean value.

appears both in the calculation of the longwave downward flux and of the sensible
heat flux. When keeping constant the air temperature in the sensible heat flux term,
what is obtained by integrating is shown in Figure 8.11. Looking at Figure 8.11, it can
be observed that the temperatures values are stable, oscillating around 25◦C, without
any weird peak. The peaks appear instead when the air temperature is kept constant
for the longwave radiation term (entering the lake) but not for the sensible heat term
(Figure 8.12). The behaviour can be due to the fact that the sensible heat term accounts
for the difference between air and water temperature, that can be in some cases very
small.

4. At last the contribution of the latent heat term is evaluated. Apparently, it can be
crucial, since this is the term that is the smaller in magnitude by at least one order
of magnitude with respect to the others. By keeping all the variables constant, ex-
cept from the wind speed and the relative humidity in the latent heat term, what one
gets as result is shown in Figure 8.13. As it can be observed, the series reaches the
convergence around a certain value, and then it remains almost constant (a part from
minimal fluctuations not visible from the graph). Such an evaporative flux means in
terms of water evaporated from the lake a mean over the series of 8.37× 10−4 mm.
The evaporated water has been calculated by dividing the energy (latent heat flux) by
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Figure 8.11: Estimated series with only air temperature as variable (in the longwave down-
ward term) vs the measured series. All the others variables are kept constant as their mean
value.

Figure 8.12: Estimated series with only air temperature as variable (in the sensible heat
term) vs the measured series. All the others variables are kept constant as their mean value.
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the latent heat of evaporation of water. This value can be realistic considering the
location of the lake we are analysing data of.

Figure 8.13: Estimated series with only wind speed and relative humidity as variable (in the
latent heat term) vs the measured series. All the others variables are kept constant as their
mean value.

After all these evaluation, it can be said that probably the sensible heat term is the one that
is driving at most the anomalous behaviour of the series.

To check the robustness of the model the numerical integration has been performed by
giving as initial conditions the whole series of temperatures that has been measured at the
lake site. Of course, given every initial condition, only the remaining values of the series
after such initial conditions were estimated, in order to have some real values to compare
to. Going on through the time series the number of estimated temperatures decreases. In
Figure 8.14 the first four series (giving as initial condition the first four measurements) are
represented. It can be observed that the general behaviour towards convergence is similar,
regardless of the initial condition. In Figure 8.15 the zoom of some points in which the
different lines are visible is reported. The zoomed figure refers to the starting part of the
series, in which the influence of the initial condition is stronger.

The bias present in the estimated series can be due not only to meteorological variables,
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Figure 8.14: Estimated series vs the measured one, the different series are estimated giving
a different initial condition, starting from the first measured value on.

Figure 8.15: Estimated series vs the measured one, the different series are estimated giving
a different initial condition, starting from the first measured value on (zoom on the first part).
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but also to the previously defined constant terms. In Eq. 8.11, terms can be grouped into
two main parts: terms depending from Tw and terms in which T 4

w appears. Thus, Eq. 8.11
can be seen as a relaxation of Eq. 8.18.

∂Tw

∂ t
=C1T 4

w +C2Tw (8.18)

where:
C1 = εwσ C2 = ρacpchV (8.19)

keeping V (wind velocity) constant as its mean value. C1 and C2 are evaluated (keeping V

constant) as

C1 = 5.6137×10−8W/m2K4 C2 = 15.1481W/m2K (8.20)

Looking at the obtained values, it is clear that the weight of the term at the fourth power is
less relevant with respect to the sensible heat term. As from Table 8.1, the other terms that
are contributing in a substantial way to the total flux equation are the shortwave net flux and
the longwave incoming and outgoing flux.

At first, sensibility of α (albedo) has been checked by both increasing and decreasing the
parameter in the equation. Not sensible changes in the mean value of the estimated series (to
avoid the bias) is observed (Figure 8.16). As second trial the constant in front of the fourth

Figure 8.16: Mean temperature value as α is varying from the original value (α = 0.07).

power of the air temperature has been tuned. The weakest part of this term is the cloud cover
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factor. By changing the exponent b, very little change sin the total value are observed, since
Cb is very close to 1. To reduce the total longwave downward term the b exponent should
be turned into a positive one. By keeping b = −0.0227, the cloud cover factor results in
1.0277. If the multiplication is performed, it means that on average clouds contribute with
a +7.1276 W/m2. The resulting cloud forcing is compliant with other measurements in the
Alpine region found in literature [31] [27]. It can be observed that a mean of cloud cover
has been used: for a sky completely covered by clouds, the cloud forcing would be higher.
In order to remove the bias of the mean of the estimated series, with respect to the measured
one, a constant term in the total heal flux, such as to balance the heat exchange has been
inserted. A mean flux of 185 W/m2 has been removed from the total heat flux, so that the
summation of all the mean terms contributing to the heat flux sums up to zero. The resulting
series is plotted in Figure 8.17. Such term, that has been removed from the total heat flux to

Figure 8.17: Estimated temperature series vs the measured one, with mean correction.

balance the energy, in principle can be due to the cold water entering the lake. If calculations
made before of the energy needed to warm up the entering cold water are in the right order of
magnitude, some other contribution must be considered, to get a final balance of that order
of magnitude. The bed friction and the groundwater heat exchange, as well as the rainfall
water contribution can’t in principle be neglected.

Looking at all the series of data available for the analysis, what can be noticed (cfr.
Figure 7.7) is that in correspondence of raining events the estimated temperature is lower
with respect to the measured one. This fact can be due to the air humidity factor appearing
in the latent heat term, that must be recalled it is not the air humidity at the lake location but
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at a near site with comparable height.
At the beginning of the series and at mid August, the temperatures estimated were higher
with respect to the measured ones. It seems that no significant precipitation events were
recorded in the area. What can be observed though (Figure 7.6) is that in these two periods
the air temperatures were the highest in the whole series at all the considered stations. Since
the air temperature is appearing within the model equation in one of the driving terms, the
peaks observed in Figure 8.7 at the beginning of the series and at mid August can be due to
this remarkable contribution.

Since the high peaks appears in days in which the air temperature is very high, and
probably the thermal flux at the surface is intense, it may be that considering the thermal flux
entering and exiting the target lake is crucial to estimate in a good way the water temperature.
In days in which the air temperature is high the melting process is in general accelerated.
The amount of water that is both infiltrating below the surface and running off towards the
lake is greater, thus an estimation of the thermal flux due to water flux in and out the lake
can probably explain the introduction of these peaks. This hypothesis is partially confirmed
by looking at the water level series (Figure 7.4). The water level is high when rainfall occurs
but also when air temperature is high, even if this second correspondence is not as visible
as the first one. A measure of the water velocity at the inlet and the outlet of the lake can be
useful to validate such an hypothesis. Furthermore, it has to be considered that the work is
analysing a seasonal lake, thus the areal dimension is changing due to the amount of water
running off from the glacier tongue. The water level is for sure influenced by the area of the
lake.
Another contribution that has been neglected but that should have been taken into account
is the lake bed and banks contribution: infiltration of water below the surface should be
quantified, as well as the structure of the soil below the lake bottom, and of the periglacial
area. To estimate how much water infiltrates, it can be useful the estimation of snow water
equivalent and the calculation of the volume of water in the lake, with a time step short
enough to detect the lake shrinkage or enlargement due to the different melting rate.
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9. Conclusion

The obtained series has still some differences with respect to the measured one. Apart
from the latent heat term that is the cause of the input of some anomalous peaks, the series
copies quite well the night/day cycle of the measured series. This behaviour means that
in some way the delay of the water temperature with respect to air temperature detected
with the statistical analysis of the data has been respected. Considering adiabatic banks and
bed of the lake and neglecting the contributions to the heat flux of rainfall and incoming
water at the inlet, for sure has influenced the solution. Water flowing within the lake and
underground, coming from the glacier melting is probably very cold. Regardless to air
temperature, the amount water running from the bottom part of the glacier, its velocity and
temperature, should in some be quantified to get a more detailed solution of the created
model.

75
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