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Summary

Making active and context-aware decisions is a fundamental part of human intellect. Op-
erations Research is the engineered version of this process.

An Operations Research problem is usually translated into the mathematical language of
Optimization, where one is requested to maximize a given objective, expressed as a func-
tion of decision variables, while satisfying given constraints. If the decision variables are
continuous and both the objective and the constraints are convex functions, the optimiza-
tion problem is called a convezr optimization problem and there are efficient algorithms
to find the optimal solution. When some decision variables are discrete or the convexity
requirement is not satisfied, the problem becomes much more difficult to be solved to opti-
mality. Therefore, one settles for a suboptimal solution that can be found in a reasonable
amount of time and computing resources, with case-specific algorithms, called heuristics.

This work studies one of the most important theoretical questions in Operations Research:
to find the approximation ratio p, if it exists, of a given heuristic algorithm. In other words,
one is interested in certifying that the ratio between the proposed algorithm solution value
and the optimal solution value is bounded in a minimization (maximization) problem
above (below) by p. Such algorithm has then a p-approximation ratio.

In this work, we develop new approximation algorithms for the scheduling problem of
minimizing the maximum completion time on a set of uniform parallel machines. In the
literature, there are examples of such algorithms. However, the proofs are often complex
and difficult to be generalized, as they rely on proofs handling many exhaustive subcases
or requiring algorithm-specific properties. We try, instead, to delineate a methodology
that can be applied and possibly generalized to other algorithms and problems.

The methodology works as follows. First we prove a very general theorem that can be
applied to all proposed algorithms and then, leveraging the power of commercial Mixed-
Integer Non-Linear Program (MINLP) solvers, we solve an optimization problem for each
proposed algorithm. Joining the analytical proofs with the optimality results, we formally
prove the approximation ratios.
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Chapter 1

Introduction

We consider the problem of scheduling a set of jobs on a set of uniform parallel machines
with the aim of minimizing the maximum completion time, and we will denote it as

QMHCmam

Given a list of J jobs (also called tasks or processes), each characterized by a length p;
(also called duration), and a list of M machines (also called workers or processors), each
characterized by a speed factor g, how do we assign the jobs to the machines (called
scheduling) in a way that minimizes the maximum completion time?

This problem is an NP-hard optimization problem. In other words, since one basically
should evaluate all possible M7 assignments, optimally solving the problem is too time-
consuming if the number of machines and jobs is big enough.

Hence, the need to develop algorithms that find suboptimal schedules in a reasonable
time. Moreover, one could be interested in proving that the value of such a suboptimal
schedule is at most p times worse than the optimal one. If it can be proven that p is always
finite, even in the worst possible combination of jobs lengths and machines speeds, then
the used algorithm is called a p-approximation algorithm. The Longest Processing Time
(LPT) algorithm is an example of an approximation algorithm, as we will show later.

In this work, we develop new approximation algorithms for the uniform machine scheduling
problem. In particular, we find valid proofs for approximation ratios by mathematical
optimization and commercial solvers.

1.1 What is an optimization problem?

How can we design an efficient electricity grid? Which is the optimal price for this product?
What is the shortest route from point A to point B? What are the solutions to this Sudoku
puzzle? Which of these options is the best one according to this criterion?

7



Introduction

All the questions above can be mathematically formulated as optimization problems. An
optimization problem consists of an objective function, a domain, and several variables.
The objective function is the mathematical formulation of the criterion to be optimized
(maximized or minimized), for example, a measure of the efficiency of an electricity grid or
the number of errors in a Sudoku puzzle. The domain is the mathematical formulation of
the constraints that must be satisfied, for example, the start and end points of a route or
the already placed clues in a Sudoku puzzle. The variables are the mathematical objects
used to encode a possible solution, for example, the yet unknown numbers in a Sudoku
puzzle. Let f be the objective function, €2 be the domain, and x be the vector variable of
the problem. The problem can then be mathematically modeled as:

b )

Three clarifications are necessary. Firstly, note that by applying the operators max and
min, we get a value f* = f(z*) for a point 2* in the domain and not the point z* itself.
If one is interested in the optimal variable z* itself, one should use the operators argmax
and argmin. These operators describe the subset of the domain formed by all the points
in the domain where f is optimized. From now on, as the computational implementations
of max and argmax operators return both the optimum and the point of optimum, we will
use the two forms interchangeably. Secondly, note that we can use the maximization form
without loss of generality, as it holds that — max,cq f(z) = mingeq — f(x). Thirdly, with
an abuse of notation, in this work we will use the operator max even when the operator
sup should be used.

Now that the general structure of an optimization problem is defined, we focus on how to
solve an optimization problem.

If Q is a finite set with a sufficiently low number of elements, the optimization problem
can be solved simply by evaluating the objective function f over each element of 2 and
selecting the ones that maximize f. Unfortunately, €2 is often an infinite subset of R” that
satisfies multiple constraints, for example 2 = {x eER": g(z) < 6} where g : R® — R™
is a known function. In this case, a plethora of optimization problems families emerges,
such as linear problems, quadratic problems, convex problems, concave problems, integer
problems, and combinatorial problems, ...

The most important properties for categorizing an optimization problem are:

o Continuity: If all the variables are continuous, the problem is said to be continuous.
On the other hand, if some variables are discrete, then the problem is called a mixed-
integer problem.

e Convexity: If both the objective function and the domain are convex, then the
problem can be solved to optimality by a gradient descent procedure.

— If both the objective function and the domain are described by linear functions
(hence they are also convex) the gradient descent procedure can be discarded

8



Introduction

for more efficient algorithms, both in practice and in theory. Refer to Tadei and
Della Croce [2010] for an in-depth explanation of the solution process of a linear
problem with the Simplex algorithm.

In this work, we mostly deal with Mixed-Integer Non-Linear Problems (MINLP). These
problems are characterized by the presence of both continuous and binary variables (dis-
crete variables that can assume only the values 0 or 1) and also by the presence of non-
linear constraints. In particular, all the non-linearizable non-linearities are non-positive
definite quadratic non-linearities, i.e., some constraints contain products of two continuous
variables.

1.2 What is a machine scheduling problem?

A machine scheduling problem is an optimization problem whose input are a set of jobs
and a set of machines. The expected output is a schedule, which is the assignment of jobs
to machines. Details of the problem, such as the objective function, scheduling constraints,
and job characteristics, can be specified using a standard three-field notation that can be
found in Graham et al. [1979]. The fields describe respectively the machine environment,
the job characteristics and constraints, and the objective function.

o Examples for the first field are P, ), and R. P means that the machines are
parallel and identical. () means that the machines are parallel machines, but each
one is characterized by a speed factor. For example, if machine A is twice as fast
as machine B, then each job on machine A will be completed twice as fast as the
same job on machine B. R means that the machines are parallel but unrelated, i.e.,
each job has an unrelated duration on each machine. These letters (P, @), R) can be
followed by the number of available machines. If the number of machines is present,
for example, P2 or ()3, then it is a fixed parameter.

» Examples for the second field are prec, d; or fix;. prec means that a given precedence
relation must be respected while scheduling the jobs, i.e., job A must be finished
before starting job B (as in a production chain). d; represents the due date of each
job, i.e.,; job A must be finished before a given time otherwise a penalty must be
paid. fir; means that each job has a known subset of machines and needs all of
them for its execution.

o Examples for the third field are Ciaz, Cmean OF Finean. Cmaz, also called makespan,
is the maximum completion time. In other words, it is the time at which the last
running job has finished. Cj,eqn is the mean completion time, i.e., the mean of all
machines completion times. Fj,eqn is the mean flow time, i.e., the mean difference
between completion times and release times (the earliest time when a job can start
execution).

In this work, we will focus on the QM||Cynar problem. There are M machines, each
characterized by a speed factor ¢,,. Each job is characterized only by its length p;. The
schedule must minimize the makespan, i.e., when the last running job on the last running
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machine has finished. Note that the second field is empty, hence no further jobs constraints
are present.

1.3 What is a computationally impractical problem?

Some scheduling problems, for example, P2|fiz;|Cpae 08 QM ||Finean, can be efficiently
solved to optimality using specific algorithms, as done in Hoogeveen et al. [1994], Horowitz
and Sahni [1976]. Other problems are computationally impractical, hence they cannot be
solved efficiently. Here, computationally impractical means that, if the input is big enough,
the expected running time quickly becomes comparable with the life of the universe (see
Table 1.1).

This is closely linked to the very famous P-vs-NP problem, a fundamental question in
theoretical computer science and one of the Millennium Problems!. Loosely speaking,
this question asks if any problem, whose solution can be efficiently checked, admits an
algorithm that can solve it efficiently or if there are problems that are intrinsically hard
to be solved.

If an algorithm has an execution time that can be bound with a function f of the size n of
its input, it is common to say that the algorithm has a complexity of O (f(n)). Table 1.1
shows some algorithm complexities and examples of their expected running times.

Algorithm complexity ‘ n=10 n=20 n=30 . n=100
f(n) € O(n) 0.1sec  02sec 0.3sec ... 1.0 sec
f(n) € O(2™) 0.0001 sec 1.0 sec 17.1min ... 3.8 x 10' years

Table 1.1.  Algorithm Complexity with some examples of expected running times

To clarify the concept of running time complexity, let us consider as an example a list of
n real numbers that must be sorted in ascending order.

Firstly, it is easy to check that a solution to this problem, i.e., a candidate sorting, can
be checked in linear time O (n). It suffices to iterate over each element once and check
that the current element is smaller than the next one. Hence, the number of operations
necessaries to check a candidate solution is n — 1 = O (n).

One very inefficient algorithm to sort the list is to iteratively check each permutation until
a sorted one is found. As the number of permutations of n objects is n!, and checking if
a list of n objects is sorted requires n — 1 comparisons, the total number of operations
needed to sort the list in this way is O (n!-n). As the number of operations required by
an algorithm is proportional to its running time, this algorithm is said to have a non-
polynomial run-time complexity. Surely, a human tasked with sorting a list will never try

"https://www.claymath.org/millennium-problems
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each permutation and check if it is sorted.

A more natural approach is the Insertion Sort algorithm. This algorithm iteratively takes
an item from the input list and puts it in the output list in the correct position, keeping
the output list sorted. This algorithm has a run-time complexity of O (112)7 hence a
polynomial one.

Note that there are more efficient algorithms, for example the Heapsort algorithm, that
have a run-time complexity of O (nlogn). As it can be proved that a lower complexity
cannot be reached, it is guaranteed that the problem of sorting a list has a complexity of
O (nlogn). Refer to Crescenzi et al. [2012] for a deeper explanation.

Now that we have matured an intuition about this subject, we can give the following
definitions:

¢ A Decision Problem is a problem whose solution is binary: yes or no. Note that
any optimization problem can be translated into a series of decision problems. For
example, “How long is the shortest path from A to B?” may become “Does it exist
a path from A to B shorter than 3 units?”. Also note that sorting a list is not a
decision problem, but one could rephrase it as “Is list « the sorted version of list 377
Formally, there is a very elegant definition for a decision problem. Let us represent
an input to a decision problem as a string of symbols, for example a binary string.
Then we identify the decision problem itself as the possibly infinite set of binary
strings {0,1}" whose answer is “yes”. In this representation, a decision problem is
simply the set of binary strings that, interpreted as input, satisfy a certain property.
From now on, z will refer to an (encoded) input, n will refer to the length of x and
I1 C {0,1}" will refer to a decision problem.

e An Algorithm A is, without being too technical, a computational representation of
a function from a binary string x to another binary string y. Given a decision problem
I, A solves II if A71(1) = II, i.e. the preimage of y = 1 through the algorithm A
is II. The computational aspect is very important: an algorithm follows a finite
sequence of operations, one at a time, to transform the string = to the string y.

e The Complexity of an algorithm A is f(n), where f(n) is the maximum total
number of operations needed to transform the input string  to the output string y.
Note that the complexity is a function of the length of the input string x, not of the
string x itself.

e A decision problem II belongs to the class P if it exists at least one algorithm A,
whose complexity f(n) is polynomial, that solves it. In other words, problems in P
can be solved in polynomial time.

o A decision problem II belongs to the class NP if it exists at least one algorithm V
with polynomial complexity and a polynomial p such that:

—zell = Fye {01’ V(x,y) =1
2 ¢TIl = Vy e {0,1}"" : V(z,y) =0

11
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The algorithm V is called verifier, and y is called yes-certificate as it should rep-
resent a proof that x € II. The first condition states that the verifier must accept
all valid proofs. The second condition states that the verifier must reject all invalid
proofs. Nothing is said about how we found a valid yes-certificate y for a given
input x. From a theoretical point of view, we can brute-force every possible binary
string y and test if it is a valid yes-certificate. However, the number of possible y
strings is exponential in n: 2P(™ . In other words, problems in NP can be checked
in polynomial time.

Going back to our machine scheduling problem QM ||Cyaz, We can show that its decision
version is in N'P. In fact, also the P2||C),q, problem is in NP, as shown in Lawler et al.
[1993]. Note that an instance of QM||Cynaz can be reduced to an instance of P2||Chyqq by
simply fixing the number of machines to 2 and fixing the speed of the machines to 1. Hence,
the decision version of QM ||Cia. is at least as difficult as the P2||Cnq. counterpart.
So, the decision version of QM||Cpar is in NP. Note that this means that also the
optimization version of QM ||C),q. is difficult to solve, otherwise it should suffice to solve
the optimization version to solve the decision version.

From now on, with a slight abuse of notation, we state that an optimization problem is
in AP if its decision version is in NP.

1.4 What is an approximation algorithm?

If an NP optimization problem is sufficiently large, then finding the optimal solution
is computationally impractical and, even if supplied, it is computationally impractical to
prove its optimality. We are thus forced to drop the requirements of certified optimality
and settle for a humbler target: finding efficiently suboptimal solutions.

There are two main kinds of algorithms developed for this goal: heuristics and approxima-
tion algorithms. This duality reflects the one introduced at the beginning of this chapter:
finding a solution vs proving its optimality.

Heuristics are algorithms created to be effective in real-life scenarios. It means that, while
no solid theoretical foundations are present, solutions reached by heuristics are normally
satisfactory. Heuristics are often developed by combining sensible strategies to provide
solutions that are as good as possible in the majority of real-life cases. But, in the remote
possibility of a pathological instance forged with the intent of tricking the heuristic, the
solution can be arbitrarily worse than the optimal one.

Some famous heuristics are the following:

o Greedy algorithms is a general term that defines any iterative algorithm that
performs the most profitable action at each step, without any kind of future foresight.
For example, playing a turn in chess by just looking at the current state of the board,
without thinking of future moves.

« Beam Search can be considered an evolution of a greedy algorithm, as it takes into
account a “fixed amount of foresight”. Going back to the chess example, a beam

12
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search algorithm could be one that explores all different scenarios up to three moves
in the future.

o Local Search heuristics typically improve a given starting solution by sequentially
applying “small” modifications to it. This means that a “geometry” is constructed
in the solution space, and all the solutions nearby the current one are considered in
search of an improvement. In other words, this resembles a discrete version of the
famous gradient descent algorithm.

¢ Genetic Algorithms are heuristics that imitate the natural evolutionary processes.
Overall, the algorithm considers a pool of candidate solutions. Each solution is en-
coded in a problem-dependent way, to resemble the DNA. Each step of the algorithm
contains a reproduction phase and a selection phase. In the reproduction phase,
new solutions are generated by combining already present solutions. In the selection
phase, each solution is scored with a fitness function and the lowest solutions are
discarded.

e« Matheuristics can be described as local search heuristics that perform the local
search step by solving an optimization problem using, for example, a MILP solver.
Matheuristics are typically superior to classical local search procedures as they are
able to explore efficiently a bigger neighborhood.

As we will use local search procedures, let us study them more deeply. These heuristics
are used to solve optimization problem by iteratively exploring the solution space. The
exploration produces a sequence of feasible solutions xz;. The central idea of the local
search procedures is that these solutions should be pairwise near to each other. Indeed,
to use a local search heuristic a neighborhood must be defined for each feasible solution.
Typically, some sort of similarity measure is used, for example the Hamming distance.
Procedure 1.1 summarizes the main steps of a text-book local search procedure.

Procedure 1.1: Generic Local Search Procedure

1 Initialization: selection of an initial (feasible) solution x; as current
solution and computation of its objective function value f(z1) ;

2 Neighborhood generation: construction of a (totally feasible)
neighborhood N (x;) of the current solution z; and selection of a
candidate solution & € N (z;) ;

3 Acceptance test: check whether solution Z should be accepted to replace
x;. In the negative case the current solution remains z;{; = x;. In the
positive case the current solution must be updated: x;41 = . Typically,
this step is based on randomness to “escape local optima” ;

Stopping test: if the test is positive stop the local search algorithm and
return the best solution encountered, else go to the Neighborhood
generation step

'S

If the best solution in the neighborhood is selected at each step, the local search heuristic
is said to follow the steepest descent strategy. On the other hand, if the first solution

13
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that improves the current one is selected, the local search heuristic is said to follow a first
improvement strategy.

Approximation algorithms, on the other hand, are created in order to address worst cases.
It can be proved that their solutions are always “almost good as” the optimal one. The
concept of approximation ratio is used to quantify by how much their solutions differ from
the optimal one. The approximation ratio of an algorithm used to solve an optimization
problem is defined as the worst possible ratio between the suboptimal value returned by
the algorithm and the optimum of the optimization problem. If this ratio exists and is
finite, then the algorithm is called an approximation algorithm.

Schematically, let Z be any instance of an optimization problem and H be a candidate
approximation algorithm to solve the optimization problem. We can define the approxi-
mation ratio p of the algorithm H as:

Value of the solution provided by H applied to Z

(1.1)

p = max Value of the optimal solution of Z
This optimization problem is usually solved indirectly by proving problem-specific prop-
erties that connect the value of the algorithm solution with the optimal one. In this
work, we try to do the opposite: we will add constraints to this optimization problem
to encode the approximation algorithm logic and the optimal solution value. Finally, ex-
ploiting the power of commercial solvers, we will solve the optimization problem and get
the approximation ratios.

For some optimization problems, there are approximation algorithms having the ability
to “control” the approximation ratio, getting it arbitrarily close to 1. They are called
Approzimation Schemes. There are two kinds of approximation schemes: Polynomial
Time Approzimation Scheme (PTAS) and Fully Polynomial Time Approzimation Scheme
(FPTAS).

A PTAS is an approximation algorithm that offers a controllable approximation ratio.
Indeed, a PTAS takes as input an arbitrary parameter € > 0 and an instance of the opti-
mization problem and yields a solution with an approximation ratio p < 1+ ¢. Moreover,
a PTAS must have a runtime complexity polynomial in the input instance size.

A FPTAS is a PTAS whose runtime complexity is polynomial both in the input instance
size and in %

1.5 What are LPT and LS?

As discussed, the problem QM ||Cypaz is in NP. In other words, no known algorithm can
solve it efficiently. Hence, the need for developing efficient algorithms that find suboptimal
solutions. Surely, two famous algorithms are the List Scheduling (LS) rule and the Longest
Processing Time (LPT) rule.

14
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List Scheduling is an iterative algorithm that starts from an empty schedule and, given a
fixed list of jobs, updates the schedule at each step by assigning the job to the machine
that would finish it first given the current schedule. List Scheduling can also be applied
to other problems, such as P2||Cp,q. or even RM||Cpar. We give here a pseudocode
implementation of the List Scheduling algorithm for P2||C,.. because it is probably the
easiest machine scheduling problem.

Procedure 1.2: List Scheduling for P2||C),a.

Input: A sequence of J jobs lengths (p;),_, ~;

Output: The value C,,q; of the List Scheduling schedule

// Initialize an empty schedule

// Ty, T, are sums of jobs lengths assigned to each machine
T 0;

TQ — 0;

// Now start building the schedule iteratively

for j=1,...,J do

N =

w@

// Assign the job to the machine that would finish it first
4 if 7' +p; <T2+p; then
// Assign job j to machine 1 and increment 7}
5 Ty < T1 + py;
end
else
// Assign job j to machine 2 and increment 75
8 Ty < T + pj;
9 end
10 end

// Now compute the schedule value by C,,,, rule
11 Cpap < max {17,172},

The List Scheduling algorithm is an example of a greedy heuristic. It is greedy, as each
job is placed without caring for the next ones. It is also a (very simple) heuristic, as it is
sensible to place each job to minimize, at each step, the maximum total running time.

The List Scheduling algorithm is easily extendable to the QM ||Cyua, problem, by intro-
ducing in the input also the speeds of the machines and considering them during the
assignment process:

15



Introduction

Procedure 1.3: List Scheduling for QM||Caz

Input: A sequence of J jobs lengths (pj)jzl,...,J
A sequence of M machines speed factors (¢m),,—; s
Output: The value C,,q, of the List Scheduling schedule o
// Initialize an empty schedule
// T, is sums of jobs lengths assigned to machine m
1Ty, ..., Ty < 0;
// Now start building the schedule iteratively
2 for j=1,...,J do
// First compute all possible partial completion time
8 | Fne Tm+p)em Ym=1,..., M;
// Then find the machine m that would finish it first
(minimum partial completion time)
4 m = argmin {F1,..., Fa};
// Then assign job j to machine m and increment Tj
5 Wi &= Ui, - s

6 end
// Now compute the schedule value by C,,,, rule
7 Craz + max{qT1,...,quTw};

\.

Even if applied to QM||Cinqz this algorithm is very fast: it is linear in the number of jobs
J and in the number of machines M. In other words, its complexity is O (JM). Let us
try to deduce it from the pseudocode:

1. The first row performs exactly M operations, hence it has a complexity of O (M).

2. The second row is a fixed for loop over the jobs, so each further row complexity
should be multiplied by J.

3. The third row performs M times the same two operations: addition and mul-
tiplication. Hence, we could say that inside the for loop has a complexity of

O 2MJ) =0 (MJ).

4. The fourth row has to find the minimum in a list of M numbers. Hence, inside the
for loop, has a complexity of O (M.J). In fact, to find a minimum of a list, we just
need to scan the list once keeping a pointer to the minimum element found so far.

5. The fifth row is a single operation that requires O (1). So inside the loop, it brings
a complexity of O (J).

By summing the complexity of each row we get:
OM)+OMI)+O(MJ)+0O(J)=0(MJ)

If the number of machines M is fixed than the overall complexity is just O (J).
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The LPT algorithm is just LS applied to the sorted list of jobs in decreasing job length
order.

Procedure 1.4: LPT for QM||Cyraz

Input: A sequence of J jobs lengths (p;),_; ;
A sequence of M machines speed factors (gm),,—; s
Output: The value C,,q, of the LPT schedule
// Sort the jobs by decreasing length
1 (pj)jzl,.“,] A Sort((pj)jzl,...,J);
// Apply LS and return its schedule

2 ListScheduling((p;);—y . j+(4m)m=1,. 1);

Let us try again to derive the complexity of this algorithm directly from the pseudocode:

1. The first row sorts a list of J numbers. To do that, we can apply the Heapsort
algorithm that has a complexity of O (Jlog J).

2. The second row is just List Scheduling, hence it has a complexity of O (M J).

Supposing the number of machines fixed, by summing the complexity of each row we get:

OJlogJ)+ O (MJ) =0 (JlogJ) + O (J) = O (Jlog J)

Hence, the LPT algorithm has a log-linear complexity, only due to the initial sorting of
the jobs. This means that the LPT algorithm is not simply slower than the List Schedul-
ing, but it has greater complexity. Surely, there is a benefit for this added complexity.
For PM||Cinaz, both algorithms are approximation algorithms. LPT has a tight approx-
imation ratio of % — % and List Scheduling has an approximation ratio of 2 — ﬁ For
QM]||Ciaz, the LPT algorithm has an approximation ratio p < 2, as we will discuss later.
The List Scheduling algorithm is not even an approximation algorithm (see Lenstra and

Shmoys [2019]).

Figure 1.1 shows the LPT algorithm at work. There are 5 jobs and 2 machines. The jobs
lengths are {5,3,2,2,1}. For the sake of simplicity, the machines are identical and they
have the same speed factor of 1. The final makespan is 7.
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*************************
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Figure 1.1. An example of LPT schedule building process.
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Chapter 2

Related Work

The seminal work of Graham [1969] is fundamental as he was the first to analyze the LPT
algorithm for PM||C},q4. as an approximation algorithm. In that work, he first proved

that the approximation ratio of LPT is % — 3$M, where M is the number of machines.

The scheduling problem on uniform machines, i.e., the QM ||Cyq. problem, was introduced
by Horowitz and Sahni [1976]. They developed two PTASs, one for Q2||Ciyq, and one for
R2||Caz

A series of results focus on bounding the approximation ratio p of LPT applied to the
problem Q||Cynaz, i-€., when the number of machines M is not fixed. The first result was
by Gonzalez et al. [1977]. They proved that % < p < 2. The lower bound was proved by
explicitly giving a family of instances such that, in the limit M — oo, attains an approx-
imation ratio of 3. Afterward, Dobson [1984] gave an instance where the approximation
ratio is &~ 1.512, hence improving the lower bound. He also improved the upper bound to
% ~ 1.583 by making a connection to a bin packing problem. Then Friesen [1987] gave an
instance where the approximation ratio is & 1.52, hence improving the lower bound. He

also proved, independently of Dobson, a worse upper bound: % ~ 1.666. Finally, Kovacs
[2010] tightened the bounds to 1.54 < p <1+ ? ~ 1.5773.

Regarding the LPT algorithm applied to the QM||Cyuq, problem, in recent years Mit-
sunobu et al. [2022] found the approximation ratio when the number of processors M
is 2,3,4,5: pa = 1.28,p3 ~ 1.38,p4 =~ 1.43,p5 ~ 1.46. The best previous result was by

Gonzalez et al. [1977] who showed that p < A%I—Afl VM.

Note how all these results are independent of the machines speeds. A beautiful parametric
analysis of the approximation ratio of the LPT algorithm applied to Q2||C),q. was done
by Mireault et al. [1997]. They designed a function f (g1, ¢2) such that

p(a,q2) < flq1,q2) Y1, € RT

Then they produced examples to prove that the inequality is tight for all machines speeds.
To get this beautiful result, they hinted at the usage of the optimization problem method
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to prove approximation ratios. In particular, they explicitly wrote some optimization
problems, but they did not solve them directly, probably for a lack of resources. In-
stead, they manually analyzed some constraints and proved the approximation ratios in
a standard analytic fashion.

Regarding the LPT algorithm applied to Q2||Ciuez, Massabo et al. [2016] found some
interesting posterior bounds. In this context, posterior bound refers to information that
is available only after the application of the LPT algorithm, for example, the index of the
machines where the makespan will take place or the index of its last inserted job. They
developed a posterior worst-case performance ratio bound and, through examples, showed
that the ratio is tight.

Moving on from the LPT algorithm applied to Q2||Cyaz, Koulamas and Kyparisis [2009]
proposed a modified version of the LPT algorithm and showed that their version is an

approximation algorithm for Q2||C),q, with a ratio of \/g ~ 1.2247. Note that this
approximation ratio is an improvement over the LPT approximation ratio for Q2||Cy,ax,

which is pg & 1.28. The main difference in their algorithm is an initial “brute-force” phase
on a fixed number of large jobs.

In recent years, Della Croce et al. [2019] developed an approximation algorithm for
P2||C}pa, with an approximation ratio of % Their algorithm was essentially the LPT algo-
rithm followed by a step of a local search procedure. Focusing on PM||Cypaz, Della Croce
and Scatamacchia [2020] developed a modification of the LPT algorithm that improves

Graham [1969] bound from 3 — 2 to 3 — m for M > 3 and from £ to § for M = 2.

As one can imagine, there is a myriad of variations of machines scheduling problems.
Refer to “Elements of Scheduling” by Lenstra and Shmoys [2019] or to “Scheduling” by
Pinedo [2012] as a starting point for further references.
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Chapter 3

Proposed approach

3.1 Description of the Problem

We focus on the problem known in literature as QM ||Cynaz, that is: given a set of jobs,
each characterized by its length, and a set of machines, each characterized by its speed,
find the assignment of the jobs to the machines that minimize the maximum completion
time.

To properly state the QM ||Cynq. problem, we use the following notation:

o M € N is the number of machines and J € N is the number of jobs.

o An instance is the pair Z = ({qm}m:1 Mo {pj}j:1 J> where g, is the speed factor

,,,,,,,,,,

of the machine m and p; is the length of job j.
A schedule is defined as a function S : {1,...,J} — {1,..., M}.

o The makespan of the m-th machine of an instance Z with respect to a schedule S is
defined as:
Cnzs= Y, Gmpj

JESTH(m)
Note that if a speed factor ¢, is ¢, > 1, it plays the role of a “slowness” factor.

¢ Finally, the makespan of an instance Z with respect to a schedule S is defined as:

Czs= max Cpzs
me{l,...,.M}

So the problem QM]||Ciqy is: given an instance Z find an optimal schedule §* such that
the makespan Cz s is minimized.

We can try to solve the problem to optimality using a commercial Mixed-Integer Linear
Programming (MILP) solver as the problem admits a MILP formulation:
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Optimization Model 3.1: MILP model for solving QM||C),4z

CF = min  C
| J
st. C> quxmyjpj (Vme{1,...,M})
j=1
Db Ty — 1 (Vje{1,...,J})
Ty € {0,1} (Vme{l,...,M},Vje{l,...,J})
cC>0

Where for allm € {1,..., M} and j € {1,...,J}, 2, ; is a binary variable whose value is
1 if job j is assigned to machine m, i.e. S*(j) = m, and 0 otherwise. Note that the above
optimization problem is a Mixed-Integer Linear Program (MILP), as its variables are C'
and {z;,,}, and it is “parametric” in {¢,,} and {p,}.

Alas, while solving a continuous linear problem is a polynomial problem, for example using
the ellipsoid method from Karmarkar [1984], solving a mixed-integer linear program is
NP. The school-book solution process is typically the Branch and Bound algorithm
(see Tadei and Della Croce [2010]). This algorithm iteratively performs a tree-like search
procedure, to find the optimal integer variable values. At each step of the algorithm, a
leaf is selected, where an integer variable is fixed with a constraint and a new continuous
linear program is solved. Then the algorithm may perform a pruning step where all the
leafs that can be proved to be suboptimal are discarded and no more explored.

Hence, if a given instance has too many jobs, even the best MILP solver cannot solve it
to optimality. So we apply a scheduling algorithm H and get a suboptimal result. After
getting the schedule provided by algorithm #, one could ask how good or bad is this
schedule with respect to the unobtainable optimal one. This question can be addressed
by considering the approximation ratio p. Recall equation (1.1):

Value of the solution provided by H applied to Z

p = max ((1.1) revisited)

Value of the optimal solution of 7
If we solve this optimization problem and find a finite p than H is an approximation
algorithm with approximation ratio equal to p. This means that, even in the worst
possible case, the algorithm H schedule value will be at most p times worse than the
optimum schedule value.

The above optimization problem is too “high level” to be solved in practice. We need to
encode into constraints all three elements of the problem: any instance Z, the value of the
solution provided by H applied to Z and the value of the optimal schedule of Z.

In the next chapter we enter into details on how we solve all these issues for the LPT
algorithm and also for new algorithms.
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3.2 Methodology

In this section, we delineate a methodology that we will use with all the algorithms.

It is clear that it is impossible to study any conceivable algorithm in a unified manner and
elegantly. So we need to delineate a particular family of algorithms we are interested in.
Taking inspiration from the work of Della Croce et al. [2019], we will consider algorithms
that produce a partial schedule using only a sub-list of the jobs and then complete that
schedule with List Scheduling. This approach is also favorable from a complexity point of
view.

As we discussed, the LPT complexity is O (JlogJ), only due to the required sorting
of all the jobs. One could wonder if it is possible to devise an algorithm that could
both reduce the complexity (by ordering a small fixed number of jobs) and improve the
approximation ratio. So we focus on the following algorithm structure, denoted hereafter
as “meta-algorithm”:

Procedure 3.1: Meta-Algorithm for QM]||Ci,a.

Parameters: A number L € N

A scheduling algorithm H for QM]||Ciaz
Input: A sequence of J jobs lengths (p;)

j=1,...,J
A sequence of M machines speed factors (Qm)m=17..., M
Output: C
1 Find the LM-th longest job in {p;},_,

2 Let JT,J be, respectively, the list containing all the jobs larger than the
LM-th one and the list containing the remaining jobs (if any).

3 Sort only the list J .

4 Apply algorithm H to the sorted list J* and obtain a (partial) schedule S.

5 Complete the schedule S using list scheduling with J .

Below we assess the complexity of the proposed Meta-Algorithm:

1. As L and M are fixed numbers, the complexity of the first row is O (J). In fact,
finding the k-th largest element in an unsorted list of length can be done in linear
time O (LM J) using a multiple scans approach.

2. The second row can be implemented by simply scanning each job once and placing
it in either one of the lists. Hence, it has a complexity of O (/).

3. By construction, the list J* has exactly LM elements. Hence, the complexity of
the third row is O (LM log (LM)), using for example the Heapsort algorithm.

4. The fourth row complexity depends on the complexity of the algorithm H. As H
accepts as input the list J (length LM) and the list of machines (length M), H
complexity has the form O (f(LM, M)).
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5. The fifth row is just an application of the List Scheduling algorithm, whose com-
plexity is the product of the number of machines times the length of the list of the
input jobs: O (M(J — ML)").

Hence, the overall complexity of the Meta-Algorithm is linear in J when M and L are
fixed:

O (LM.J + LM log(LM) + f(LM, M)+ M(J — ML)*) = O (LMJ)=O(J) (3.1)

It is important to note that the overall complexity of Meta-Algorithm is independent of
the complexity of the algorithm H used. Moreover, its complexity is O (J), hence it is an
improvement over the complexity of LPT, that is O (Jlog J).

We want to study the approximation ratio of multiple algorithms that follow the structure
of the Meta-Algorithm. Hence, we need to fix a scheduling algorithm H, applicable to the
QM]||Ciaz problem, and a number L € N, that will limit the number of jobs in the
input of H. Let C be the value of the suboptimal schedule produced by Meta-Algorithm
instantiated with H and L. Let C* be the value of the optimal schedule. Then, we have
to solve the following optimization problem:

CH
= max
P instance Z C'*

(3.2)
We remark that the J jobs lengths and the M machines speeds should be variables of
problem (3.2). While M can be considered fixed, for example M = 2 if we are interested
in finding approximation ratios for Q2||Ci,qz, surely the number of jobs J is not fixed as
any instance Z should be taken into consideration, regardless of its length. An elegant
solution could be to add an infinite number of variables, one for each possible job, and
treat the resulting problem with variational methods. Alas, the commercial solvers are
able to represent only finite dimensional problems, hence a different strategy must be
followed.

We propose the following approach to solve (3.2). We split the optimization problem
domain into two parts, according to the index of the critical job K. The critical job is
the smallest job whose removal causes the makespan to strictly decrease. For example,
looking back at Figure 1.1, the critical job index is K = 4. We obtain the following:

cH cH
= ImaXx max — max
P instance Z with  (C* ’  instance Z with ~ (C'*
K< LM K>LM+1

Note that choosing LM as the “threshold” for K, we actually separate the algorithm H
from the List Scheduling algorithm. In fact, if K > LM + 1, the critical job is scheduled
according to the List Scheduling algorithm. On the other hand, if K < LM, the critical
job is scheduled by the algorithm H.
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Moreover, the first sub-problem can be simplified from an infinite dimensional problem to
a finite dimensional one, using the following proposition:

Proposition 3.2.1. [t holds that:

o o
max < max
instance T with K < LM (C'* instance T with J = LM (C'*

Proof. Recall the structure of the Meta-Algorithm. If the critical job index is K
and K < LM, then the critical job has been scheduled by algorithm H and not
by the List Scheduling part. Moreover, by the definition of critical job, any job
scheduled by List Scheduling does not increase the makespan. Otherwise, if such
a job existed, then it would be the new critical job, contradicting the fact that
K < LM. So, we can remove the jobs in J~ without changing the performance of
the overall algorithm.

On the other hand, removing the jobs in J~ can only reduce the makespan of the
optimal schedule, i.e., reducing C*.

In other words, for any instance Z with K < LM, there is an instance Z' with
J < LM such that the makespan of the overall algorithm cannot decrease and the
makespan of the optimal schedule cannot increase. O

Applying the above proposition, we get the following inequality:

CcH cH
p < max max —, max (3.3)
instance Z with ~ (C'* instance Z with ~ C*
J=1LM K>LM+1

The first sub-problem is algorithm dependent, and it is tackled with commercial solvers.
The latter sub-problem is instead more general, and it will be tackled in the next section.
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Chapter 4
Main Propositions

The goal of this section is to devise a bound for the Meta-Algorithm if the critical job is
in J~. To simplify the notation, given the machines speed factors, we define the following

quantity:
1

Q= > —

m=1,....M Im

The following proposition provides a bound for the optimal value of an instance (no
reference to any approximation algorithm).

Proposition 4.0.1. Let C* be the value of an optimal schedule S* = {S7, ..., S5}
with respect to an instance T = ({gm},{p;}). Then:

> pi<C*Q
j=1,...,J

Proof. By the definition of C*:

¢ = max {qm 2 pj}

JES,,

> Z (amqupj> Yaq,...,apy > 0: Z oy =1

m=1,....M JESE, m=1,....M

(4.1)

The inequality follows from the fact that the maximum of a set of scalars is greater
than or equal to any convex combination of such scalars. Hence, «,, are free
coefficients of an arbitrary convex combination. We choose the following:
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1
ap=——= VYm=1,...,. M 4.2
qmQ (4.2)
This choice is valid as the resulting coefficients are positive and sum up to 1:
1 1 1 1
X oan= X -t ¥ L-oto-
m=1,...M meta 9 QL Ty dm @

=dhgeocy

By substituting (4.2) in (4.1) we get the result:

C* > Z Omdm Z pj)

m=1,....M JESM

= L > pj)

m=1,...M 4mQ §ESm

= ;ij)

m=1,....M JESm
1
=5 > (2»
m=1,...M \jESm
1
Q j=1,...,J

O

The next proposition provides a bound to the approximation ratio of each scheduling
algorithm using list scheduling.

Proposition 4.0.2. Consider a scheduling algorithm H and let Z be an instance
such that the critical job K has been scheduled according to the list scheduling rule.
Then the following inequality holds:

CH M-1
<1+ ( )PK
C* C*Q
Proof. Let tq,...,ty be the sums of the jobs scheduled respectively on machines

m=1,..., M before the K-th job, i.e., the critical one.

The makespan C is equal to the completion time of the critical job px. Moreover,
due to list scheduling, the critical job is scheduled on the machine that completes
it first. Hence, the following holds:
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cH = ~jﬂiDMQm(tm-I-]DK)Sqm(ifm—l-p;() Ym=1,....,.M

m=1,...,

Dividing by ¢,, and summing on m we get:

m=1,....M
—=CYQ— (M -1)px <px+ Y tn
m=1,....M
Note that we can apply Proposition 4.0.1, because:
prt Y. tm= Y., p; < p; < C*Q
m=1,..,.M j=1,..,K G=1,00,J

Correspondingly, we get the following inequality:
CHQ— (M - 1)px <C*Q

O

Proposition 4.0.3. Under the same hypotheses of Proposition 4.0.2, let addition-
ally suppose that there are X jobs greater than pg. It holds that:

CH<1+M—1
c* — X +1

Q> > PjZ( > pj) +px > Xpx +px = (X + Dpk

=10000d/ jobs greater than px
That is 1
Pk <
C*Q ~ X +1
By plugging this last inequality in Proposition 4.0.2 we get the result. OJ

As a corollary of Proposition 4.0.3, the next proposition gives a bound for every algorithm
that follows the framework of the Meta-Algorithm. This bound depends only on the
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number of machines M and the parameter L.

Proposition 4.0.4. Suppose that the Meta-Algorithm is applied to an instance T
such that K > LM + 1. Then it holds:

CH<1+ M -1
c* — LM +1

Proof. As K > LM + 1, the Meta-Algorithm puts px € J —, so the critical job K
will be scheduled according to list scheduling. Moreover, any job in J 7 is greater
than px. By remembering that |J | = LM we have that at least LM jobs are
greater than px. Applying Proposition 4.0.3 we get the result. O

Note that if we consider problem PM||Cinaz, i.e. identical processors, a better bound can

be proved:
C;H <1+ M-1
c* — (L+1)M

Indeed, the following proposition holds.

Proposition 4.0.5. Suppose that the Meta-Algorithm is applied to an instance T
such that K > LM + 1. Then:

et _ | M-1
c* — Q(L+1) min_ ¢
m=1,....M

Proof. As K > ML + 1 then, for the pigeonhole principle, in the optimal schedule
it exists a machine with at least (I 4+ 1) jobs. Moreover, as K > ML + 1 then
pPr > p;,Vj =1,...,LM + 1. So the following inequality holds:

*>(L+1 in g,
C*>(L+ )mei?,l..r.l,Mq

Hence:
PK L
orT (@) min, dn
We recover the thesis applying this last inequality to Proposition 4.0.2 O
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Chapter 5

Developed Algorithms -
Examples

In this section we finally define the new algorithms. Remember that each of them is
created from Meta-Algorithm by specifying an algorithm H and a positive integer L. In
fact, the algorithm H is applied only to the sorted list containing the LM largest jobs.
Afterwards, List Scheduling is applied to the remaining jobs.

Consequently, a new approximation ratio must be proved for each choice of H and L,
as the initial part of the resulting algorithm is different. To study these approximation
ratios, we will use the following inequality (obtained by plugging Proposition 4.0.4 into

(3.3)):
cH - M—1
instag(}eal}l’( with C* ’ LM + 1
J=LM

(5.1)

p < max

Note that only the first sub-problem involves algorithm H while List Scheduling is not
involved. This issue will become very handy later.

In this section, for each new algorithm H, we give its pseudocode implementation. After-
wards we derive equality and inequality constraints. These constraints represent the logic
and the rules of the algorithm H. With these constraints we will construct optimization
problems following the first sub-problem scheme. To solve the optimization problems we
use the commercial solver Gurobi v9.2.

Beyond H, also L is a free parameter of the Meta-Algorithm. Hence, also L needs to be
taken into consideration when solving (5.1) for each algorithm H. Choosing L as small as
possible has two benefits. First, according to equation (3.1), a smaller L implies faster
runtimes, as only the largest LM jobs need to be “filtered”. Secondly, the first sub-
problem optimum increases (non strictly) as L increases. In fact, any instance with L; M
jobs is also an instance with (L; +1)M jobs by simply adding an infinitesimal job, without
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altering C* or C*. On the other hand, the second term in (5.1) decreases as L increases.
Hence, for each algorithm H, we will choose the smallest L such that the maximum in
(1.1) is given by the first sub-problem.

In the following, several low-complexity polynomial-time algorithms are presented with
their relevant approximation ratios.

5.1 LPT Algorithm

5.1.1 The Algorithm

The first algorithm H that we test is the classic LPT. In this way, a somehow direct
comparison with Mitsunobu et al. [2022] and Mireault et al. [1997] can be made.

A succinct pseudocode implementation of the LPT algorithm for QM||C)y4: problem is:

Procedure 5.1: LPT for QM||Cyraz

Input: A sequence of J jobs lengths (pj)jzl,...,J
A sequence of M machines speed factors (gm),,_4
Output: The LPT schedule S and its value C
Sort the jobs in decreasing order, i.e.
i§j=>pi2pj, Vi,jE{l,...,J};
T <0 Ym=1,...,M;
Sm—{} VYm=1,...,M;
for j=1,...,J do
// Assign the job to the machine that would finish it first
// Break eventual ties at random
5 m < argmin ¢y (T + pj);

m=1,...,

M

DEELD]

[y

W N

// Update partial schedule and partial completing times
T < T + pj;
Sm — SmU{j};
end
C= Ton;
max, qmdm;

m=1,...,

© 0 N o

This algorithm requires in input the list of machines speed factors {gm},,_; j, and the

list of jobs lengths , {p;},_; ;.

1. In the first row the jobs are sorted from the longest to the shortest.

2. In the second row, M variables are initialized to zero. The m-th variable, T;,, will
hold the current total jobs lengths assigned to machine m. At the start, no jobs are
assigned, hence all the totals are zero.
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3. The third row initializes an empty schedule. In principle, there are multiple ways to
represent a schedule. Here, the variable S, will hold the indexes of the jobs assigned
to machine m.

4. The fourth row is a for loop over the (sorted) jobs.

5. The fifth row is the core of LPT algorithm. Here we select the machine where job j
will be assigned. The criterion is to assign the job to the machines that would finish
it first. Note that ¢z 7T} is the current completion time of machine m. If we assign
the job to machine m, its completion time would be ¢ Ty + ¢mpj, as we need to
consider also the speed factor.

6. The sixth row updates the chosen machine completion time.

7. The seventh row registers the assignment in the schedule.

5.1.2 From the Algorithm to the Model

Now we want to encode the run-time logic of the algorithm in the first sub-problem of

(5.1).

The main difficulty is how to encode the “LPT logic”. Intuitively, let us suppose that
LPT had assigned job j to machine m. This means that, at that step of the for loop, the
machine m is such that:
m € argmin g (T + p;))
m=1,..,.M
Instead of dealing with the argmin operator, we can equivalently reformulate it using only
inequalities. At that step of the for loop, it holds that:

4T +pj) < aw(Ti +pj), Vi

Note that the variables T} can be substituted with the sum of jobs lengths assigned to
machine m at the proper for loop step.

Now we are ready to introduce the corresponding optimization problem and relevant
mathematical programming formulation for LPT.

For the sake of brevity the “loop variable” j always ranges in {1,...,J} and m €
{1,...,M}. Note that the constraint J = LM is implicit, as the number of jobs in
the instance is directly related to the number of variables in the model. The variables for
the following mathematical programming model are:

e ¢m € RT is the speed factors of the m-th machine
« p; € R is the length of the j-th job

LPT
T,

€ {0,1} is the indicator variable if LPT schedules job j on machine m.

*

x), . € {0,1} is the indicator variable if the optimal schedule schedules job j on

m7] .
machine m.
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o CLPT ¢ R* ig the value of the LPT schedule

o C* € R is the value of an optimal schedule

Optimization Model 5.1: LPT

CLPT
C*

LPT _ LPT
st. C = max (quIL‘ g p])

J

max

C* = max (quxfn’jpj)

J

DA (v))
Z xm,j = (Vj)

xLPT —1

7]
= LPT = LPT
Gm |0+ D> awiipi | <am | pj+ Y wkipi | V| (Ym,j)
=1

p=il

p1L=p2 > > pg

The first two constraints simply calculate the values of the LPT schedule and the optimal
one, respectively. As the objective function should be maximized, and the two schedules
share all jobs lengths and machines speed factors, the problem is pushed towards the worst
instance with respect to the approximation ratio. The third and fourth constraints say
that each job should be assigned to one and only one machine (both in LPT and optimal
schedules). The fifth constraint represents the list scheduling rule. Indeed, if job j has
been assigned by LPT to machine m, i.e. xLP]T = 1, then the machine m should be the
machine that, respecting the actual loads, would ﬁnlsh the j-th job first. Finally, the last
constraint simply fixes the order of the jobs, as LPT sorts them before applying the list
scheduling rule.

Note that Optimization Model 5.1 is highly non-linear as the objective function is ex-
pressed as a ratio of variables. Further, the following proposition holds.

Proposition 5.1.1. The objective function Cia. is independent of the units of
measure / normalization constants of the machines speeds and the jobs lengths.
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Proof. Let A, B € R be, respectively, the units of measure / normalization con-
stants of the machines speeds and the jobs lengths. Then it holds that:

Im Dj 1
nax = Z LZTé 1B max | gm fonP]Tp]

Im 1
max Z T j B AB max qumep]

J
LPT
| 4m Z Tm.j Pj LPT
_ =

We apply Proposition 5.1.1 and correspondingly these constraints:

e The unit of measure of the machines speeds is not fixed, and, without loss of gen-
erality, the machines can be sorted w.r.t. their speed factors. Note that the LPT
algorithm does not sort the machines in any way, hence they are “equivalent”. How-
ever, it is convenient to sort them by speed in the optimization model: in this way
we restrict the domain and remove symmetric solutions. So we can impose the
additional constraints:

e The unit of measure of the jobs lengths is not fixed. Correspondingly, the value of
the optimal schedule can be arbitrarily fixed to a constant value, e.g. it can be fixed
to 1. In this way, we get rid of the denominator in the objective function. So we can
impose the following constraint:

cr = max qux;’jpj =1
J
o As the speed factors are greater than 1 and the optimal schedule value is fixed to 1,
it means that each individual job length must lay in [0,1].

Moreover, the implication constraints, modeling the core of LPT logic, can be “linearized”
following a big-M approach (see Tadei and Della Croce [2010] for a deeper explanation
of logic constraints modeling). Let B be a positive constant. If B is big enough, the
implication constraints are equivalent to the following;:

J
G | i+ D pi | —am | 2y + foffpz < B(1—ahlh) (Vm, 1, j)
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In fact when mLf;T = 1 the left-hand side becomes 0 and the original constraint is recov-

ered. We choose B to be greater than the upper bound of the right-hand side:

RHS = g, (p] + Z mfffpz) — 4 (pg + Z %szsz)
=1 =1
j-1
<am | pj+ Y 2T
i=1
J
< gm ij
=1
J
< dmax ij
j=1
<B

5.1.3 The model

So we end up with the following mixed-integer non-convex quadratic problem, that a
commercial solver is capable of solving to optimality (see Achterberg and Towle [2020] for
a deeper explanation of the solution process).

Optimization Model 5.2: LPT

max CF°T

LPT

s.t. g 12

cEPT = max qux
J

*
max E o pi | =1
P Qm . m,]p]
J

Sati = (¥)

me,j - (¥7)
j_

Am (pj + Zxﬁszsz) — Gm (p] ZmLPsz) <B(1- xﬁzP]T) (Ym,m, j)
i=1

1>2pp2p>---2>2p; >0

= <¢@<--<qu

There are still some non-lineari

LPT

ties: the products ¢, ;' pj,

the products gy, ;p;, and

35



Developed Algorithms - Examples

the maximum operators inside constraints. All these issues can be managed by the com-
mercial solver, and some of them can even be linearized:

7Lnl7’]T and p; we do the following. First we

S raints o LPT — L LPT, is
} and add constraints z;, " = @, p;. In this

e To address the product of variables g,,, =
LPT
m?-]

way any product of three variables is decomposed into two products of two variables.

Note that any product that contains the binary variable xﬁij can be “linearized”:

introduce continuous variables {z

LPT __ ,.LPT, .
“m,j = Tm,j Pj

p; € [0/1] =
ar bl e {0,1} mJ

o oo e o
A similar transformation is also used with z7, ; = 7, ;p;.

e Also, the maximum constraints can be linearized. For example, introducing a binary
variable y and a big enough positive constant B, it holds that:

X >r

X > a9

x1 — 22 < By

X =max{x, 22} <= (a9 —11 < B(1—y)
X<z +B(1-y)
X <z3+ By

y €{0,1}

5.1.4 The Approximation Ratio

We can now use the developed model optimum to study the approximation ratio of the
Meta-Algorithm that uses LPT as algorithm H. In particular, the developed model is a
“specific setting” of the first sub-problem in (5.1), by fixing J = LM. The following table
shows different approximation ratios by varying L:

CLPT M—

c L+ 7 +11 P
1 | 1.0000 1.3333 1.3333
2 | 1.2808 1.2000 1.2808
3 | 1.2808 1.1429 1.2808

L

Table 5.1. Table of model optima, theoretical bounds and approximation ratios of the
Meta-Algorithm using LPT as H and varying L.
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Besides the approximation ratio itself, the optimization problem solution also includes a
schedule with J = LM = 4 jobs that numerically achieves that ratio. One of them is a
zero-length job. By removing it, we deduce the following instance with M = 2 machines
and J = 3 jobs, which achieves the approximation ratio:

THPT — ({q = 1,¢5 = 1.2808}, {p1 = 0.7808, py = ps = 0.5000})

We can deduce an algebraic form of Z*F7 from its numeric values, by solving the following
system of equations:
q1(p1 + p3) = ¢2(p2 + p3)
q1(p2 +p3) = q2(p1) =1
b2 =Pp3 = %
q =1
In fact:
e The first equation is justified by direct inspection of Figure 5.1, where the LPT
algorithm is shown building the schedule for the instance Z**T. The last job could
be assigned to any machine without changing the final makespan.

« The second row represents the value of the optimal schedule z7, ;, given in the
solution of the optimization model. In this case, the optimal schedule assigns jobs
p2 and ps to machine ¢; and job p; to machine gs.

« The fourth equation is directly justified from the numeric values of Z*F'7'

e The last equation is just the constraint from the optimization problem regarding the
normalization constant of the machines speeds.

Solving the above system of equations, we get the algebraic form of Z-F7:

14+ 17 4 1
ILPT = = 17 = - 7{ = 77 pr— = }
({Q1 q2 1 } b1 1+ \/ﬁ b2 = Dp3 B

Hence, the Meta-Algorithm, fixing L = 2 and LPT as H, has an approximation ratio
of ”%/ﬁ ~ 1.2808 for the problem Q2||Cjnq,. This is actually the same value found in
Mitsunobu et al. [2022] for the “full” LPT algorithm.
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My pr=07808 |

My m=0788 1

My | p1 = 0.7808 |

MQI

My | p1 = 0.7808 | p2=05000 |
My | p=05000 |

M;: ] p1 = 0.7808 \

My: | p2 = 0.5000 |

M| p1 = 07808 | ps=05000 |
My: | p2 = 0.5000 | ps=05000 |
My p1 = 0.7808 | ps=0.5000

My: | ps = 0.5000 |

Figure 5.1. The LPT algorithm building the schedule of the instance Z%F'7T.

5.1.5 Three Machines and some Parametric Results

If we set M = 3 and re-solve the model, we get the approximation ratio for Q3||Cax:
1.3837. The corresponding instance is:

THPL — {{q1 = 1,q = 1.1316, g3 = 1.3837},
{p1 = 0.8837, py = 0.7227, p3 = ps = 0.5000} }

It should be clear that by simply increasing time and computation power resources we
can compute the bound for any number of machines M, without relying on long and
complex analytical proofs, such those in Mitsunobu et al. [2022]. See Appendix A for
deeper explanation.

It is interesting to consider the speed factors {¢,,} as parameters. Then, the same model
becomes a parametric mixed-integer linear program (parametric MILP). Figure 5.3 shows
the graph for M = 2, which is the result obtained by the complex and long analytical
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My p1 = 0.8837 |
My p=08837 |

My L p—ossa

My p1 = 0.8837

]\/[22

Afgi

- p=0883T ] Py T S
My p=0T21

Mg p = 07227 7]

M| p1 — 0.8837 |

My | s = 0.7227 |

]\/.[3

O S
O —e ———
My | pa=05000

M| p1 = 0.8837 |

My | p2 = 0.7227 |

My: | 3 = 0.5000 |
T L
Ve | P2 = 0.7227 T .
My [ pmos00 | =050
M| p1 = 08837 [ pa= 05000

My | b2 = 0.7227 |

My: | 15 = 05000 |

Figure 5.2. The LPT algorithm building the schedule of the instance Z£2Z.

proof in Mireault et al. [1997]. Moreover, we can also plot the graph for M = 3, yielding
a completely novel result, as shown in Figure 5.4.
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Parametric approximation ratio of LPT for Q2||Cinax

1981 ° Our Method i

—— Theoretical Method

— Bound

1.26 -

1.24

)

1.22

q2
o
q1

1.2}

1.18 -

1.16 i

1.14 .

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
q2

Figure 5.3. Parametric analysis of the approximation ratio of the LPT algorithm for the
Q2||C s problem. As done in Mireault et al. [1997] we fix g; = 1 and let g2 be free. The
red solid line is the theoretical approximation ratio. Each blue dot is the optimum of the
parametric MILP. The brown solid line is the 1 + LMT_J:I bound, with M =2 and L = 3.
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Parametric approximation ratio of LPT for Q3||Chaa

1.3

1.25

1.2

1.15

Figure 5.4. Parametric analysis of the approximation ratio of the LPT algorithm for the
Q3||Cinaz problem. As done in Figure 5.3, we fix the fastest machine speed ¢; = 1 and

let g2, g3 be free. The surface represents p (g—f, %)' It was obtained by fixing different

speeds pairs in Optimization Model 5.2.
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5.2 Koulamas and Kyparisis Algorithm

We can also replicate the results of the algorithm proposed by Koulamas and Kyparisis
[2009]. We will call it the Algorithm-xx. The Algorithm-xx uses a positive integer pa-
rameter R and is divided into three phases. The first phase sorts the jobs by decreasing
length, as LPT. The second phase, core of the algorithm innovation, is a “brute-force”
phase. Here, the largest R jobs are assigned to the machines in the best possible way. In
other words, every possible schedule of the first R jobs is generated, and, among these,
the schedule minimizing the makespan of the R jobs is selected. In the third and last
phase, the selected schedule, currently accounting only the largest R jobs, is completed
using the standard LPT logic.
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Procedure 5.2: Algorithm-xx for QM||Ci ez

Parameters: R € N
Input: A sequence of J jobs lengths (pj)jzl,...,J
A sequence of M machines speed factors (¢m),,—;  as
Output: The algorithm-xx schedule S and its value C' o
// First Phase
1 Sort the jobs in decreasing order, i.e.
igj:>pi2pj, V’i,jE{L...,J};
// Second Phase
2 Upest ¢ +00;
3 S« {}
// Iterate over all possible partial schedules with only R
jobs
4 for S schedule of R jobs on M machines do
// Compute makespan after R jobs

5| ve max > by
jes=t(m)
// Update, if needed, the best partial schedule
if v < vpest then
Upest < U
S« S;
end

© w N o

10 end
11 T}, Z gmp; Vm=1,..., M,
JESTH(m)
// Third Phase
// The LPT loop starts from the R+ 1-th job
12 for j=R+1,...,J do
13 m < argmin g¢m (T + pj);
m=1,..,M
14 Tm < Tm + Pj;
15 Sm — Sm U{j};
16 end

17 C'= max  gnIn;
m=1,...,

Similarly to what done with the LPT algorithm in the previous section, we now want
to develop a mathematical optimization model to study the approximation ratio of the
algorithm-xk. As the first and third phase of the algorithm resemble very closely the LPT
algorithm, we will use Optimization Model 5.2 as a backbone model: only few constraints
must be modified, added or removed. These alterations must reflect how the algorithm-xx
works. We will rename the LPT variables as kx variables.
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e The for loop in row 12 involves only the jobs after the R-th job. Hence, the con-
straints in Optimization Model 5.2 that encoded the full LPT logic:

j—1 j—1
Im (pj + Zzﬁji) — (pj + ZZ%%) <B(l—azy) (Ymm,Vji=1,...,J)
3 1=1

must be modified as:

j—1 Jj—1
dm (Pj + ZZ’II:LH’L) — G (Pj + Z%@ﬂ) < B(1—ay;)
i=1 i=1
Vm,m, Yj=R+1,....J)

¢« We need to encode the logic that selects the best partial schedule for the longest
R jobs. Note that the whole schedule that will be selected is encoded into the z**
variables. Hence, we need to add constraints to the first part of this schedule that
reflect the logic of the for loop at row 4:

max (qm | Z zﬁfj) < max (qm Z p]) (V schedule S of R jobs)
j

m=1,..., -
S—H(m)

The quantifier “¥ schedule S of R jobs” means that the constraint must be repeated
for every possible schedule of the longest R jobs on the M machines. In other words,
we are adding MT constraints, and each of them should be linearized as it contains
maximum operators.

Hence, the model for the algorithm-xk is:
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Optimization Model 5.3: Algorithm-xx

max COFF

st. O = max (quzm]p])

J
7
m
va*n,j =1 (Vj)
j—1
Gm | pj + Zfﬂm pi | —am [P+ D 2emi | < B -

=1
(Vm,m, Vj=R+1,...,J)

max (qm xn ]p]) < max (qm Z pj> (V schedule S of R jobs)
J b 7

S=1(m)

max (qmz:z:imjpj) =1

“M

1
1:

| V

>2p;=>0

b2
q2 < qm

I/\ I\/
|/\ I\/

We choose M and R as Koulamas and Kyparisis [2009] did: M = 2 and R = 3. We get:

Crn M—1
L\ & |1+ P
1 | 1.0000 1.3333 1.3333

2 | 1.2247 1.2000 1.2247
3 | 1.2247 1.1429 1.2247

Table 5.2. Table of model optima, theoretical bounds and approximation ratios of the
Meta-Algorithm using algorithm-xx as H and varying L.

Note that in the pathological case R =3, M = 2 and L = 1, it holds that J = LM =2 <
R. In this case, the pure algorithm-xk is reduced to brute-force.

An instance for L = 2 that achieves the approximation ratio is:

7= = ({1 = 1,q0 = 1.2247} , {p1 = 0.5918, py = p3 = ps = 0.4082})

As done with LPT, we can deduce an algebraic form of Z"*#=3 by solving the following
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system of equations:
q1(p2 + p3 + pa) = q2(p1 + p2)
q1(p1+p2) = @2(p3 +pa) = 1
P2 =P3 =Da
q =1

3 1 1
IHHR:;s: :]_’ :\/7 7{ :]__77 — f— :}
({Q1 qz 2} 4! \/3 P2 =P3 = P4 \/6 )

Therefore, the Meta-Algorithm, fixing L = 2 and using algorithm-xk as H, has an approx-

Giving:

imation ratio of \/g ~ 1.2247 for the problem Q2||Cjnq,. This is actually the same value
found in Koulamas and Kyparisis [2009] for the “full” algorithm-xx.

In the same work by Koulamas and Kyparisis [2009], two modification are suggested:
take R = 4 or R = 5. They provide only the following bounds: 1.167 < pr—y < 1.2
and 1.143 < pr—s < 1.167, as obtaining the actual approximation ratios would require
significant modification to the proofs. With our model, we simply need to set a different
value of R and let the solver do the rest. We get pr—q = 1.1861 and pp—5 = 1.1583.

The two instances are:
Tt = ({1 = 1,q2 = 1.6861, }, {p1 = 0.4069, po = p3 = pa = 0.2965, })

Trer=s = ({1 = 1,qo = 2.1583, }, {p1 = 0.3050, pp = - - - = pg = 0.2317})

What about successive values of R? Is there a closed formula for Z#%r?7

To answer the first question, we could simply re-run the model with other values of R.
Alas, the second question cannot be directly answered by the model based approach, as
R must be fixed in each run of the model. However, we can try to deduce a formula from
the data. Comparing the instances Z"#r=s TrrRr=4 TrER=5 e can “naturally” generalize
the system of equations that holds for Z"*&=3 to:

q(p2+ - +p7) = q2(p1 + p2)
q(pr+p2+-+pj—2) = qps1+ps) =1
p2="-=DyJ

¢ =1

That simplifies to:
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Pt (R=2)pp=1
2paqa =1
Rpy = (p1 + p2)a2

Hence, we may conjecture that the worst instance for a generic R is:

(1-R+VR*+2R+9) (3— R+VR?+2R+9)

Y41 = R’

»; = SR+VRPORED yi_9 .. J

@ =1 (5.2)
% =1(R-3+VR2+2R+9

— pif =1(3-R+VR2+2R+9

The asymptotic behavior of p¥, shown in Figure 5.5, is coherent with the algorithm-xx.
As R grows, more and more jobs are scheduled optimally. In the limit R — oo, all jobs
will be scheduled optimally, hence the approximation ratio should approach 1. Indeed,
the conjecture satisfies this limit:

(3—R+\/R2+2R+9> -1

lim o — lim -
Ao PR T RE 4

1.3

1.25

1.15

KK
PR

1.1}

1.05 |

| | | | | | |
0'950 5 10 15 20 25 30 35 40

Figure 5.5. Asymptotic behavior of p&*.
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It should be noted that the algorithm-xx approach (brute-force on the largest R jobs)
cannot be extended indefinitely: as R increases, the brute-force phase becomes quickly
computationally infeasible (it is an NP problem).
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5.3 Local search V1 Algorithm

Inspired by Della Croce et al. [2019], we introduce a lightweight modification to LPT by
appending to it a simple local search procedure. This procedure, that we will call from
now on algorithm-o;, will modify the LPT schedule and find, in the neighborhood of the
LPT schedule, a better schedule. We need to formally define what the neighborhood of
a schedule S is. As intuitively as possible, a schedule S is in the neighborhood of the
schedule S if one can obtain S from S by pairwise exchanging any two jobs.
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Procedure 5.3: Algorithm-o; for QM||Cyas

Input: A sequence of J jobs lengths (pj)jzl,...,J
A sequence of M machines speed factors (¢m),,—;
Output: The algorithm-o; schedule S and its value C
// Apply LPT. Inside LPT the jobs will be sorted
§,C < LPT ({Qm} ) {pj});
T Z gmp; Vm=1,..., M,
JES~1(m)
// Now search for the best one-job-to-one-job swap
// The variable (C?' will hold the value of the schedule found
after the local search step V1

3 O« (C;
4 i —1
5 k71 < —1;

10
11

12
13
14
15
16
17
18
19

20
21
22
23
24
25

// There are smarter ways to implement this search. This is
the simplest way
// Cycle through each pair of jobs on different machines
fori=1,...,J do
for k=1,...,J do
// Get which machines jobs ¢ and j are assigned to
mp <— S(k),
if m; # my, then
c+max {71, Gm;(Tmi — i +Pk); - -+ Gy (Do + Di —
Pr)s - amTi
if ¢ < C7" then
17t < 1
kot +— k;
C% « ¢
end
end

end
end
// Update the schedule S, if needed, by exchanging job 7!
with job k°!.
if 17t # —1 then
m; < S(i);
my < S(k);
S(Z) — my;
end
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For the sake of simplicity, we introduce the model of the algorithm-o only for the problem
Q2||Caz, i-e., fixing the number of machines to 2.

As done with the algorithm-xk, we use Optimization Model 5.2 as a backbone model,
introducing the following modifications:

e The algorithm-o; has two phases. The first is simply LPT, hence all the constraints
in Optimization Model 5.2 are valid. The second phase is the single local search
step, where a new schedule is developed, whose value is encoded in the new variable
C. Then the best between these two schedules is returned. To reflect this duality,
we propose the following structure:

max C%

LPT LPT
s.t. C = max (qume pj>

J
C = schedule value after local search step

Cal < CLPT
cr<C

In this way, C*FT and the whole LPT schedule are not affected by the local search
step “until the objective function”.

o How to constrain the new variable C7 Suppose that M = 2:

C' < max {q (pk —pit+ foprj> ’

J
g2 (pz‘ — Pk + Z $1L5ij>
J
Y+ B2 —aff" — a2k h) Vik=1,...,J i#k)

In this way, when job i is assigned by LPT to machine 1 and job k is assigned by LPT
to machine 2, the term with the big constant B cancels. Hence, the variable C is
truly constrained, by varying ¢ and k among 1,...,J. We remind that all maximum
constraints are handled as presented in Section 5.1.3.

Therefore, the model of algorithm-o; for Q2||Cas is:
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Optimization Model 5.4: Algorithm-o; for Q2||C),4x

max C%

LPT _ LPT
st. C = max (qngr: o pj)

J

max (qux;Jpj> =1

J
Z I'LPT (VJ)
Z Tin,j = (V)
j—1
G |25+ x#’Zsz) — g | pj + Zx“’Tp, B(1 — 2EFT) (Vm,1m, j)

i=1

C<max{q1 (pk—pz—kzxffT ), (pz pk+ZzZL§T )}

J

+ B(2 —xffT xQLy},:T) (Vz,kzl,...,J i #+k)
00'1<CLPT
cr <
1>2pr2pp>--->2p; 20
l=q < @< <qu

Solving the model, we get the same results as the LPT case:

co1 M1
L R v Es p

1 | 1.0000 1.3333 1.3333
2 | 1.2808 1.2000 1.2808
3 | 1.2808 1.1429 1.2808

Table 5.3. Table of model optima, theoretical bounds and approximation ratios of the
Meta-Algorithm using algorithm-o; as H and varying L.

Indeed, the Meta-Algorithm, fixing L = 2 and algorithm-o; as H, has an approximation
ratio of 1.2808 for the problem @Q2||C),q.. Its approximation ratio is the same as the LPT
algorithm. Also, the corresponding worst instance is the same:

T% = ({q1 = 1,¢qo = 1.2808} , {p; = 0.7808, p» = p3 = 0.5000}) = ZLFT
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The above result indicates that the local search step could not improve the LPT schedule.
So, even a variation of algorithm-o1, where a sequence of local search steps is performed,
would have the same approximation ratio. We need to improve the quality of the local
search step by enlarging its neighborhood.

However, the algorithm-o; is an improvement over LPT for the problem P2||C}q,. Indeed,
we can run the model fixing both speed factors to 1, reducing the Q2||Cynqr problem to
the P2||Cnqz problem. Using Proposition 4.0.5 as bound, we get:

(4 M-1
L| & |+ w;y P
1 | 1.0000 1.2500 1.2500
2 | 1.0000 1.1667 1.1667
3 | 1.1250 1.1250 1.1250
4 | 1.1250 1.1000 1.1250

Table 5.4. Table of model optima, theoretical bounds (using Proposition 4.0.5) and
approximation ratios of the Meta-Algorithm using algorithm-o; as H and varying L

for the P2||C),q. problem.

Hence, fixing L = 3, the algorithm-o is an approximation algorithm for the problem
P2||Cyaz with an approximation ratio of 1.1250 ~ %. The LPT algorithm has an approx-

imation ratio of % ~ 1.1667 for the problem P2||Ci,qs-
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5.4 Local search V2 Algorithm

As the algorithm-oy has the same approximation ratio as LPT for Q2||Cya., a wider local
search neighborhood must be considered. We enlarge the old neighborhood to the new
neighborhood by including also other two kinds of swapping. Indeed, in algorithm-o, only
one-to-one job swappings were considered. In this algorithm, introduced in Della Croce
et al. [2019], also two-to-one (and one-to-two) job swappings are considered.

Given a schedule S, any schedule that is “reachable” by performing only one of the
following actions is considered in the neighborhood of S:

« Swap one job on a machine with one job on another machine (also done in algorithm-
0'1) .

e Swap two jobs on a machine with one job on another machine.
e Swap one job on a machine with two jobs on another machine.
We will call this algorithm algorithm-os.

As the algorithm-oy is very similar to algorithm-o; (only the definition of the neighborhood
is changed), the optimization model for algorithm-o is based on the one for algorithm-o;.
For the sake of simplicity, we fix M = 2; as such the model is:
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Optimization Model 5.5: Algorithm-o,

max

s.t.

6%

O = max (qm )3 xfnZTpJ)

J

max (qm Zx;ﬁn,jpj) =1
J

Z mLPT
Z ) =
m

Al Al
. (pj NS xfn%z) o <p] .5 xﬁfZsz) < B{1L— o5T) (v .5)

=1

C<maX{q1 (pk—pHerLPT ) (pz pk+ZxLPT )}

J

+B2 -2t —ag))

C<max{q1(pk—pz p+ Yy oty ) (pﬁpz e+ D735 D }

LPT _ _LPT _  LPT
+B@ -y, —a3y — w0 )

C<maX{ql (pwrpz P+ Y T D ),q (pz pe—p+ Y wkTp )}

LPT LPT
—I-B(S—a:“ — o

C0'2 S CLPT
c2<C

2p;20
"< qm

(V)

(VJ)

=il

(Vz,kzl,...,J i #+ k)

J J

(Vi k,l=1,...,0 i#ki#lk#1)

J J

LPT
— Ty )
(Vi k,l=1,...,J i#ki#l,k+I)

Solving the model we get:
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co2 M—1
L T L+ 3T P

1 | 1.0000 1.3333 1.3333

2 | 1.1805 1.2000 1.2000
3 | 1.1805 1.1429 1.1805

Table 5.5. Table of model optima, theoretical bounds and approximation ratios of the
Meta-Algorithm using algorithm-o5 as H and varying L.

The instance corresponding to L = 3 is:

77 = ({q1 = 1,qo = 1.1805} , {p1 = 0.8471,py = p3 = ps = 0.3333})

As done with LPT and algorithm-x«, we can get the following algebraic form:

Tor _ { g6 } e s A |
- q1 = aQ2*_1+\/3—7 y$P1 = 6 7172*?3*174*3

Hence, the approximation ratio of the meta-algorithm applied with the algorithm-oo and

L = 3 to the problem Q2||Cqz is %\/ﬁ ~ 1.1805.

It is interesting to note that the new expanded neighborhood is large enough to improve
on the LPT approximation ratio. However, the LPT algorithm applied to this instance
produces the same schedule as algorithm-os. It means that, as in algorithm-oq, the
worst instance of algorithm-oy does not benefit from the local search step. Hence, even a
variation of algorithm-os, where a sequence of local search steps is performed, would have
the same approximation ratio as algorithm-o,.

As done with algorithm-o7, we can re-run Optimization Model 5.5, fixing ¢1 = ¢2 = 1,
hence reducing again the Q2||Cynq. problem to the P2||Ciua, problem. Using Proposi-
tion 4.0.5 as bound, we get:

L Z |1+ | »

1 [1.0000 [ 12500 | 1.2500
2 | 1.0000 | 1.1667 | 1.1667
3 | 1.0000 | 11250 | 1.1250
4 | 1.0833 | 1.1000 | 1.1000
5 |1.0833 | 1.0833 | 1.0833
6 | 1.0833 | 1.0714 | 1.0833

Table 5.6. Table of model optima, theoretical bounds (using Proposition 4.0.5) and
approximation ratios of the Meta-Algorithm using algorithm-o, as H and varying L
for the P2||Cyqz problem.

56



Developed Algorithms - Examples
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Figure 5.6. The LPT algorithm building the schedule of the instance Z92. Remember
that eventual ties are broken at random, and we must always check for the worst case.

Fixing L = 5, the algorithm-o5 is an approximation algorithm for the problem P2||C)qz
with an approximation ratio of 1.0833 ~ % This is a complete confirmation of the result
found by Della Croce et al. [2019].
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5.5 Alternative start V1 Algorithm

We could keep improving the approximation ratio by enlarging the neighborhood consid-
ered in the local search step, but this entails much longer run-times. Instead, somewhat
inspired by Koulamas and Kyparisis [2009], we introduce the algorithm-«;. This algorithm
considers two schedules: the one generated by LPT and a “revised” one.

During the first step of the LPT algorithm, the first job (the longest one) will always be
assigned to the fastest machine. By doing so, the LPT algorithm, the algorithm-o; and
the algorithm-oy all misplace the first job in their worst case. Indeed, in all cases, the
corresponding optimal schedules assign the longest job to the slowest machine.

As such, we propose to consider another schedule, where the first job (the longest one) is
always fixed on the slowest machine. Then the LPT rule is followed onwards.

Finally, algorithm-c; returns the best schedule between the pure LPT one and the “re-
vised” one.

Procedure 5.4: Algorithm-a; for QM||C)a.

Input: A sequence of J jobs lengths (pj)jzle
A sequence of M machines speed factors (¢m),,—1 s

Output: The algorithm-a; schedule S and its value C' o
// First Step: order the jobs

1 Sort the jobs in decreasing order, i.e.

iSj———>pinj, Vi,jE{l,...,J};

// Second Step: apply LPT

2 SLPT,CLPT  1PT ({gn} , {ps}):
// Third Step: consider a start-corrected schedule and then

apply LPT

3T,+0 VYm=1,..., M,

4 Sp+—A{} Ym=1,...,M;
// Assign job 1 to the slowest machine

5 Ty < pi;

6 Sy {1};
// From job 2, start with LPT logic assignments

7 for j=2,...,J do

m < argmin ¢z (Ts + pj);
m=1,..,M

9 i, = W == 05

10 Sm < SmU{j};

11 end

12 C'= max gmTn;

m=1,...,

As the algorithm-q; is basically two full LPT applications, the model will encode two

schedules: xﬁij and xfiﬁh standing for revised schedule. The model will obviously
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encode also the (single) optimal schedule 7}, ;.
Optimization Model 5.2 is used as backbone and it is modified as following.

¢ As done in algorithm-o; and o9, we introduce the following modification to account
for returning the best of two schedules:

max C*

LPT _ LPT,
st. C = max qmg Ty i Dj

J

REV REV
CHEY = max { g > ps
J
CfO'l < CLPT

Cal < CRE'V

C«REV

Where the new variable will encode the value of the revised schedule.

« The constraints for 25" are almost the same as for z/7", but the first job is fixed

on the second machine:

REV __
Tara =1

Hence, the model for algorithm-c¢; is:
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Optimization Model 5.6: Algorithm-ao;

max C“
S OF = s
Cal < CREV

CLPT _ max (qm Z mL};Tp])

J

CREV —_ mT%X <Qm Z mR]:;Vp])

J
max (qm Z x;,jpj> =1
Z xLPT J
Z BBV —

Z T =
m

i=1 =1

i=1

oA =1
1>pr>py>--->p; >0
l=q<@<---<qu

j-1 j-1
G (pj +> xﬁﬁsz) — g (pj +> zﬁfiTpi) <

(V)
(V)

(V)

B(1 — zEPTY (Vm,m, 5)

m,j

j—1 j=1
Gm (Pj +3 xﬁE,sz) — ¢ (py +Y JiﬁiEszz) < B(1—=zfE)
=1

For simplicity, fixing M = 2 we get:

ce M-1
Ll & | 1450y p
1 | 1.0000 1.3333 1.3333
2 | 1.2071 1.2000 1.2071
3 | 1.2071 1.1429 1.2071

Table 5.7.
Meta-Algorithm using algorithm-«; as H and varying L.
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The instance with L = 2 is:

I = ({q1 = 1, ¢ = 1.4142} , {p1 = ps = 0.5000, p3 = ps = 0.3536})

Its algebraic form is:

1

1
AR ({fh =1,q = \/5}7{191 =P2=5.P3=pi= 2\/§}>

Hence, fixing L = 2 and algorithm-«; as H, the Meta-Algorithm has an approximation
ratio of % + % ~ 1.2071 for the problem Q2||C),4:. The corresponding instance is shown
in Figure 5.7.

Algorithm-ay was inspired by algorithm-xx. There are two main differences. Firstly,
a1 does not check for every possible starting schedule, but only for two of them, in a
fixed manner. Hence, a; should be faster than k. Secondly, o decides which schedule
to return after placing all LM jobs. On the contrary, xx confronts partial schedules
containing only R jobs. Moreover, the worst instance of algorithm-xx can be solved to
optimality with LPT. Hence, algorithm a3 “mixes together” LPT and some important
starting schedules from algorithm-rx.
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Figure 5.7. The LPT algorithm building the schedule of the instance Z1.

62



Developed Algorithms - Examples

5.6 Alternative start V2 Algorithm

This algorithm, called algorithm-as, improves upon the algorithm-a; by considering one
more revised schedule. In particular, this new revised schedule is obtained from the
optimal schedule of the algorithm-a; worst case.

Procedure 5.5: Algorithm-ay for QM||Cyaz

Input: A sequence of J jobs lengths (pj)jzle
A sequence of M machines speed factors (¢m),,—; s

Output: The algorithm-as schedule § and its value C' o
// First Step: order the jobs

1 Sort the jobs in decreasing order, i.e.

1< J = pi 2 Dj, Vi)je{l)"'ﬂ]};

// Second Step: apply LPT and algorithm-oy

2 SEPT,CPPT  LPT ({gm} , {p)});

8 §,C* < Alphal ({gm},{p;});
// Third Step: consider a new start-corrected schedule and

then apply LPT

a T, 0 YVm=1,..., M;

5 Sm—{} Vm=1,...,M;
// Assign jobs 1,2 to the fastest machine

6 11 < p1 + pa;

7 81 < {1,2},
// From job 3, start with LPT logic assignments

8 for j=3,...,J do

m <« argmin ¢y (T + pj);
m=1,..,M

10 T < Ty + 55

11 Sm — Sm U{j};

12 end

13 C'= max  gu1Tn;
m=1,..,

The optimization model of algorithm-as uses as backbone the one of algorithm-«;. We

simply introduce a new schedule 252 and constrain it with 2fPV2 = 2RFV2 = 1. The

m,J
REV?2 CREVQ

value of the schedule ;75" * is represented by the variable . Hence, the model is:

J
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Optimization Model 5.7: Algorithm-asy

max (C%*
st. C® < QLPT
Caz < CREV

0% < CREVQ

OLPT _ mn%x (qm Z xL];Tp])

J

CREV _ mn%x <Qm Z ZL‘REJVPJ)

J

CREVQ _ max (Qm Z LL‘REVQPJ)

J

max (qm Zx;‘n,jpj> — 1l

J

> o5 - (¥5)
szEv (¥5)
szEvz (¥5)
;xm,j - (¥))

j—1 j-1
G (pj - Zxﬁﬁsz) — g (pg - Zxﬁﬁsz) < B(1—zh5) (Vm,m, j)

i=1 =1

-1 -1
dm (pj ol Z xfﬁvl)z) — 4m (pj + Z xREVpZ) < B( ﬁgv)

i=1 =1

1 j—1
G (pj + ZxREVsz) i (pj + Z!Eﬁ?vzpi) < B(1 -z}

i=1

REV

xM 1 =1
o =1
o=

1Zp12p22--->pJ20
l=q1<q@<--<qu
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Solving the model with M = 2 we get:

c>2 M-—1
L c L+ 73t P
1 | 1.0000 1.3333 1.3333

2 | 1.1754 1.2000 1.2000
3 | 1.1754 1.1429 1.1754

Table 5.8. Table of model optima, theoretical bounds and approximation ratios of the
Meta-Algorithm using algorithm-as as H and varying L.

The instance for L = 3 is:

% = ({q1 = 1,q = 2.3507} , {p1 = 0.5000, pp = 0.4254, p3 = ps = 0.2500})

and its algebraic form:

Jos _ |, LH16VIT { 1 23 B _1}
= Q= 7QQ—723 ) p1—27p2—71+16\/ﬁ»1?3—p4—4

Hence, Meta-Algorithm applied with algorithm-«s and L = 3 has an approximation ratio
of HHIOVIL 5 1.1754 for the problem Q2||Cras-
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The LPT algorithm building the schedule of the instance Z@2.
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Chapter 6

Results

6.1 Approximation Results

Table 6.1 reports the approximation ratios of all the algorithms analyzed in the previous
section, applied to the problem @Q2||C),q.. Recall that all results are valid concerning the
framework of the Meta-Algorithm, where an algorithm H and an integer L must be chosen

as parameters.

p for Q2||Cax L=1|L=2|L=3|L=4
H=LPT 1.3333 | 1.2808 | 1.2808 | 1.2808
H=krr with R =23 | 1.3333 | 1.2247 | 1.2247 | 1.2247
H=kr with R=4 | 1.3333 | 1.2000 | 1.1861 | 1.1861
H=kr with R=5 | 1.3333 | 1.2000 | 1.1583 | 1.1583
H=o0, 1.3333 | 1.2808 | 1.2808 | 1.2808
H=o09 1.3333 | 1.2000 | 1.1805 | 1.1805
H= oy 1.3333 | 1.2071 | 1.2071 | 1.2071
H= ay 1.3333 | 1.2000 | 1.1754 | 1.1754

Table 6.1. Recap approximation ratios for various algorithm applied to Q2||Cinax

For each algorithm H, we choose the smallest L that results in the smallest approximation
ratio. Hence, we propose as approximation algorithm the Meta-Algorithm with any of

the following (H, L) pairs:
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H L p R q2 Jobs Lengths

LPT 2 | AT [ 19808 | LYAT {25411 11
sewith R=3 | 2 || /3 |12247| /3 1- & L L L
prowith R=4 | 3 || =553 | 11861 | Ley33 | [o=y83 1=yE 1ova3 1oy3i}
preowith R=5 | 3 || =940 | 11583 | I | [/ G =0T s
o1 2 || AT | 19808 | 11T LT 1 4h

o2 3| LhT | 11805 | LA {81 11 1Y

@ 2| t+L [120m]| V2 {3355 351}

@ 3 || LHSVIT | 11754 | LHL6VIL (3 2m.1.1}
Table 6.2. Proposed Approximation Algorithms for Q2||Cina, with their approximation

ratios p and the instance achieving it.

We also run the models for the P2||C),q, problem by fixing the machines speeds to 1.
Table 6.3 shows the corresponding approximation ratios, using Proposition 4.0.5 as bound.

H L p Jobs Lengths
LPT 5[] GLbhD
kkwith R=31 3 % {%7%,%,%,%}
kkwith R=41 3 % {%7%7%7%,%}
mwith k=53 £ | (12272
& 35| RE1o0d)
& sl 2 [ o sssss)
o s LD
o s 4] @hilh

Table 6.3. Proposed Approximation Algorithms for P2||C,,q, with their approximation
ratios p and the instance achieving it.

6.2 Heuristic Results

Up to now, all the results in this work are about algorithms performance guarantees in
the worst case. We now briefly focus on the “average” performance of our algorithms and
consider them as heuristics.

To this extent, we arbitrarily pick the following distribution:

M =28

J = 2048

Pi ~ Gm ~ U[10,11,12, . ..,100]

68

1.9.d

(6.1)



Results

The chosen distribution is formed by instances with numerous jobs and machines, hence it
is better suited for a practical average performance comparison. In fact, smaller instances,
for example the instances in Table 6.2, can be solved optimally by direct inspection.

The heuristics are compared to the lower bound provided by Proposition 4.0.1, using the
following Monte-Carlo procedure with 1024 samples:

1. Generate an instance Z according to the chosen distribution.

2. Compute the “instance optimality constant”: IOC(Z) = w

3. Run the algorithm H on instance Z and get the schedule value C#(Z)

4. Compute %((II))
We use the above procedure to estimate the average-case performance for the following
12 different algorithms:

« 5 approximation algorithms proposed in Table 6.2: (LPT,2), (¢1,2), (02,3), (a1,2),
(ag,3). For example, as prescribed by the Meta-Algorithm, the algorithm (LPT,2)
selects the biggest LM = 2 -8 = 16 jobs among all 2048 jobs. Then it applies the
LPT algorithm (sorting included) only to the biggest ones. Finally, it completes the
schedule using list scheduling with the remaining 2048 — 16 = 2032 jobs.

o 5 heuristic algorithms: Full-LPT, Full-o;, Full-o5, Full-ay, Full-as. Simply, the
algorithm is applied to the whole instance. For example, the Full-LPT algorithm
sorts all 2048 jobs and then applies the list scheduling logic to all 2048 jobs.

o A heuristic algorithm inspired by algorithm ;. This algorithm applies 10 steps of
first-improvement local search, using the same neighborhood as algorithm-o;.

o Finally, we employ the commercial Solver Gurobi 9.5.1 with 1 second time-limit. We
choose this time-limit in order to match the Gurobi performance with our proposed
heuristic performance, and make a time-wise comparison between the two. Indeed,
any MILP solver is in theory capable of solving the scheduling problem using Opti-
mization Model 3.1. Alas, the problem QM ||Cyuqaz is in NP, hence even the most
sophisticated MILP solver cannot solve very large instances to optimality. We start
solving the instance with the solver and interrupt it after 1 second, using then as
output the best current schedule encountered by the solver.

Figure 6.1 shows all the 1024 realizations of the Monte-Carlo process to estimate the
average-case performance ratio for all the 12 algorithms. In Figure 6.1, there are three
well separated groups of algorithms, separated by different average-case performances.
We list them in decreasing performance order.

The top-most group is composed by the approximation algorithms. They act on the 16 or
24 largest jobs only, then the list scheduling logic is followed. As they are designed having
the QM||Cinaz problem in mind, they are better suited for large scheduling instances with
respect to the solver.
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The second group is composed by the direct generalization of the approximation algo-
rithms: they act on the whole set of jobs, hence a better average-case performance is
to be expected with respect to the original approximation algorithms. However, we are
not sure if they are still approximation algorithms, in the worst-case sense, or if they are
just heuristics. In particular, it is difficult to imagine a proof strategy for the algorithms
Full-o; and Full-os.

The last group is composed by the proposed heuristic and by the Gurobi algorithm with 1
second time-limit. Our proposed heuristic is inspired by the Full-o1, but with an average-
case performance in mind, leaving behind the meticulousness required by an approxima-
tion algorithm.
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In the practical average-case world, it could be interesting to compare algorithms also by
their running times. Table 6.4 shows the average run times for each of the aforementioned
algorithms.

As we can see, the algorithm with the highest runtime is Full-o5. This is well explained
by the fact that this algorithm has a O (J3) complexity, as basically all the possible
combinations of three jobs should be considered during the local search step.

The time-limited Gurobi algorithm is the next slowest algorithm. Remember that we
choose the 1 second time-limit for the Gurobi algorithm in order to match the performance
of our proposed heuristic. Time-wise, the poor performance of Gurobi algorithm is not
surprising. In fact, it is not designed with the scheduling problem in mind, but it is
designed to be a general Mixed-Integer Non-Linear Program solver. This results in Gurobi
being ~ 1500 times slower than our proposed heuristic.

The Full-o5 algorithm is the next slowest algorithm, still one-hundred time faster than
Gurobi.

Then there is our proposed heuristic. By reducing the number of first-improvement local
search steps done in this algorithm, the run time can be reduced at the cost of average-case
performance.

The remaining Full-style algorithms are faster than our heuristic, but they have no param-
eters to tune their performances. Finally, the approximation algorithms are the fastest,
as they rely on the linear-time complexity List Scheduling algorithm for the majority of
the jobs.

Algorithm Name Time [ps]
Full-LPT 111.8936
Full-04 1714.5967
Full-o9 1392 090.5801
Full-oy 147.5859
Full-as 176.0625
(LPT,2) 54.3008
(01,2) 54.5342
(02,3) 58.0332
(01,2) 54.3447
(a2,3) 56.2080
Ours 746.5869
Gurobi 1126 560.2827

Table 6.4. Average run time for an instance of QM||Cpr with M = 8
machines and J = 2048 jobs.
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Chapter 7
Conclusions

In this work we addressed the question of approximating the uniform machines scheduling
problem QM]||Ciuaz- In a nutshell, the QM ||Cynar problem asks how to assign a set
of jobs to a set of machines such that the total maximum running time is minimized,
keeping in mind that each job is characterized by a duration and each machine by a
speed of execution. This problem is N/P-hard hence we need to settle for approximation
algorithms. The solution provided by a p-approximation algorithm is guaranteed to be at
most p times worse than the optimal one. This finite constant p is called approximation
ratio.

In this work we developed eight new approximation algorithms for the QM ||Cyuar prob-
lem. All the determined algorithms are low complexity polynomial time algorithms pro-
viding constant time approximation ratios. The best one has an approximation ratio
p=1.1583 ~ Z1VIL

Taking inspiration from Della Croce et al. [2019], all the developed algorithms share a
common structure: a particular procedure is applied to a fixed number of long jobs, then
the famous List Scheduling algorithm follows.

To reflect this common structure, in this work we establish a novel proof strategy, used
with all the new approximation algorithms. Indeed, the quest to find approximation ratios
is recast as mathematical programming problems, one for each proposed algorithm. Each
of these optimization problems is split into two parts. One part, custom for each proposed
algorithm, is solved by exploiting the power of a currently available commercial solver.
The other part is dealt with very general propositions (that we developed) that can be
applied to all proposed algorithms and many more.

The strength and beauty of this proof strategy is that, while it mixes both numerical and
analytical results, it maintains complete formal validity. Hence, all efforts to prove ap-
proximation ratios are moved from developing custom proof strategies for each algorithm
to recasting the problem as a mathematical program.
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Surely, this work delineates a method for developing many more approximation algo-
rithms, both for the QM ||Cqz scheduling problem but also for other different problems.
Indeed, as long as a candidate approximation algorithm can be recast as a mathematical
programming model, the proof strategy explained and used in this work can be reused.
In the world of scheduling problems, surely PM||Ciaz, RM||Cpar or some variants of
QM ||Cynaz can be studied fruitfully with the same approach.

Moreover, it could be fascinating to develop an approximation algorithm for QM ||Cyaz
with an approximation ratio of p < %, VM > 2 (improving any current known algorithm)
following the same framework of the Meta-Algorithm. Indeed, using Proposition 4.0.4,
only instances with M machines and at most 2M —1 jobs must be taken into consideration.

Another future work could study more deeply the conjecture (5.2), from which a new
PTAS for QM ||Cynar may stem. From a cross-fertilization point of view, another interest-
ing question that could be investigated is why all the approximation ratios obtained for
QM ||Cinaz can be expressed as roots of some M degree polynomial.

Finally, as shown in Table 6.4, all the proposed approximation algorithms are very fast,
as their complexity is linear in the number of jobs. This suggests that a more accurate
study about heuristics that are generated from these approximation algorithms could be
very prolific.

74



Bibliography

Tobias Achterberg and Eli Towle. Non convex quadratic optimization in gurobi 9.0. Tech-
nical report, Gurobi Optimization, 2020. URL https://www.gurobi.com/resource/
non-convex-quadratic-optimization/.

Pierluigi Crescenzi, Giorgio Gambosi, Roberto Grossi, and Gianluca Rossi. Strutture di
dati e algoritmi. Pearson Italia, 2 edition, 2012.

Federico Della Croce and Rosario Scatamacchia. The longest processing time rule for
identical parallel machines revisited. Journal of Scheduling, 23(2):163-176, 04 2020.

Federico Della Croce, Rosario Scatamacchia, and Vincent T’kindt. A tight linear time
%—approximation algorithm for the p2||c¢;nq. problem. Journal of Combinatorial Opti-
mization, 38(2):608-617, 08 2019.

Gregory Dobson. Scheduling independent tasks on uniform processors. SIAM Journal on
Computing, 13(4):705-716, 1984.

Donald K. Friesen. Tighter bounds for Ipt scheduling on uniform processors. SIAM
Journal on Computing, 16(3):554-560, 1987.

Teofilo Gonzalez, Oscar H. Ibarra, and Sartaj Sahni. Bounds for Ipt schedules on uniform
processors. STAM Journal on Computing, 6(1):155-166, 1977.

R. L. Graham. Bounds on multiprocessing timing anomalies. SIAM Journal on Applied

Mathematics, 17(2):416-429, 1969.

R.L. Graham, E.L. Lawler, J.K. Lenstra, and A.H.G.Rinnooy Kan. Optimization and
approximation in deterministic sequencing and scheduling: a survey. In P.L. Hammer,
E.L. Johnson, and B.H. Korte, editors, Discrete Optimization II, volume 5 of Annals of
Discrete Mathematics, pages 287-326. Elsevier, 1979.

J.A. Hoogeveen, S.L. van de Velde, and B. Veltman. Complexity of scheduling multipro-
cessor tasks with prespecified processor allocations. Discrete Applied Mathematics, 55
(3):259-272, 1994.

Ellis Horowitz and Sartaj Sahni. Exact and approximate algorithms for scheduling non-
identical processors. J. ACM, 23(2):317-327, 04 1976.

75


https://www.gurobi.com/resource/non-convex-quadratic-optimization/
https://www.gurobi.com/resource/non-convex-quadratic-optimization/

BIBLIOGRAPHY

N. Karmarkar. A new polynomial-time algorithm for linear programming. Combinatorica,
4(4):373-395, 1984.

Christos Koulamas and George Kyparisis. A modified Ipt algorithm for the two uniform
parallel machine makespan minimization problem. Furopean Journal of Operational
Research, 196:61-68, 07 2009.

Annamaéria Kovéacs. New approximation bounds for Ipt scheduling. Algorithmica, 57(2):
413-433, 06 2010.

Eugene L. Lawler, Jan Karel Lenstra, Alexander H.G. Rinnooy Kan, and David B.
Shmoys. Chapter 9 sequencing and scheduling: Algorithms and complexity. In Lo-
gistics of Production and Inventory, volume 4 of Handbooks in Operations Research and
Management Science, pages 445-522. Elsevier, 1993.

Jan Karel Lenstra and David B. Shmoys. Elements of scheduling, 2019. URL https:
//elementsofscheduling.nl/.

Ivar Massabo, Giuseppe Paletta, and Alex J. Ruiz-Torres. A note on longest processing
time algorithms for the two uniform parallel machine makespan minimization problem.
Journal of Scheduling, 19(2):207-211, 04 2016.

Paul Mireault, James B. Orlin, and Rakesh V. Vohra. A parametric worst case analysis of
the Ipt heuristic for two uniform machines. Operations Research, 45(1):116-125, 1997.

Takuto Mitsunobu, Reiji Suda, and Vorapong Suppakitpaisarn. Worst-case analysis of Ipt
scheduling on small number of non-identical processors. Not yet published. Available
on arXiv., 03 2022. URL https://arxiv.org/abs/2203.02724.

Michael L. Pinedo. Scheduling. Springer New York, NY, 2012.

Roberto Tadei and Federico Della Croce. Elementi di ricerca operativa. Societa Editrice
Esculapio, 2010.

76


https://elementsofscheduling.nl/
https://elementsofscheduling.nl/
https://arxiv.org/abs/2203.02724

Appendix A

The approximation ratios of
LPT on a small number of
uniform machines

In Section 5.1.4, using the framework of the Meta-Algorithm, we deduced an approxi-
mation algorithm called (LPT,2) for Q2||Cjuaz. This approximation algorithm takes the
LM = 2.2 =4 largest jobs, applies LPT to them, and completes the schedule applying
list scheduling to the remaining jobs. As the LPT algorithm is just the application of list
scheduling to the sorted jobs, we can give the following equivalent description of (LPT,2).
The (LPT,2) algorithm takes as input the list of all the jobs and select the 4 largest
ones. It sorts them and moves them at the beginning of the list. Finally, it applies list
scheduling to the whole list.

Hence, the (LPT,2) algorithm and the LPT algorithm differ only by “how much” they sort
the whole list of jobs. One could ask if it is possible to deduce the approximation ratio
of LPT itself, dropping completely the Meta-Algorithm framework, using Optimization
Model 5.2. Let recall that the optimum p(M) of Optimization Model 5.2 is the approxi-
mation ratio of the LPT algorithm limited to an arbitrary fixed number of machines M
and jobs J. Moreover, the LPT algorithm enjoys a similar property as the one proved in
Proposition 3.2.1 for the Meta-Algorithm. In fact, all the jobs smaller than the critical
one can be discarded without changing the approximation ratio. In other words, we can
focus only on instances whose critical job is the smallest job.

We can include this last-mentioned interesting fact in the model. Moreover, we try to
simplify the model as much as possible to explore higher and higher number of machines
M. We introduce the following modification to Optimization Model 5.2.

1. Split the original model into a family of smaller models, indexed by the index K of
the critical job pg. In this way jobs after the critical one can be discarded.
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2. As the index of the critical job is fixed in each of the smaller models, the constraint
h = max,, (qm ZLPT) simplifies to h < ¢, (pK + ZJK 11 zTL,f;T> Vm because of

the LPT logic.

3. To reduce the number of nonlinear constraints, relax the constraints that impose the
LPT logic by simply removing all of them but one (as it turned out to be necessary
for M = 7). This constraint will be extremely simplified as we know that LPT will
always assign the first job to the first machine.

4. To push the model “near” a LPT schedule, we introduce constraints that force initial
jobs to be scheduled on the initial machines: xLP T'=0 vm>j.

5. To further reduce the number of nonlinear constraints, use s, = qim instead of ¢,

and simplify the denominators.

6. Introduce the positive variables C,, = px + Z]‘ LEPT

m,J

Hence, the model becomes p(M) = maxg p(M, K), where p(M, K) is given by the follow-
ing model:

Optimization Model A.1: LPT Orlin-Style

p(M,K)=max h

K—1

st. Cpn=pK+ Z x“;TpJ (Vm)
hs, < Chp, (Ym)
Zx; D < Sm (VYm)

Z xLPT (Vj)
;xm,j - (V)

25T = 0 (Vm 2 j)
C, >0 (Ym)

1 1

— (p1 +p2) — — (p2) <K(1—$LPT)

S1 S92

1>2ppr2pe>---2pk >0
1281>82>~--28M20

h >0,z € {01}, 27, € {0,1} (Ym, j)

’Ym,g
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Note that the only remaining LPT constraint is further relaxed as:
1 LPT
—(p1+p2) — —(p2) S K(1—w35")
S1 52
> 52 (p1+12) — s1(p2) < s152K(1—afy")
= sy (p1+p2) — s1(p2) < K(1—a55")

In order to save computational resources, we use the following workflow, exploiting Propo-
sition 4.0.3:

Procedure A.1: Workflow for LPT bound

Input: The number of machines M > 2
Output: The approximation ratio pys of LPT for QM||Ciax
1 pp < 1
2 K + 3;
s while py; <1+ 2= do
4 pum, Kk < solution of Optimization Model A.1;
5 if PM < PM,K then
6 ‘ PM < PM,K;
7 end
8 K+ K+1
9 end

We employ this workflow for M = 2 ....7. The results, obtained with the commercial
solved Gurobi in half an hour!, are summarized in the following table:

M PM K for which pyy is realized
2 | 1.2808 3
3 | 1.3837 4
4 | 1.4327 5
5 | 1.4591 6
6 | 1.4744 7
7 | 1.4837 8

Table A.1. Approximation ratios for LPT with a fixed number of machines M = 2,....7.

While results for M = 2,3,4,5 were already proved by Mitsunobu et al. [2022] using
standard techniques, the results for M = 6,7 are completely new. These results make again

! Computational resources were provided by HPCQPOLITO http://www.hpc.polito.it
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clear the strength and the beauty of the proposed mathematical programming approach
in deriving approximation results. Indeed, while Mitsunobu et al. [2022] were forced to
prove increasingly difficult analytic propositions, we just let the algorithm run for half an
hour in total, supplying it with different input parameters M.

The instances that realize these approximation ratios are the same proposed all the way
back by Gonzalez et al. [1977]. We indeed have proved that these instances are the worst
ones for M < 7.
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