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Abstract

The cislunar space is a dynamically rich environment, in which the classical two-
body assumption falls, and trajectories are significantly impacted by multi-body
effects. Due to these considerations, trajectory optimization for cislunar applica-
tions presents major challenges due to increased computational effort, and thereby
presenting a bottleneck for autonomous on-board implementations. Neural networks
have been extensively proved to be excellent function approximators, even when the
underlying mathematics is extremely complex. In this work, the aim is to explore
the development and implementation of a simple and computationally inexpensive
feedforward neural network that can serve as an on-board tool for the estimation of
optimal trajectories between any two points (i.e., prescribed boundary conditions)
within the cislunar space. For this purpose, a first phase of data collection has
been performed, during which several optimal control problems between two repeat-
ing natural orbits have been transcribed into two-point boundary value problems,
according to the so-called indirect method, and then solved using off-the-shelf nu-
merical optimization packages such as MATLAB built-in function bvp4c. The data
gathered have then been used to train and validate a neural network that can map
the relationship between the boundary states and the initial costates (or adjoints) of
the indirect formulation, considering a transfer time both fixed and left free. The re-
sults obtained show that a simple network can approximate the initial costates with
a high degree of accuracy. From those predictions, the control history can also be
easily obtained; however, in some cases, the prediction on just the initial adjoints is
not sufficient to reconstruct the entire optimal control vector because of error propa-
gation: some possible solutions to this problem, without incurring too much penalty
upon the computational speed, are then discussed.
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Introduction

In the last few years, the interest for cislunar space has grown exponentially, espe-
cially in view of the NASA Artemis program [2], which aims to bring again humans
on the Moon with also the establishment of an orbiting station named Gateway.

The environment near the Moon is dynamically rich, and the trajectory opti-
mization problem becomes highly dimensional and highly nonlinear, thus requiring
a lot of computational effort. Autonomy will be an indispensable feature for next-
generation spacecrafts, especially for those used for manned missions, and clearly
it cannot be achieved using the classical optimization methods due to the limited
computational resources available on board.

To overcome this problem, an interesting approach could be to take advantage of
Neural Networks and their properties, such as the ability of being excellent function
approximators without requiring too much computational speed. Several researches
have been conducted to explore the usefulness of NNs for autonomous guidance,
showing, besides their efficacy, that the amount of resources required by each pre-
diction is indeed negligible. A popular solution is to use Reinforcement Learning
(RL) [3-5], which consists in training a so-called agent to act on the environment in
such a way to produce the desired result. Although this method has shown promis-
ing results, the learning process is based only on a statistical approach and does not
involve the physics behind the problem.

For the three-body dynamics that characterizes the cislunar environment, a bet-
ter solution is to use a feedforward network trained with supervised learning: in such
manner, if on one hand it is necessary to solve several optimal control problems to
gather enough data for the training, on the other hand the network learns from a
set of data hat has been created taking into consideration the dynamics behind the
problem. Some studies have been made in this direction for two-body trajectory
optimization [6-8|, for corrections on perturbed three-body trajectories [9], for ap-
plications to the missed thrust problem [10] and even for an optimal landing on an
asteroid [11].

However, a thorough search of the relevant literature has not shown any attempt
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to use Neural Networks to perform trajectory optimization in cislunar space. In
this thesis, the capabilities of simple feedforward NNs as onboard estimation tools
for optimal trajectories in the cislunar space are investigated. Using the indirect
optimization to gather offline a significant amount of data, the goal is to train a
network to map the complex relationship existing between the boundary states of
an optimal trajectory and the initial costates (or adjoints), from which the optimal
control history can be reconstructed. Although the computational effort required
to solve several optimization problem is high, once the NN is deployed it can be
executed without any problem by the on-board computer.

The work is organized as follows: in the first three chapters an overview of the
theory behind the problem is provided, starting from the Circular Restricted 3-Body
Problem, continuing through the Optimal Control Problem and finishing with a gen-
eral analysis of Neural Networks; in the fourth chapter the methodology adopted is
presented, with a special focus on the algorithms implemented for the data collection;
in the fifth and the sixth chapter the implementation of the two cases of study is
discussed, along with an analysis of the results obtained. Finally, the seventh chapter
draws the conclusions and takes a look on what could be improved by future works.



Chapter 1

Cislunar Environment

In this chapter, the cislunar environment is introduced, with a dissertation on the
main dynamical model used: the circular restricted three-body problem. After an
introduction on the assumptions and on the reference system used, the equations of
motion are presented and discussed. The focus is then moved on the libration points
and especially on the main repeating natural orbits that have been studied in this
work.

1.1 The Circular Restricted Three Body Problem

The term cislunar space describes the volume of space influenced by the Earth and/or
the Moon [12]. Within this region, the assumptions made in the two-body dynamics
fall, because of the gravitational influence of a third body, the Moon. As a result,
trajectories are no longer described as conics and their geometrical representation
becomes generally non-trivial.

The model that is most commonly used to represent this kind of dynamics is
called the Circular Restricted 3-Body Problem (CR3BP). The assumptions made
are the following:

1. there are three bodies (Earth, Moon and spacecraft in the case considered);
2. the three bodies are point masses;

3. the mass of the spacecraft is negligible if compared to the masses of the other
two bodies;

4. the Earth and the Moon orbit around their common center of mass in a uniform
circular motion.
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m

(x, y, 2)

Plane of motion of m; and m,

Figure 1.1: Reference frame in the CR3BP. Retrieved from [13]

The reference system adopted is a non-inertial frame rotating with the Earth and
Moon, with origin in the barycenter of the Earth-Moon system, the x-axis pointing
towards the Moon, the z-axis along the angular momentum and the y-axis according
to the right-handed rule (Fig. 1.1).

The dynamics of the CR3BP is governed by the following second order-controlled
differential system [14]:

P=2+a— et ) - Sl —1+p)+ew

§= 20ty — Y- Hyteu (1.1)
2:—1;—3“2—7%Z+6U3
1 2

m2

P the mass ratio of the two primaries, while

where 1 =

—

r

(x +pu)Z+yy+ 27 = (x—1+p)T+yy+ 27
are the Earth-spacecraft and Moon-spacecraft vectors respectively.

It is important to underline that all the physical quantities in Eq. 1.1 are made
non-dimensional by using the distance between the primaries [* as the characteristic
length, the sum of the two primary masses m* = my + my as the reference mass and
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m*G
thrust-mass ratio in the dimensionless system of units. Written like this, the control
vector 4 = [ Uy U U3 } in the rotating frame is such that |a] < 1.

the characteristic time 7 = 4/ énj The quantity ¢ = < i > % is the maximum

1.1.1 Jacobi Integral

In the three-body problem, unlike the two-body, the energy and the momentum
are not conserved. Instead, considering the uncontrolled CR3BP, and defining the
potential function V), (z,y,2) = =24 — £ — L (22 4 42) it can be found [14] that
the only conserved quantity is the Jacobi integral, defined as:

C=— (49" +2*) -2V, (z,y,2) (1.2)

1.2 Libration Points

Although the equations (1.1) have no general closed-form solution, they admit five
different equilibrium points, called Lagrangian points or libration points. These
points, are characterized by stationary position and velocity in the rotating frame
and thereby they can be found nulling the velocity and the acceleration terms in 1.1,
obtaining the following scalar equations:

L—p Iz
—Zeg=——5 (Teg T 1) — 3 (Teg — 1+ 1) (1.3)
ry L
L —p Iz
Yoy = — Yoy — = e 1.4
Yeq 3 Yeq Tqu (1.4)
L—p P
0=— 3 Zeq — %Zeq (1.5)

From Equation 1.5, it is 2., = 0, meaning that all the equilibrium points are in
the orbital plane of the primaries. Furthermore, when r; = r, = 1 the other two
equations are the identity: two of the Lagrangian points are located at vertices of two
equilateral triangles, with the other two vertices occupied by the primaries. Three
other equilibrium points can be found forcing y., = 0, and so they are all located on
the x axis and called collinear points. A clear representation in the rotating frame
is given in Figure 1.2.

Of these libration points, only L, and Ls are stable, meaning that any small
mass placed in there would oscillate about the equilibrium point when perturbed.
Conversely, L1, Ly and L3 are unstable, and any spacecraft positioned there requires
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MOON L2
0.992886 R. 0.1596003 R 0.15935926 R

Figure 1.2: Lagrangian points of the Earth-Moon system [15]

station keeping maneuvers. Although L, and Lj are stable according to the CR3BP,
in reality they are destabilized by the influence of the Sun’s gravity; therefore, even
for these two points station keeping maneuvers are required.

1.3 Repeating Natural Orbits

Although, as stated before, trajectories in the CR3BP are in general no more rep-
resented by simple geometrical shapes, there are some particular orbits that repeat
themselves within a fixed time period, called repeating natural orbits.

These orbits are classified into different families, illustrated in Figure 1.3. Except
for the Halo family, all the others reside in the orbital plane of the Moon.

1.3.1 Distant Retrograde Orbit

The Distant Retrograde Orbit (DRO) family, whose existence was demonstrated by
the French astronomer Hénon [16] in 1969, has been of great interest in the last
years, especially as potential parking orbits for the missions involved in the Artemis
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= —— = LU/ /7
L3 Earth, GEO /2
LS Moon
L1 Halo ;
L2 Hal Halo orbits (examples shown here in blue and orange about L1 and L2,
i a0 respectively) exhibit motion above and below the moon's orbit plane, which
L4 Lyapunov enables visibility to the lunar poles. L2 halo orbits offer a unique location for
i a communication relay, with continuous visibility to both Earth and the far
L5 Lyapunov .
i ) side of the moon.
Distant Retrograde Orbit

Figure 1.3: A sampling of repeating natural orbit families in the Earth-Moon system
[12]

program [17]. Shown in Figure 1.4, this planar family intersects with the Earth-
Moon line at two points, called near-side and far-side. The DROs have a variable
amplitude, with shapes that become more irregular as the distance from the Moon
increases. An interesting observation is that, for the DROs that surround both the
Lagrangian points L1 and L2, two adjacent Lyapunov orbits associated to the two
libration points exist, representing in some cases potential transfer orbits.

1.3.2 Halo and Near Rectilinear Halo Orbit

The term "halo” has been used for the first time by Robert Farquhar in his Ph.D.
thesis [19] for a family of three-dimensional quasi-periodic orbits around the La-
grangian point Ly in the Earth-Moon system. In 1984, Howell [20] demonstrated
numerically that, for a wide range of mass ratios p, halo orbits exist near the three
collinear libration points (L;, Ly and Lj3) and most of the families contain a range
of stable orbits. Near L, the stable range moves closer to the libration point, while
near Lo, and L3 it moves closer to the nearest mass.

Halo orbits bifurcate from in-plane Lyapunov orbits and expand out-of-plane
until they are nearly polar [21] as they move away from the libration point toward
the closest primary [22]. These nearly polar orbits are called Near Rectilinear Halo
Orbits (NRHOs) and a representation is given in Figure 1.5. NRHOs are favorable
for transfers to the lunar surface and they offer good eclipse avoidance properties,
which are the main reasons why they are of great interest for future crewed missions
in the vicinity of the Moon, like those of the Artemis program or the Lunar Gateway.
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yind)
o]

xmn;l

Figure 1.4: The DRO family [18§]

Figure 1.5: L halo family with the bounds of the NRHOs delineated in white.
Retrieved from [23]



Chapter 2

Optimal Control Problem

In the following chapter the theory behind the optimal control problem is provided,
along with a brief discussion on the two principal approaches used for its resolution:
direct and indirect.

2.1 General Formulation

In order to perform a trajectory optimization, it is necessary to solve an Optimal
Control Problem (OCP), which is posed as follows [24]: to determine the state (equiv-
alently, the trajectory or path) Z(t) € R", the control u(t) € R™ and the vector of
static parameters p' € R? that optimizes the performance index:

J:@ﬁ@pmf@%mm+/WQﬂmmﬂ¢mﬁ (2.1)

to

subject to the dynamic constraints,

Z(t) = fl2(t), ult), t; pl (2.2)
the path constraints
Coin < CL2(1),@(t), ;7] < Craa (2.3)
and the boundary conditions
(bmin §¢[f(t0)at07f(tf)7tf7ﬁ] S (bmax (24)

9
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2.2 Solving Methods

Unless the problem is really simple, an analytical solution to the OCP cannot be
found; therefore it must be solved numerically. The numerical approaches developed
in order to accomplish this goal can be broadly divided into two categories: direct
methods and indirect methods.

2.2.1 Indirect Method

In indirect optimization, the first-order optimality conditions of the OCP given in
Egs. (2.1)-(2.4) are determined using the calculus of variations. While in ordinary
calculus the objective is to determine points that optimize a function, calculus of
variations aims to determine functions that optimize a function of a function. An
important tool is the augmented Hamiltonian #, defined as

H(Z, N i, d,t) =L+ XN f—ji' C (2.5)

where X(t) € R is the costate or adjoint and fi(t) € R¢ is the Lagrange multiplier
associated with the path constraints. Considering an Optimal Control Problem with
no static parameters, the first-order optimality conditions are given as follows [25]:

. [oH]T - oM’
T = — s )\ = — | == 26
’ L‘)A] {&c] (20
called Hamiltonian system;
W = argmin H (2.7)

uel
which is the Pontryagin’s Minimum Principle (PMP), where U is the feasible control
set;

¢ (% (to) ,to, @ (ty) ,ty) =0 (2.8)

which are the boundary conditions;

- O d¢ - 0P 99
A(tg) = — ;T Aty) = — '
W)= "550 7 7w TR T e
called transversality conditions, where v € R? is the Lagrange multiplier associated
with the boundary conditions;

(2.9)
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00 0 Y
H(t0> - ato 4 8_t0 ) H (tf) — atf +v atf

(2.10)

wi(t) =0, when C;(7,4,t) <0, j=1,...,c

2.11
wi(t) <0, when Cj(Z,u,t) =0, j=1,...,c ( )

with these last equations called complementary slackness conditions.

The Hamiltonian system, together with the boundary, transversality and com-
plementary slackness conditions, is called Hamiltonian Boundary Value Problem
(HBVP). Any solution (f t), @), X)), i), ﬁ) is called an extremal and is de-
termined numerically.

Therefore, the original OCP is reformulated as a multiple-point boundary value
problem, and it can be solved with a variety of methods, such as shooting, collocation,
etc... [9,24,26-28]

The main advantage of indirect methods is that they are characterized by an ex-
tremely good numerical accuracy; furthermore, they exhibit a very quick convergence
by virtue of the fact that they rely on the Newton method. However, there are also
some drawbacks: first of all, deriving analytical expressions for first-order necessary
conditions can be puzzling; second, extremal solutions are often very sensitive to
the initial guess provided. This last problem can be challenging, especially because
supplying a good guess on the adjoints is not an intuitive task.

2.2.2 Direct Method

In direct optimization problems, the state and/or the control are approximated in
a finite-dimensional representation [29], reducing the OCP to a Nonlinear Program-
ming (NLP) problem. The NLP is then solved satisfying the Karush-Kuhn-Tucker
(KKT) conditions. The complete formulation of the NLP problem is beyond the
scope of this thesis, and the reader can found more about it in the literature [24,26].

The main benefits of direct methods are that they do not require an analytical
expression for the necessary conditions and that the solution is less sensitive to the
initial guess provided, also because the formulation does not involve any costates.
However, compared to indirect methods, the direct approach is worse both in pre-
cision and performance, requiring a large amount of memory for the computation.
Moreover, the discretized OCP often possesses several local minima, which can be
critical when searching for the solution.






Chapter 3

Neural Networks

In the following chapter the theory of neural networks is presented, with a focus on
the training process and the main algorithms used for this purpose.

3.1 Architecture of a NN

The inspiration for Artificial Neural Network (ANN), most commonly simply called
Neural Network (NN), comes from their biological counterpart.

The structure of a simple feedforward network is represented in Figure 3.1; it
consists of an nput layer, an output layer and a certain number of hidden layers.
Each layer is then constituted of fundamental units, called neurons. A neuron can
be considered as a nonlinear function which transforms a set of input variables [; into
an output variable [;;1 [30]. Each input is first multiplied by a parameter wy called
weight, then all the weighted inputs are summed up as follows:

k=1

where b is known as bias. The bias can also be thought as a special weight with the
unity as its associated input, such that Eq. (3.1) becomes:

a — Z wily (3.2)
k=0

where, as already stated, l[j = 1. The output of the neuron is eventually obtained by
means of a so-called activation function g so that ;11 = g(a). In Figure 3.2 there
are some commonly used activation functions.
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Figure 3.1: Structure of a feedforward neural network. Retrieved from [6]
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Figure 3.2: Typical activation functions: (a) linear, (b) step, (c¢) Rectified Linear
Unit (ReLU), (d) sigmoid. Retrieved from [30]
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3.2 Network Training

A feedforward NN can be treated as a nonlinear mathematical function which trans-
forms a set of input variables into a set of output variables by means of a complex
relationship defined by the weights and the biases of the neurons. The process of
determining their values is called learning or training, and it can be divided into two
broad categories [31]:

e supervised learning, in which the network is trained by providing it with inputs
and their corresponding outputs;

o unsupervised learning, in which there is not a set of categories into which the
input are classified a priori. Instead, the system must discover particular pat-
terns within the inputs.

There is also a third category, called reinforcement learning, where the NN, here
called agent, acts on the environment, which provides feedback in the form of a
reward based on the actions taken. A more in-depth survey on the vast field of
reinforcement learning can be found at [32].

The training of a Neural Network is performed by searching a set of values for
the weights and the biases which minimizes some error function, which usually is the
Mean Squared Error (MSE), defined as:

MsE =1 i (K- - 1%-)2 (3.3)

n <
=1

where Y; are the observed values and Y; the predicted values.

The error function can be represented as an error surface over the weight space,
as showed in Figure 3.3. Usually, for multilayer networks, the error function is highly
nonlinear and the surface has very complex shapes with many local minima in which
the training algorithm can fall depending on the starting point chosen.

3.2.1 Gradient Descent and Adam Optimizer

Essentially, training a neural network requires solving an optimization problem with
the error as the objective function, and one of the most widely used methods is Gra-
dient Descent (GD). The training begins initializing the weight vector with random
values; at each iteration, the weight vector is modified in such a way to follow the
direction of the negative of the gradient. In mathematical terms it can be written:

oF

w(t):w(t—l)—n%

(3.4)
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Figure 3.3: Schematic illustration of the error surface over weight space. Retrieved
from [30]

where 7 is the learning rate. When increased, the learning rate ensures a faster
training, but, if too large, it could lead to ample oscillations around the minimum.
When the gradient is near zero within a certain tolerance, the training ends.

When the gradient at each iteration is computed on the entire training dataset,
the algorithm is called batch gradient descent. Using the entire training batch can
be very slow, leading even to memory issues when the dataset is particularly large.
The Stochastic Gradient Descent (SGD) can overcome this issue: a single data point
is extracted randomly from the entire dataset and the error on that data point is
used to estimate the true gradient. This process makes the estimated gradient noisy
and causes the optimizer to jump from a local minimum to another, increasing the
chance of finding a global optimum, but making the convergence more difficult.

A strategy to reduce oscillations when searching for a solution, even when the
learning rate is large, is to update the weight vector as a linear combination of the
previous update:

Aw(t+1) =aAw(t) —nVE (3.5)

such that
w(t+1)=w(t)+Aw(t+1) = w(t) — nVE + aAw(t) (3.6)
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Figure 3.4: Descent in weight space (a) for small learning rate; (b) for large learning
rate; (c) for large learning rate with momentum. Retrieved from [31]

This method is known as Gradient Descent with Momentum, and its effects compared
with the classic GD are showed in Figure 3.4.

All the learning algorithms mentioned above have a constant learning rate at
each iteration. To overcome this, an algorithm called Adaptive Gradient Descent
(AdaGrad) has been developed by Duchi, Hazan and Singer [33]: for every update,
each weight receives its own learning rate according to a computation based on the
outer product of the gradients from all previous time steps. The main problem of
this algorithm is that the learning rate becomes infinitesimally small; this weakness
has been solved by another algorithm, called RMSprop.

The combination of AdaGrad and RMSprop is one of the most popular optimizer
for NN training, called Adam (Adaptive Moment Estimation), and it is summarized
in Algorithm 1.

3.2.2 Levenberg-Marquardt Algorithm

Another powerful training method that has to be mentioned is the Levenberg-
Marquardt algorithm [35], which joins together the Gauss-Newton algorithm and
the gradient descent method. Being the error function in the form of a sum of
squares, the Hessian matrix can be approximated as [36]:

H=J"J (3.7)
while the gradient can be computed as
g=J'e (3.8)

where J is the Jacobian matrix, containing the first derivatives of the network errors
with respect to the weight and the biases, and e is the vector of the network errors.
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Algorithm 1 Adam algorithm [34]

Require: a: Stepsize
Require: 3,32 € [0,1): Exponential decay rates for the moment estimates
Require: f(0): Stochastic objective function with parameters 6
Require: 6,: Initial parameter vector
mo < 0 (Initialize 15* moment vector)
v + 0 (Initialize 2°¢ moment vector)
t <— 0 (Initialize timestep)
while 6; not converged do
t«t+1
gr < Vofi (0:—1) (Get gradients w.r.t. stochastic objective at timestep t)
my < P1-my_1 + (1 — 51) - g (Update biased first moment estimate)
v; < Bo-vi_1 + (1 — Ba) - g2 (Update biased second raw moment estimate)
my < my/ (1 — B%) (Compute bias-corrected first moment estimate)
0 < vy/ (1 — B%) (Compute bias-corrected second raw moment estimate)
O, 0,1 — -1y (\/ﬁ_t + 6) (Update parameters)
end while
return 6; (Resulting parameters)

The Levenberg-Marquardt algorithm can be written as follows:
Wit = wy — [JTT+pd] e (3.9)

When the scalar parameter p is equal to zero, this is the Newton’s method; when p
is large, the method shifts to the gradient descent. At each step, if the performance
function is reduced, the parameter y is decreased, shifting toward Newton’s method,
which is faster and more accurate near a minimum. If, instead, the objective function
increases,  is increased too.






Chapter 4

Methodology

This chapter gives a deeper insight on the methods used in this thesis. In the
first section, the optimal control problem is formulated, highlighting the differences
between the fixed-time and the free-time cases. The second section presents the
algorithm used for the data collection, while the third and last part of the chapter
provides an overview on the training phase.

4.1 OCP Formulation

The first step is to set up the Optimal Control Problem. The problem analyzed in
this work is the minimum energy, in which the aim is to minimize the integrated
control energy

ty
E = / u?dt (4.1)
to

Usually, in spacecraft trajectory optimization, the objective would be to find the
minimum fuel solution, but, especially for non-trivial problems like the one examined,
it is much easier to converge on the minimum energy solution.

Two different approaches are studied: in the first the transfer time is a fixed
parameter, while in the second it is left free. In both cases, the OCP is transcribed
into a Two-Point Boundary Value Problem (TPBVP) using the indirect method,
as showed in section 2.2.1. To accomplish this task, the MATLAB 2021b Symbolic
Math Toolbox is used, especially because the nature of the problem makes really
difficult, if not impossible in some cases, to compute all the derivatives involved.

21
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4.1.1 Fixed-time Problem

To solve the OCP numerically, the dynamics system in Eq. (1.1) must be rewritten
as a first-order ODE system:

;

T = vy
yzvy
=,
v$:2vy+x—1r_—3“(x+ﬂ)—%(m—1+,u)+5u1 (4.2)
Uy:_ZUJ:—I—y_;_ISuy_%y—'—qu
\ Uz:—%z—%z+5u3

which, along with the costates differential equations obtained differentiating the
Hamiltonian with respect to the state vector, constitutes the Hamiltonian system
(see Eq. (2.6)). The three components of the control vector 4 can be found using
the Pontryagin’s Minimum Principle, expressed in Equation (2.7).

Once the problem has been transcribed into a TPBVP, it has been solved using
MATLAB 2021b bvp4c function, which implements a collocation method using the
3-stage Lobatto [1Ia formula. The boundary conditions are the initial and final states
chosen.

4.1.2 Free-time Problem

When the time is left as a free parameter, the formulation needs some slight changes
[37]. A new free parameter is defined:

T=— (4.3)

where ¢ is the final time (equal to the transfer time when ¢, = 0). Substituting into
(4.2), it becomes:
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ar = thx
E)
5 = Lyvy
0z
ar = tf?)z
< I _ 4.4
G =ty |20y +o— Fatp) — G —1+p) +ew (44)
%LT?J =1t |20, +y— t—%“y—%y%—am}
v, __ [ 1—
L Br = tf _—FMZ — %Z +5U3:|
and the cost function becomes:
1
E = tf/ uldr (4.5)
0

The transfer time has become a free parameter of the TPBVP, and it can be
handled by bvp4c. With this extra parameter, the solver requires an additional
boundary condition, which can be found from the transversality condition

¢
H(tp) =0 —— 4.6
(tr) o, (4.6)
that must be zero because the terminal boundary condition, in the application con-
sidered, is independent of time.

4.2 Data Collection

The aim of this work is to train a Neural Network that, given the initial and final
states vectors as inputs, provides the initial costates vector as an output; from that,
it would then be possible to reconstruct the optimal control history. Training a
NN requires a large amount of data that should be able to accurately describe the
problem at hand: for this reason, the data collection process is a critical phase that
must produce a training batch whose quality has to be as high as possible. In this
study, the aim of the data collection phase is to solve several optimal trajectories
between two orbits, varying the initial and final point in order to cover as much as
possible the entire state space.
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Solving an OCP numerically requires an initial guess on the solution provided by
the user. As already stated in section 2.2.1, one of the main problems of indirect
methods is that they are very sensitive to this initial guess: this means that even
a small difference could lead to very different solutions. Finding a good method
to estimate the initial guesses, especially those on the costates, is an open problem
and many different approaches have been proposed by others, such as using particle
swarm optimization [38] or providing the solution obtained from a direct method
[9,39]. In this work, two similar strategies are followed, depending on the problem
to solve (fixed-time and free-time). A full description is provided in the next two
subsections.

4.2.1 Fixed-time Problem

In the three-body problem, it is no more possible to describe orbits with some kind
of analytical expression, therefore the only way to define them is as a set of points.
For this reason, the data collection starts with a discretization of both the initial and
final orbit into a certain amount of points.

The objective is to find an optimal trajectory between each pair of points at
different transfer times. The first OCP is solved several times with random initial
guesses; eventually, only the solution associated with the minimum energy is saved.
This process is executed with the purpose of avoiding local minima. Then, the
optimization problem is solved for different transfer times, using as initial guess at
each step the solution of the previous one.

The procedure is repeated for each new pair of initial and final points, following
the scheme presented more in depth in Algorithm 2.

Even following this strategy, it happens that, for some neighboring points, the
indirect method falls into different local minimum. This leads to completely different
solutions with only a slight change of the boundary conditions or transfer time,
causing problems during the training phase because the Neural Network struggles to
learn. To overcome this, at the end of the collection phase, a data cleaning process
is performed: acting on the initial costates collected, the outliers are removed using
the MATLAB 2021b rmoutliers function. By default, an outlier is a value that is
more than three scaled median absolute deviations away from the median [40].

4.2.2 Free-time Problem

The data collection process for the free-time optimization problem adhere to the same
logic followed for the fixed-time; however, being the transfer time a free parameter,
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Algorithm 2 Data collection process for the fixed-time problem

Initial orbit discretized in n; points
Final orbit discretized in ns points
Define a set of transfer times ¢ = [t fmin; t frmaz]
for each point of the final orbit do
Tr=[ry yr 2y vur Uy vss| (Define the final state vector)
for each point of the initial orbit do
Ti=ri ¥ 2 Vs Uy V) (Define the initial state vector)
t f t fmin
while OCP not converging do
Solve OCP k times with random initial guesses on the costates
if no OCP converged then
Increment ¢
else
Save the solution with the minimum energy value
end if
end while
for each transfer time ¢y do
Solve OCP using the previous saved solution as initial guess
if OCP did not converge then
Solve the OCP k times with random initial guesses
if no OCP converged then
Skip to the next t¢

else
Save the solution with the minimum energy value

end if

else
Save solution

end if

end for
end for
end for

Save initial costates Xo from each saved solution
Clean data removing outliers from A
Save Z;, 'y and t; corresponding at each Ay saved
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some slight changes to the algorithm are necessary. The main difference is how the
initial guess from the previous solution is provided at each step: every time that
all the trajectories between a fixed initial state and all the final states have been
optimized, the guess given to the new initial point is the trajectory between the
previous initial point and the first of the final states considered. The full process can
be found in Algorithm 3.

For the free-time problem, the transfer time is no more a concern, therefore the
Neural Network is trained receiving as inputs only the initial and final state vectors,
while the expected output is always the vector of initial costates.

4.3 Neural Network Training

Once the training data have been properly collected, the neural network needs to
be set up. The first and most important thing to define when creating a NN is of
course the number of hidden layers and the number of neurons in each of them,
called respectively width and depth. This is usually an iterative process, because
the right dimensions of the network depend on how complex the problem is and
how many data are provided during the training. Having a bigger network can help
learning more complex relationships, but increases the training time and could lead
to overfitting.

A Neural Network is overfitting when it is learning too much details about the
training data, losing the ability to generalize. This occurs when the NN is too
complex or when the training is carried out for too long. One simple approach to
overcome this issue is to split the dataset into two different groups: the larger group
is called training set and it is the one from which the network actually learns; the
smaller group is called wvalidation set and it is used to monitor whether the network
is still generalizing well or not. When the error on the validation set starts growing,
the network is probably starting to overfit and the training should be stopped.

In order to improve the performance during the training of a Neural Network,
another important operation should be executed: input data need to be normalized
or standardized. Normalization refers to rescaling the data to a common range,
while standardization refers to transforming the data such that their mean value and
their standard deviation are equal to 0 and 1 respectively. In this work, the input
data have been rescaled to the range [—1; 1] using the MATLAB 2021b mapminmax
function, which normalizes the maximum and minimum values of each input to the
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Algorithm 3 Data collection process for the free-time problem

Initial orbit discretized in n; points
Final orbit discretized in ny points
solgirst = [ ] (Initialize the solution vector of the first pair of points)
Solve the OCP between the first pair of points k£ times
50l first <— sol (Save the solution with the minimum energy value)
for each point of the initial orbit do
sol < solg;s (Update the solution vector that will be used as initial guess)
Ti=[xi ¥ % U Uy Uy (Define the initial state vector)
for each point of the final orbit do
Tr=xr yr 2y vsp vyr Usg| (Define the final state vector)
Solve OCP using sol as initial guess
if @y is the first of the final states then
solpirst <— sol (Save the solution for the next update of the initial point)
end if
if OCP did not converge then
Solve OCP k£ times with random guesses
if no solution is found then
Skip to the next point
else
Save solution with the minimum energy as sol
end if
else
Save solution as sol
end if
end for
end for
Save initial costates Xo from each saved solution
Clean data removing outliers from XO
Save Z; and Z; corresponding at each Xo saved
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specified range [byin; bmaz] according to the following expression [41]:

a — Qmin

aresc = (bmax - bmzn)
Omaz — Gmin
where @ is the original input vector, while @,.,. is the rescaled one.

Other things that need to be set before starting with the training are the activa-
tion functions, the training algorithm and its parameters. These settings are usually
tuned depending on the problem, therefore they will be analyzed more in detail in
the next chapters.

In this work, the Neural Networks have been built and trained using two different
softwares:

e MATLAB 2021b Deep Learning Toolbox with the feedforwardnet function [42];

e Keras, an API for the Python library Tensorflow [43].



Chapter 5

DRO-to-DRO Transfer

In this chapter the first case of study, which is the transfer between two Distant
Retrograde Orbits, is discussed. The parameters used for the data collection phase
are first presented, followed by those implemented during the NN training. Finally,
the results are presented and discussed. Both the collection and the training have
been performed on a laptop with an Intel® Core™ i7-4720HQ processor and 16 GB
DDR3 RAM.

5.1 Collection Phase

The properties of the two selected orbits are listed in Table 5.1. The shape of these
DROs is very simple and similar to elliptical and circular orbits of the two-body
problem, as it is possible to observe in Figure 5.1.

For the data collection phase in the fixed-time problem, the initial orbit has
been discretized into 100 points and the final orbit into 4 points, while 200 transfer
times between 3 and 10 days have been considered. The number of iterations with
random guesses is set to 50. The total number of maximum optimized trajectories
is then 80000; by setting a precision of 1072, the number of converged problems is
79791. Considering the data cleaning phase, the number of samples useful for the
training is 56245, meaning that the 29.5% of the original data has been discarded.
The algorithm took 14 hours and 30 minutes to complete the collection phase for the
fixed-time problem.

For the free-time problem, the first orbit has been discretized into 100 points
and the final orbit into 478 points. Having the transfer time as a free parameter makes
the problem even more sensible to the initial guess provided, therefore the number
of iterations when solving the OCP with random guesses has been set to 500. The

29
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Table 5.1: Initial states and properties of the two DROs chosen. Data from [1]

Initial orbit Final orbit
Xo[nd] 0.80376855 0.89833535
zo[nd] 0 0
Vxo[nd] —7.95452647 x 10~ 5.75368086 x 1016
Vyo [nd] 0.52173241 0.47591169
V,0[nd] 0 0
C[nd] 2.92729225 3.02193216
Period [days] 14.37775865 5.80412814
O  Moon
Initial orbit
02 Final orbit |
0.1 1
o
= 0r X1 L% 1
>
01 7
-0.2 7
_03 1 1 1 1 1 1 1
0.7 0.8 0.9 1 1.1 1.2 1.3
x [nd]

Figure 5.1: The two DROs selected, represented in the
dimensional units

rotating frame with non-
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number of maximum optimized trajectories is then 47800, each of which converges
with a precision smaller than 107'2; when applying the data cleaning process, the
27.8% of samples are discarded as outliers, leading to a final number of 34511 useful
training data. The data collection phase for the free-time problem took almost 5
hours to complete.

5.2 Network Training

As already stated in section 4.3, the Neural Network training phase has been carried
out with two different softwares: MATLAB Deep Learning Toolbox and Keras, a
Tensorflow API.

An overview of the parameters used for the networks in both the fixed and free
time problem can be found in Table 5.2 and 5.3. The values have been chosen after
a trial and error process aimed to obtain the best performance possible.

The whole dataset has been split randomly into training, validation and test
subsets, according to the percentages expressed in Table 5.2 and 5.3. The randomized
division is performed to prevent the network from learning particular patterns given
by similar contiguous data.

The training algorithm exploited by the Keras NN is Adam, which has already
been described in section 3.2.1, while the one used by the MATLAB NN is the
Levenberg-Marquardt algorithm, illustrated in section 3.2.2. While the MATLAB
network has been trained using the default parameters, in Keras they have been
tuned with a trial and error process. In particular, the learning rate has been set to
exponentially decay according to the scheme

step

Ndecayed = 770)\ decaysteps (5 ].)

where 7) is the initial learning rate, chosen as 0.0005, and A is the decay rate, which
has been set 0.97 for the fixed-time problem and 0.83 for the free-time. The decay
steps value used in both problems is 10000.

In both the networks, the training process is automatically stopped either when a
maximum number of epochs is reached or when the validation loss does not improve
(or worsen) for more than a certain number of epochs, whose value is called patience.
A summary of the stopping conditions assigned in this work can be found in Table
54.
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Table 5.2: MATLAB NN settings

FIXED-TIME | FREE-TIME
Training 70% 58%
Data splitting Validation 15% 21%
Test 15% 21%
Nhidden layers 2 2
input layer 13 12
Npcurons hidden layer 25 25
output layer 6 7
Training algorithm Levenberg-Marquardt
Activation function hidden layer Fanh
Output layer linear

Table 5.3: Keras NN settings

FIXED-TIME | FREE-TIME

Training 60% 60%
Data splitting Validation 20% 26%

Test 20% 14%
Nhidden layers 3 3

input layer 13 12
Nyeurons hidden layer 45 55

output layer 6 7
Training algorithm Adam
Activation function hidden layer Fanh

Output layer linear

Table 5.4: Stopping conditions
MATLAB Keras
Fixed-time Free-Time Fixed-time Free-Time
Max epoch 1000 1000 2000 1000

Patience 6 6 100 50
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Table 5.5: Results of the NN training

FIXED-TIME FREE-TIME
MATLAB Keras MATLAB Keras
Training time 2h 55min  32min 53sec 17min 27sec 4min
Training epochs 298 1493 82 243
Minimum MSE reached  2.19 x 107° 146 x 107° 346 x 107* 3.70 x 1074
Test data with err.q < 5% 92.87% 96.39% 99.69% 99.65%
Test data with err.o; < 1% 46% 74.2% 99.28% 98.80%

5.3 Results

The learning process of a neural network usually starts assigning random weights
and biases; this means that every time that a NN is trained, the results obtained
can be slightly different depending on the particular set of weights from which the
process started. Therefore, it is good habit to train the same network several times
and eventually save the one that shows the best performance.

Table 5.5 shows the best results obtained at the end of the training phase for each
network. The time spent varies depending both on the problem and on the selected
architecture; in general, the Adam algorithm implemented in Tensorflow seems to be
faster than Levenberg-Marquardst.

The performance of each network has been evaluated on the training set in terms
of Mean Squared Error and on the test data in terms of relative percent error on the
output vector, defined as:

e Hyprﬁc:lg‘[ 3/”

where 4,04 is the vector containing the predictions of the NN, while % are the corre-
sponding exact values.

The performance in terms of MSE during the training is showed in Figure 5.2 for
MATLAB and 5.3 for Keras.

It is clear from the results obtained how a simple Neural Network is able to
approximate the initial costates with a high degree of accuracy. For the fixed-time
problem, the network built and trained with Keras behaves better, predicting more
than the 96% of the test data with an accuracy higher than 95%. However, the best
performance is showed by both the NNs trained on the free-time problem which,

with a faster training time, predict almost the entire test batch with a relative error
below 1%.

.100 (5.2)
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Figure 5.2: MATLAB NN performance for the fixed-time (a) and free-time (b) prob-
lem in terms of MSE
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in terms of MSE



36 CHAPTER 5. DRO-TO-DRO TRANSFER

0.25 025

02 02l

0.15 015
011 01+

0.05 - 0.05

y [nd]
y [nd]

-0.05 - -0.05

-0.1 1 o1fb

-0.15
-0.15

-0.21
0.2

-0.25

. -0.25 —
1.3 0.7

Figure 5.4: Representative sample of the collected trajectories for the fixed (a) and
free (b) time problem

The reason why the network trained on the free-time problem performs better is
a direct consequence of the different data collection performed for the two problems.
In fact, due to the parametrization of the transfer time, in the free-time problem the
trajectories found are similar to each other; conversely, the fixed-time problem has
been solved for different assigned transfer times, leading to a set of solutions of differ-
ent types. An explanatory example is given by Figure 5.4, in which a representative
sample of the optimal trajectories collected is given.

5.3.1 On-Board Implementation

The results obtained proved that a Neural Network can be trained to predict the
initial costates of an optimal trajectory between two points with an excellent degree
of accuracy. Even if the computational effort required by the data collection and
training phase is huge, once the network is deployed the amount of resources needed
for the predictions is negligible. This makes NNs a very promising tool that could
be installed directly on-board a spacecraft without further burdening the limited
computational load of the on-board computer.

However, predicting only the initial costates makes it necessary to propagate them
in order to reconstruct the optimal control history. An obstacle to this approach is
indeed the error propagation: because of the dynamics that characterizes the cislunar
environment, even when the initial costates are predicted with a very small error,
this propagates making the actual control history and trajectory diverging from the
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optimal one. To overcome this problem, a potential solution could be to use the
propagated prediction as initial guess for bvp4c. When the guess provided is close
to the optimal solution, the TPBVP solver is able to find it in less than 1 second.
Some examples showing the efficacy of this method are presented in Figure 5.5 and
5.6 for the fixed-time problem and in Figure 5.7 and 5.8 for the free-time.

However, even trying to apply this correction with bvpdc, there are still some
cases in which this may not be enough, especially when the transfer time is a free
parameter. A strategy that has shown promising results is to train a neural network
that predicts also the final adjoints of the optimal control problem. Once such a
network is deployed, the initial costates predicted are propagated forward up to
half the transfer time, while the final costates are propagated backward at the same
extent; the two halves are then joined together (even if they have a discontinuity) and
given as initial guess to bvp4c. This approach, in addition to being not too much
demanding from the computational point of view, seems to significantly help the
predictions to converge, as it can be seen in Figure 5.9 and in Figure 5.10. However,
further studies are needed to determine whether this approach can be effective and
feasible for an on-board implementation.
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Figure 5.5: Trajectory and controls of the fixed-time problem reconstructed from
initial costates predicted with an error of 3.49%. Comparison between optimal solu-
tion, simple propagation of the predictions and propagation corrected by bvp4c
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Figure 5.6: Trajectory and controls of the fixed-time problem reconstructed from
initial costates predicted with an error of 0.97%. Comparison between optimal solu-

tion, simple propagation of the predictions and propagation corrected by bvp4c
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Figure 5.7: Trajectory and controls of the free-time problem reconstructed from ini-
tial costates predicted with an error of 0.15%. Comparison between optimal solution,
simple propagation of the predictions and propagation corrected by bvp4c
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Figure 5.8: Trajectory and controls of the free-time problem reconstructed from ini-
tial costates predicted with an error of 0.16%. Comparison between optimal solution,

simple propagation of the predictions and propagation corrected by bvp4c
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Figure 5.9: Trajectory and controls of the free-time problem reconstructed from
initial costates predicted with an error of 0.34%. Comparison between bvp4c provided
with a forward propagation guess (a) and a forward + backward propagation guess(b)
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Figure 5.10: Trajectory and controls of the free-time problem reconstructed from
initial costates predicted with an error of 0.18%. Comparison between bvp4c provided
with a forward propagation guess (a) and a forward + backward propagation guess(b)






Chapter 6

Halo-to-Halo Transfer

The maneuver analyzed in the upcoming chapter is a transfer from a northern Halo
orbit in L; to another northern Halo in L,. Following the same structure of the
previous chapter, the orbit chosen and the data collection phase are first described,
then the network training is discussed and the results are showed and analyzed.
Again, all the computations have been performed on a laptop with an Intel® Core™
i7-4720HQ processor and 16 GB DDR3 RAM.

6.1 Collection Phase

The properties of the two orbits selected for the transfer are listed in Table 6.1, while
a representation in the three dimensional space is given in Figure 6.1.

The data collection of the fixed-time problem has been performed discretizing
the initial and the final orbit in 90 and 3 points respectively, while 300 transfer times
have been used within the range spanning from 3 to 20 days. When using random
guesses, the number of iterations is set to 50 like the DRO-to-DRO study case. Out
of 81000 trajectories, 80610 went to convergence with a precision of 10712, and after
the cleaning phase, 28% of the data have been discarded, leading to a final number
of trajectories which is 58287. The data collection lasted 11 hours and 34 minutes.

The free-time problem, instead, showed some issues: the complexity of the
Halo makes the problem too much sensible to the initial guess, and the strategy
followed in the DRO-to-DRO transfer does not converges anymore. The outcome
is that the data collection algorithm proposed takes too much time to collect even
very few trajectories, because it performs the restart with random guesses at almost
each iteration. Such behavior makes it impossible to collect enough data within a
reasonable time frame. Further studies need to be done to find a better way to

45
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Table 6.1: Initial states and properties of the two DROs chosen. Data from [1]

Initial orbit Final orbit
Xo [nd] 0.82620188 1.17350479
Zo [nd] 0.08457723 0.07961391
Vx0 [nd] —9.16501897 x 10716 —1.85959853 x 10~1°
Vyo [nd] 0.19882738 —0.18431374
Vzo[nd] —5.73763531 x 1071 5.02413524 x 10~
C[nd] 3.12102303 3.12603226
Period [days] 12.31851396 14.90090502
O Moon
0.05 Initial orbit
Final orbit
=
=3 0
-0.05
0.1 | | | | | |
0.95 1 1.05 1.1 1.15
y [nd] 0-9 x [nd]

Figure 6.1: The two Halo selected, represented in the rotating frame with non-
dimensional units
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Table 6.2: MATLAB and Keras NN settings

MATLAB Keras

Training 70% 60%
Data splitting Validation 15% 25%

Test 15% 15%
Nhidden layers 2 4

input layer 13 13
Npeurons hidden layer 30 40

output layer 6 6
Training algorithm Levenberg-Marquardt | Adam
Activation function hidden layer ’Fanh

Output layer linear

Table 6.3: Stopping conditions

MATLAB Keras

Max epoch 1000 1500
Patience 6 100

provide the initial guess to the indirect method when the time is a free parameter.

6.2 Network Training

The Neural Network training has been carried out using both Matlab and Keras, like
for the transfer between the two DROs; the parameters chosen have been summarized
in Table 6.2. Unlike MATLAB, for which everything have been left to its default
values, the training of the Keras network required some degree of customization. The
learning rate has been chosen to exponentially decay (see Eq. 5.1), with the following
parameters: the initial learning rate 7y and the decay steps value have been set to
0.0005 and 10000, while the decay rate A has been chosen to be 0.96; the stopping
conditions selected for the two networks can be found in Table 6.3.
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Table 6.4: Results of the NN training

FIXED-TIME
MATLAB Keras
Training time 5h 57min  25min 55sec
Training epochs 416 1041
Minimum MSE reached 2.15x 107° 9.55 x 107
Test data with err,e; < 5% 69.63% 87.23%
Test data with err.o < 1% 1.86% 20.07%

6.3 Results

Table 6.4 summarizes the results obtained after the training, while the peformance
in terms of MSE can be observed in Figure 6.2 and 6.3. It can be noted that both the
two networks are performing worse compared to those trained on the DRO-to-DRO
transfer. This is probably because of the increased complexity of the orbits consid-
ered: unlike DROs, Halo are three-dimensional, meaning that the two components
of the state vector linked to the third dimension (z and v,) are no more constant
and equal to zero. In the case of planar orbits, the network had to learn from a 13-
dimensional vector in which only 9 components were actually varying, while now it
receives an input vector in which each of the 13 components is different and changes
along the orbit.

The performance can be improved increasing the size of the training batch, gath-
ering more data during the collection phase. Further studies are indeed needed to
explore in what measure the size of the batch can influence the training performance.

6.3.1 On-Board Implementation

Even if with degraded performance with respect to the planar transfer between
DROs, the Neural Networks trained, especially the Keras one, still perform good
enough to be evaluated for a possible on-board integration. As discussed for the
planar transfer between two DROs, a simple forward propagation of the predicted
costates is not enough, because the error introduced by the network propagates as
well, making the actual trajectory to diverge with respect the optimal one. It has
been already verified how, using this propagation as an initial guess for bvp4c, the
solver can find the optimal control history without using too much computational
resources. Figure 6.4 shows the effect of this strategy on a transfer between the two
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Halo when the error on the initial costates is about 2.75%:; like the planar case, the
solver restored successfully the optimal trajectory. This strategy seems to remain
valid even with higher errors, as it can be seen in Figure 6.5.

Unfortunately, a low percent error on the predictions does not necessarily guar-
antee the success of this method. In the previous chapter, the solution proposed
was to train a new neural network that could predict also the final costates of each
optimal trajectory. Once this new network is deployed, two different propagations
are performed: the initial costates are propagated forward up to half the transfer
time, while the final costates are propagated backward to the same extent. These
two halves of the trajectory are then joined and used as initial guess for the TPBVP
solver. This approach has been also tried on the Halo-to-Halo transfer, and the result
obtained are showed in Figure 6.6 and 6.7. Both cases have a very low prediction
error, but, using a simple forward propagation, the solver still does not converge
to the optimal solution; when using the forward 4+ backward propagation method,
instead, the optimal transfer is successfully recovered, with a lower computational
speed thanks to the better guess provided.

Notwithstanding the good performance showed by the proposed approach, further
studies are indeed needed to better analyze the on-board feasibility of such method.
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Figure 6.4: Trajectory and controls of the fixed-time problem reconstructed from
initial costates predicted with an error of 2.75%. Comparison between optimal solu-
tion, simple propagation of the predictions and propagation corrected by bvp4c
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Figure 6.5: Trajectory and controls of the fixed-time problem reconstructed from
initial costates predicted with an error of 15.42%. Comparison between optimal
solution, simple propagation of the predictions and propagation corrected by bvp4c
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Figure 6.6: Trajectory and controls of the free-time problem reconstructed from
initial costates predicted with an error of 0.92%. Comparison between bvp4c provided
with a forward propagation guess (a) and a forward + backward propagation guess(b)
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Figure 6.7: Trajectory and controls of the free-time problem reconstructed from
initial costates predicted with an error of 1.32%. Comparison between bvp4c provided
with a forward propagation guess (a) and a forward + backward propagation guess(b)



Chapter 7

Conclusions

7.1 Summary

The main goal of this thesis has been to investigate the usefulness of Neural Net-
works as computationally inexpensive estimators for optimal trajectories in the cis-
lunar space. A significant part of the work consisted of gathering the training data,
using an indirect optimization technique. Training a Neural Network can be expen-
sive in terms of time and resources, especially considering the data collection phase;
however, once the network has been trained and deployed, the computational effort
that requires is almost negligible. This work successfully demonstrated that such a
tool can be very efficient in predicting the initial costates of the indirect method.
However, having only the initial adjoints makes it necessary to propagate them in
order to obtain the entire optimal control vector. Since the error also propagates, a
strategy based on using again the TPBVP solver has been proposed: after propa-
gating the initial costates found, the trajectory obtained is given as initial guess and
“corrected” by the solver itself. It has been shown how the computational effort is
still modest due to the fact that the guess provided is very close to the solution.

7.2 Future Works

This study showed the potentiality of onboard Neural Networks, revealing also some
drawbacks. First of all, the data collection phase has been proven to be the most
critical part, and it should be further investigated and improved in future works. In
particular, better strategies capable of providing good initial guesses to the indirect
method should be developed, especially when trying to solve the free-time problem

%)
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between three-dimensional orbits. This is an open problem, and some existing strate-
gies have been already mentioned in chapter 4; none of them, however, has ever been
used to collect a large amount of trajectories, which is why the feasibility of each of
those methods needs to be further evaluated.

As already stated in chapter 4, this work focused the analysis on the minimum
energy problem because it is easier to handle and shows excellent convergence proper-
ties. However, when designing a real mission, the goal is usually to find the minimum
fuel solution; future works could expand the OCP formulation trying to solve the
minimum fuel problem and then training a network to predict the initial costates of
the minimum fuel trajectory.

As seen in the results, predicting only the initial costates causes an error on the
final trajectory because of the error propagation, and a solution based on applying
a correction using bvp4c has been proposed. Obviously, there are other strategies
that could be followed to solve this problem, like training a network to predict the
entire optimal control history. Another approach could be to train the NN to map
the relationship between a generic state and the correspondent costate: in such a
way the network could act like a controller, giving at each period of time the right
command to the propulsion system. A deeper investigation could highlight both
strong points and weaknesses of these proposed strategies.
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