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Abstract

Technological improvements have radically changed the way films involving VFX
as well as video games are made. From green screen to ledwalls, from keyframe
animation to motion capture, from paper storyboards to 3D visual storyboards,
from normal cameras to simulcams and so on. Today, it is much easier to use
technology to reduce costs and improve the quality of these products. On the other
hand, all these changes have confronted actors with new scenarios, such as acting
in the presence of green backgrounds or other actors wearing motion capture suits,
which could be real challenges for them and add a greater workload in terms of
imagination to understand what their character is actually seeing and feeling.

This thesis aims to demonstrate how augmented reality can be useful for actors
when shooting scenes in which motion capture is involved. The idea is to have
the actor use an OST-HMD (Optical See-Through Head-Mounted Display) that
allows him to see, in real time, a 3D virtual avatar superimposed on the actor
who is controlling him through the motion capture suit, together with the other
real and virtual elements of the scene. In this way, the actor could become more
familiar with the virtual character with whom he or she is interacting and with
the environment in general, better understand what the character being played is
facing and feeling, and thus, hopefully, play the scene better.

To this end, a framework was created that, using a visor of the indicated type
(in particular, a Microsoft HoloLens device) and the Optitrack motion capture
system, allows the user wearing the visor to see in real time an animated avatar
superimposed on the actor traced by the optical system.

In order to show the usefulness of the proposed solution, an experiment was
conducted involving a number of users. The experiment consisted in proposing
the script of a scene to some volunteers, who had to prepare to act out the scene
through rehearsals conducted either with a traditional approach (i.e., using only
props) or with the proposed tool (i.e., using the augmented reality viewer). The
acquired subjective and objective data were analysed and compared. The results
obtained will allow further steps to be taken in this promising field of research.
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Chapter 1

Introduction

Virtual Reality (VR) and Augmented Reality (AR) in the recent years are growing
more and more. Big companies like Apple Microsoft, Google, Meta (foremerly
Facebook), etc. are investing a lot of money in these technologies. For example,
Apple is about to release its first AR headset, Microsoft is developing its third MR
glasses (HoloLens 3), Meta is pushing on the concept of metaverse, and so and so
forth.

So far, indeed, AR is already being used for a number of different applications.
For instance, to see directions on Google Maps over real streets, for home furnishing
sales to see virtual 3D elements in our own house and better deciding whether
to buy them or not, for creating remote assistants for work training, for medical
training, for simulating surgery, etc.

This thesis work focuses on an application of AR in the field of cinematography
and virtual productions, with the aim to support actors and directors.

For years, the world of video games and films, which involves visual effects(VFX)
productions, has undergone various improvements through the use of increasingly
better technologies which not only facilitated and enhanced the work of actors,
directors and producers, but also helped to cut production costs. As a matter of
example, while previously the directors had to wait days after the shooting to see
how the film would turn out with the addition of special effects, now, since from
the beginning of the production steps they have access to a 3D preview of the
whole film; moreover, during the shootings they can already see in real time the
special effects added in a good quality and modify them. This way, the can have
more control over the film and its overall atmosphere.

Among the techniques used in films and video games for special effects is motion
capture, often abbreviated mocap, an advanced animation technique used very
frequently and in great demand, which facilitates the animators’ task in making the
digital characters hyper-realistic by guiding their movements through real actors
who wears special suits. Acting in scenes which involves motion capture, however,
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Introduction

is not really easy for actors, as this technique can hide greater difficulties than
normal acting, whether they act in the presence of other actors wearing motion
capture suits or they are wearing the suits themselves.

This thesis explores this domain, by studying how AR can support the actors’
job in the shooting of motion capture scenes. In particular, this chapter analyzes
the concepts of AR and motion capture, and then focuses on the main questions
behind the work: how can this technology be helpful to actors? What difficulties
do they face when approaching scenes in which motion capture is involved?

1.1 Augmented Reality

1.1.1 Introduction
AR is a technology that interfaces virtual and physical spaces by superimposing
virtual elements onto the real world. AR so can integrates all kinds of digital
information (3D models, but also text, video) with the real environment, for
example, with AR one can place virtual objects in a 3D real space, making the user
think it is really there and it is occupying a real space in the world. Unlike what
most people believe, AR is a pretty old technology; the first attempt of creating an
head-mounted-display (HMD) – a display device, worn on the head or as part of
a helmet that can let the user see a virtual 3D world or 3D elements in the real
world – was by Ivan Sutherland at the University of Utah in 1968, so over 50 years
ago (Fig. 1.1).

Figure 1.1: First HMD for AR/VR ever made [1].

The HMD was heavy and it had to be suspended from the ceiling, the system
had a primitive interface, lacked realism, and the graphics comprising the virtual
environment were simple wireframe rooms, but it was the first try of a revolutionary
technology which people is still talking about today. Since then, AR has had up
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and down in terms of popularity and interest of companies and universities, never
becoming a mainstream technology.

Just in the recent few years the demand of AR solutions in a lot of various
field has increased exponentially. Analyst predict that the AR market will reach
$198 billion in 2025 [2] which is a large portion of the economy within the next
decade. This fast increasing of popularity is mainly caused by the improvements of
technology in the recent years. In fact the main concerning about the AR is always
been the usability, and the limits of technology ran against the real usability of an
AR system: giant heavy HMD, small field of views (FoVs), bad understanding of
the real world environment are just a few of the technology limits that had to be
overcome to make AR an easy and valid mainstream technology.

However, as said, in the recent years big steps were made in this sense and AR
is already a technology used in various kind of fields. Just think that many user
already have in their pockets AR capable smartphones with sensors like gyroscope,
GPS, accelerometer, and cameras that understand the space with algorithms or
even LiDAR scanners like in the new Apple iPhone 13 Pro which detects the depth
by means of a laser pulse, and use daily AR features even in mainstream apps like
Instagram or Snapchat. Speaking about mobile phones, with Apple ARKit 5 and
Android ARCore developers have a huge range of tools to use to build AR apps.
And this toolkits are constantly updating, for example with ARKit 5 developers
can place virtual objects with a specific latitude longitude and altitude collocating
a virtual object in a specific real world position, or with ARCore now they can
capture AR metadata from camera videos in real-time. All of this is awesome,
and it is just about smartphones. Considering the HMDs, like the one showed in
Fig. 1.2, which according to [3] are the most promising solutions within the AR
market, one can say that they are already used in a wide spectrum of fields. AR
has found application in medicine to assist specialists during pre-surgery, surgery
and rehabilitation using HMDs and optical cameras [4], for surgical simulations
[5], for making education more interesting and understandable [6], for retail [7], for
remote assistance [8], for teleconferencing and hybrid meetings and so on. In short,
AR is a technology that is increasingly becoming a part of everyone’s life, and can
really become the “next big thing”.

1.1.2 How AR-HMDs work
AR, as said, consists in making the user see virtual 3D objects as if they are in the
real environment. In order to do so special helmets have been invented and they
are called HMDs. An HMD consists in one or two displays or projection technology
integrated into an helmet or eyeglasses which, through the use of various sensors,
specific algorithms and an high technology visualization system let the user see
virtual elements in the 3D virtual world.
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Figure 1.2: Person wearing a Microsoft HoloLens device. [9]

There are two main things that an AR system such as the HMD has to do in
order to work properly.

1. Space understanding: make the HMD understand the 3D world around it and
its position within that world in order to have a 3D space where to add the
virtual elements;

2. Image visualization: make the user see the virtual elements over the real world
in the correct way.

Space Understanding

Spacial understanding is a very complicated thing to achieve. It is essentially trying
to make a computer understand the space around him as if it was a human being,
understanding the depth, finding surfaces, creating a 3D representation of the world
around it. Just think that, in order to understand the depth, humans uses more than
10 optical cues: stereopsis, occlusion, motion parallax, linear perspective, familiar
size, relative size, texture gradient, shadows and so on [10]. So how does an AR
device understand the depth and create a 3D model of the environment? The most
used method is SLAM: simultaneous localization and mapping. SLAM is a class
algorithms, which has succeeded other older algorithms like SIFT (Scale Invariant
Feature Transform) or SURF (Speeded up robust features), for the construction and
updating of a map of an unknown environment while simultaneously keeping track
of the position of the device using the algorithm (in this case, the HMD). So it has
two purposes: to build a map of an environment, and to locate the device within
the environment. It is important to say that using a SLAM algorithm one does not
get a definitive position of an element in space but a probability distribution of
where it could be, and so other algorithms are used to calculate the positions based
on uncertainties like MAP (Maximum A Posteriori) or BA (Bundle Adjustment).
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A typical SLAM architecture is reported in [11] as it can be seen in Fig. 1.3.
There are several elements taking part in this algorithm.

Figure 1.3: A SLAM architecture scheme [11].

First the data is captured by sensors which can include cameras but also
accelerometers, gyroscopes, GPS sensors, depth sensors, etc. Secondly the feature
extraction begin: 2D images are analyzed trying to find features points. A feature
point is a distinctive location in images; feature detection is a multi step process
and depends on the detection algorithm used. For example an algorithm could
perform a keypoint detection by analyzing the circular surroundings of each pixels
in order to find a point which can easily be described by a collection of brightness
data of his neighbour pixel. An example of this is showned in Fig. 1.4.

Figure 1.4: Example of a pixel analysis for a keypoint detection [12].

In other words through this algorithm the computer needs to find some points
that are easily detectable in other frame too, and represent a real point in the
physical world who can be located with a 3D position. This, integrated with the
data from the other sensors, creates a series of keypoints with a 3D position found,
called map points, for each frame. The back-end part takes care of establishing
a relationship between different frames, it localizes the camera and moreover it
handle the 3D reconstruction. It is important to say that the information of the
environment are updated on each frame also considering the precedent frames
captured, and also considering the movements made by the user (the camera
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motion helps to perform the keypoint detection of the next frame). So the 3D
reconstruction is more and more accurate as the user moves in the environment.
So, substantially 3D points are created from a keypoints detection of the frame,
then, this keypoints are triangulated with the keypoints from previous frames; this
triangolation is made easier using the data from the movement of the user and also
the data coming from the other sensor. Finally, the estimation is obtained: the
final result containing the tracked features with their location and relations and
the camera position in the environment. From this information 3D meshes can be
created and overimposed to the environment. Typically triangles are used to create
the mesh of the surface of the objects as it can be seen in Fig. 1.5.

Figure 1.5: 3D mesh reconstuction overimposed to real object [13].

After this other algorithms can be used to transform the 3D triangle meshes
in planes. This algorithms through the normal of the mesh can detect where is
the floor or a roof or even detect a table. This can be very important also for
performing a correct occlusion that happens when a virtual character is partially
covered by a real object, for example a table, and so just a part of the virtual
element needs to be seen from the user. However this are the basis of spatial
understanding, the are plenty of algorithms and variations that depends specifically
on the device, regarding which sensor it has, and what and how much data it has
to understand the depth.

Image Visualization

Visualizing a digital 3D image to allow AR is another big technology challenge.
Unlike the VR HMD in which OLCD displays can be used right in front of the
user’s eyes to show the informations, AR, by definition, requires real world to
be seen together with the virtual information, and for this reason, a see-through
display is needed. But how can this be possible? How can a display be transparent
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except for the part where the digital information is located? The first HMD to use
what is now known as optical see-through technology, as already said previously on
this chapter, was the one made by Ivan Sutherland in 1968. It is very important
because it was the first that use the key idea to make seeing real things and artificial
things together at the same time: use optical elements.This elements (in this case,
half-silvered mirrors), were placed in the user’s optical path to partially reflect
a computer-generated image displayed on a miniature cathode-ray tube (CRT),
and by doing this the user may still see the surroundings through the half-silvered
mirror, but the displayed image is now superimposed on top of it. So the key for
creating OST-HMD (optical-see-through HMD) is to use optical elements to project
images over a lens, and doing so, leaving the rest of the view of reality unaltered.
This can be seen in Fig. 1.6. This concept was the used in a lot of various attempt
to create various types of OST-HMD, and, as the technology and the knowledge of
optics grew, this HMD were more and more accurate.

Figure 1.6: 2-D optical layout of an OST-HMD that use a free-form prism
cemented with a free-form lens [14]

Speaking more specifically, to understand how a nowadays OST-HMD works,
one needs to understand a few simple concept. The first is the difference between
entrance pupil and exit pupil. The entrance pupil is the eye of the user that is
seeing from behind the lenses, while the exit pupil is the projection that appears
on the lenses, a virtual aperture in the optical system. Only light rays that pass
through this virtual aperture can exit the system and be seen by the user, so the
exit pupil is critical. The entrance pupil of the user’s eye must match with the exit
pupil so that the light rays enters in the entrance pupil in the right way. To do this
is used a so called combiner. A combiner is an optical elements that, in various
ways directs the light coming from the projector in the right direction. So the shoot
out images must pass through a combiner that combines the projected image and
the real world. The eye-box is another concept related to the exit pupil, it is the
volume of space in which a viewable image can be created by an optical system.
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When building OST-HMD is important to keep this eye-box as larger as possible,
but to keep a large eye-box, a certain thickness of the optics is required, so solutions
like waveguides are used to keep the eye-box as large as possible while maintaining
a relatively small optics. The basic concept is to steer light towards the user’s eyes
by using internal reflection within the waveguide. Some HMD like HoloLens, uses
a surface coating on the glass to create a series of defraction grating to enlarge the
eye-box. [15] analyzed all the main technologies used in recent OST-HMD. Fig.
1.7 shows some OST-HMD examples.

Figure 1.7: Some OST-HMD examples [15]

An half-mirror technology can be useful if one wants to keep the form of the
lenses small and does not mind about the size of the eyebox. To achieve a large
FoV, the Birdbath optics solution can be used; it combines a curved mirror lens
that enlarge the FoV, but has issues with light efficiency and the design tends to
be larger. The third solution is the one mentioned previously in this section, which
is used also by the HoloLens: the free-form prism. This optical solution is good to
achieve achieve half-seilvered mirror-like results while resolving the light problem
letting light enter from various angles. It has been already said about the dimension
problem of these type of optics and how waveguides can help it. Speacking more
specifically the are different types of combiners that let waveguides to reflect the
image correctly into the user’s eye. The most simple ones are made by using a
simple free-form mirror surface or a series of parallel mirrors or array of mirror
layers, while a more optically advanced one is the holographic optical element
(HOE) that can reflect the light at different angles, depending on the incoming
light frequency. So this are the main technology solutions used to visualize 3D
virtual elements when using OST-HMD.
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1.1.3 Current and Future Technologies

Nowadays a lot of different AR technologies have been created, but what are the
most AR technologies used? What could one expect in the future? At the moment
it is possible to say that the best HMDs for AR are HoloLens 2 by Microsoft (2019),
Magic Leap 1 by Magic Leap (2018) and X2 by Thirdeye Gen (2019)(Fig. 1.8).

Figure 1.8: From left, HoloLens 2, Magic Leap and ThirdEye Gen X2.

While HoloLens 2 and X2 are stand alone headset, Magic Leap keeps the
computing separate and so and connected by a trailing cable, this means that a
lighter headset with a pint-sized computer to put in the pocket is obtained. In
[15], Itoh et al. analyze the main problems of OST-HMD’s. They divided the
problems into three main categories: the first concerns the difficulty of maintaining
spatial realism, and this is related for example to the visual distrortions caused by
imperfections in the display and optics; the second category is about maintaining
temporal realism and concerns the problems of image update rates and general
latency, in particular latency in AR which is involved in creating motion sickness as
in VR but it can also create a misalignment between the virtual and the physical
environment producing a visual incoherence; the third category is maintaining
visual realism and includes issues like the realistic rendering of the AR scene, a
coherent lightning, color reproduction, creating occlusion and depth accomodation.
However the biggest technology limitation of OST-HMD is still the FoV, which is
the main technical factor that is preventing a visually coherent presentation and
the spread of AR HMDs. Currently the main commercials OST-HMD’s FoV is
42° for the X2, wide 50° for the Magic Leap and 52° for the HoloLens 2 which are
all good FoV considering that previous devices (like HoloLens 1) had just like 30°
of FoV, but still not enough to have an optimal AR experience. Fig. 1.9 shows a
comparison between OST-HMD FoV.
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Figure 1.9: FoV of current commercial HMD compared.

Anyway, although these present technologies have these limitations the future
for AR headset and AR in general seems bright. In fact Alex Kipman (the project
manager of HoloLens), speaking to the Australian Financial Review, revealed that
Microsoft is working on a new mixed reality (MR) headset (HoloLens 3) that will
implement more powerful processor and an infinite FoV. Apple is also investing
more and more in AR recently and there are a lot of rumors that they are about
to launch their first AR visor. Furthermore Mojo Vision, a Californian company, is
already developing a prototype for new AR eye contact lenses [16] (Fig. 1.10).

Figure 1.10: MojoLens prototype [17].

These are just rumors and prototypes but they attest to us that AR is a
technology on the rise and it could be used more and more in the future. In this
prospective, this work could be more and more relevant in the future when, with
better AR headset with unlimited FoV and AR contact lenses, it would be so
much better and easier to use for actors and directors in cinema and video games
industries, overcoming a lot of problems that can occur and that will be analyzed
more specifically in the use cases section.
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1.2 Motion Capture

1.2.1 Introduction

Motion capture (or performance capture), is becoming a must in nowadays animated
films and also in the video games industry. This technology has evolved drastically
in past decades and has reach levels that was unimaginable to reach only 10/20
years ago, widely increasing the speed of animation, decreasing the work load
on the animators, and creating a new way of perform for actors. The main idea
behind mocap is to capture in some way the movements of a real world object
(in this case the actor), converting it into data, and use that data to pilot virtual
tridimensional objects (in this case virtual characters). This, as said, reduces the
works of animation, speed up the entire process, and can give incredible realistic
results.

Figure 1.11: Andy Serkis during the shoot of The “Lord of The Rings: The Two
Towers” (2002) posing in a motion capture suit to perform Gollum [18].

There are a lot of examples in films about the use of mocap like the famous
character Gollum in “The lord of the rings” (2001)(Fig. 1.11) or the apes in “Rise
of the planet of apes” (2011) or na’vis in “Avatar” (2009) or more recent films
like “Big” (2016), “War for the Planet of the Apes” (2017), “Aladdin (2019) or
Marvel’s films like “Avengers: End Game” (2019) and so on. Mocap is also used in
the process of making video games to perform the video scene or even the in-game
movement like rest position, walking, or characters reactions to events in game.
Examples of video games whose character animations was made with mocap are
“Uncharted 4” (2016), “God of war” (2018), “Apex legends” (2019), “Destiny’s 2”
(2020), “Friday the 13: the game” (2017), “The last of us part II” (2020), etc.
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1.2.2 Types of Motion Capture and Usages
Specking more technically there are many ways to capture the 3D data needed
to animate a virtual character through mocap. In [19] S. Sharma et al. explore
all the mocap systems for 3D animation. They categorize the mocap systems in
marked-based and marker less. Marked based systems requires the actor to wear a
suit or some sensors and can be acoustical, mechanical, magnetically or optical,
while markerless systems do not require the performers to wear anything.

There are four types of mocap: mechanical, inertial, magnetic and optical as it
can be seen in Fig. 1.12.

Figure 1.12: Types of motion capture systems [20].

In mechanical mocap, a performer attaches to his body a skeletal-like structure,
and so the data are taken directly from this instrument. This method is obviously
relatively uncomfortable for the performer but it is not affected by occlusions
problems. Inertial mocap technology is based on miniature inertial sensors, bio
mechanical models and sensor fusion algorithms. The motion data of the inertial
sensors is often transmitted wirelessly to a computer, where the motion is recorded
or viewed. However, this technology will be discussed more in detail later. Magnetic
mocap systems on the contrary involves a transmitter who creates magnetic signal
and some receivers positioned on the body of the performer. These systems calculate
position and orientation by the relative magnetic flux of three orthogonal coils
on both the transmitter and each receiver. This type of mocap is much cheaper
than the optical one, can be used for real time applications, but is sensitive to
magnetic interference and also working with this magnetic components makes this
system really hard to be used in environments not designed for their use like the
cinema and video games industries. In fact, in these industries the most common
type of mocap system used, nowadays, is the optical one. This is due to the high
accuracy of the data it generates, the fact that it is possible to track more than one
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character at the same time and also that the tracking space in which actor moves
could be very large and this gives movement freedom to actors and directors, and
so it could be used in various type of scenarios. An example of optical system is
the Vicon system, widely used in many film productions. But how does the optical
system works? It consist in a series of cameras placed all around a large empty
room as it can be seen in Fig. 1.13, calibrated to calculate the exact 3D position
of markers that, in this case, are placed all over the actor’s body. So the performer
movements are registered by cameras from all the angles and the 3D data of all the
track points placed on the actor are captured. Then this data is used to animate a
virtual avatar on the computer.

Figure 1.13: Example of optical motion capture system made by OptiTrack [21].

The optical mocap systems uses from two to 48 cameras to detect markers
placed on actors. The dimension and shape of markers depends on the cameras
resolutions. For each marker this system produces data with three degrees of
freedom while the rotation information is taken from the relative orientation of
three or more markers. An optical motion capture system can use active markers
or passive markers. Passive markers are made with some spheres covered with a
retro-reflective material, this markers are tracked by infrared cameras and it is
usually used in acting mocap performances because it gives more accurate results.
Active markers instead are LEDs that sends light signals to cameras by illuminating
one LED at a time very quickly or multiple LEDs using a software to identify them
by their relative positions. An example of the differences between these two types
of markers is showned in Fig. 1.14.
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Figure 1.14: Examples of active and passive markers [22].

However in film productions, often, some image markers are added. This usually
happens when filming in situations in which not too many tracking cameras can
be placed, like when shooting with mocap suited-actor in real contest. The first
film which implemented additional image markers over the optical mocap suits
was for making the Davy Jones crew in “Pirates of Caribbean” (Fig. 1.15). The
identification of the circle markers is showed in Fig. 1.16. They choose to use this
technology because, having to shoot the motion capture scenes in various scenarios
(and not in a studio with a lot of optical cameras), they needed a way to capture
in the most accurate way possible all the characters position in various lighting
conditions and with just few cameras because, by using rigid objects of known size
and pattern that could be modeled in software, it is not necessary for each marker
to be visible from multiple camera views.

Figure 1.15: Motion capture setup used in “Pirates of Caribbean” [23].

John Knoll, the visual effect supervisor of “Pirates of Caribbean” states that
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“unlike tracking markers with an optical mocap system, which requires a marker
to be visible from multiple cameras in order to triangulate its position, if enough
points around a band are visible, even from only a single view, one can solve its
position and orientation in 3D space”.

Figure 1.16: Circle markers identification [23].

However this technology evolved in years. Since the “ Avengers” (2012), for this
type of scenes mocap suits with fractal pattern printed on it have begun to be
used. In this case in particular Sierpinski triangle (which are a fractal pattern) are
printed on the suit as can be seen in Fig. 1.17.

Figure 1.17: On the left a scene from “Avengers” [24], on the right the fractal
pattern used on the mocap suit [25]

The idea with the fractal pattern is that now the tracker could automatically
find features on the suit, no matter the focus or scale of the pattern in the footage.
In fact fractals are by definition scale independent. So a fractal pattern is useful for
motion capture because whether near or far there are always some visible points to
track and its is also good to track in situation when the image is blurred, like in
when the actor is in motion. And moreover they use triangle because they have
identifiable points that can be tracked by computer vision algorithms, and these
trackable points make up the polygon meshes used in 3D graphics. In the most
recent films like “Avengers: Infinity War” (2018) or the live action film “Aladdin”
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(2019), suits with fractal patterns where useful for virtual characters like Thanos
the Genie (Fig. 1.18).

Figure 1.18: On the left a scene from “Avengers: Infinity War” (2018) where the
actor Josh Brolin tied a stick to his body to match his character height [26], on
the right Will Smith playing the genie from “Aladdin” (2019) [27].

Notice that in this figure the face of Thanos was put over the head of the actor
to make Robert Downey Junior watch in the correct direction when staring at
him. It has to be noticed that also the image markers have changes since the first
“Pirates of Caribbean”. Now they are not just black/white circles in white/black
squares but are made by various shape with various colors. An example of this
is showed in Fig. 1.19 where is reported a moment of the making of “Avengers:
Endgame”.

Figure 1.19: Mark Ruffalo playing Hulk in “Avengers: Endgame” (2019) using a
motion capture suit with colored image markers [28].

Anyway in situation in which the set is not real (all actors are in a room made
expressly for motion capture) “normal” optical suit are used. In this case spherical
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markers are enough and no additional image markers are needed because a lot
of cameras are used and so there are no problems with occlusions. This is used
when characters played are totally in virtual world or when one needs just to
capture a movement that will be used later on Computer-generated imagery (CGI)
characters. This is the case of video games, in fact in this productions motion
capture is largely used, just to mention a few recent video games in which has been
used motion capture: “Star Wars Clone Wars (2020)”, “Titan Fall 2” (2016), apex
legends (2019), “Destiny’s 2” (2020), “Friday the 13: The game” (2017), “The Dark
Pictures: Little Hope” (2020) and so on. Two examples of video-games making of
are showed in Fig. 1.20.

Figure 1.20: Two examples of motion capture used in the making of of two
videogames: on the left “Last Of Us” (2019) [29], on the right “Apex Legends”
(2020) [30].

One last mentionable example of how motion capture is been used in the cinema
and videogames industry is the film “Call of the Wild” (2020) in which, because
the film required a dog made in CGI, they made a library of dog movements by
using motion capture suits over dogs in a mocap studio (Fig. 1.21).

Figure 1.21: The use of motion capture for dogs in “Call of the Wild” (2020) [31].

Anyway, it must be said that optical systems have some disadvantages. Apart
from the problems caused by occlusions and lightnings which can be easily overcome,
the main problems is the use of the cameras which costs a lot (about 8000$ every
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six cameras), and the need of a lot of cameras to do a complete accurate tracking.
This can be a problem for small productions of films or video games who needs to
use motion capture to animate their character, considering also the fact that motion
capture is important to reduce the costs of animating too. Luckily, technology has
grown so fast that a lot of cheaper inertial type of motion capture systems has been
created. New inertial systems like Noiton, Nansense, Xsens, Rokoko and others are
now available for 5000/6000$ on average. Unlike optical systems, this systems do
not suffer for occlusion or lightning problems so it can be used regardless of the
environment, they work with an accelerometer (for inclination) a magnetometer
(for heading) and a gyroscope placed on every sensors on the body of the performer.
Usually they also include a software system that improves the data read by the
sensor to make better animations. Fig. 1.22 shows how the movement captured by
the inertial system are visualized in the related software.

Figure 1.22: An example of an inertial motion capturing made by Xsens using
sensors to put on the body [32].

Xsens presented their two new motion capture systems [33] (a suit and a set of
sensor) that shows significant improvements to this technology. They affirm that
there are major problems concerning inertial motion capturing due to the limits of
accuracy that can be obtained using gyroscope, accelerometers and magnetometers
alone and also by the magnetic distortion that may interfere. After acquiring
data, Xsens system uses a biomechanical model to create a more accurate and
fluid animation. However the old biomechanical model has limited accuracy when
applied to a wide range of subjects. So,considering all these problems, they work

18



Introduction

very hard to improve this technologies and overcome them creating a new engine
with an advanced biomechanical model and immune to the effects of magnetic
distortion. In [33] they compare their new motion capture system with an optical
mocap system (eight-cameras Qualisys system) and the results are amazing. The
differences between their inertial mocap system and the optical system were minimal,
and Xsens system was able to track consistently human body kinematics in any
environment. In this context, it should be mentioned the film “The one and only
Ivan” (2020) in which they used an Xsens inertial suit adding markers on it. So the
mocap system obtained was an hybrid between optical and inertial motion capture
[34] (Fig. 1.23). It is good to use hybrid systems because combining inertial sensors
and optical sensors reduce occlusions and improve the ability to track without
having to manually clean up data. An Xsens suit has also been used in the making
of the film Ted [35] for animate the main character Ted, a teddy bear.

Figure 1.23: Example of the use of inertial mocap suit in cinema: Ariana
Greenblatt and Sam Rockwell, who played the gorilla Ivan, on the set of “The one
and only Ivan” (2020) [36].

Anyhow, although optical motion capture systems and, in some cases, inertal
systems are the mostly used nowadays in film and videogames production, consider-
ing all the progress made by machine learning technologies and artificial intelligence
used for image and video processing, which are becoming more and more accurate
in tracking moments, the future of this optical technologies will likely involve optical
markerless motion capture systems. This would give more freedom to actors and
reduce the overall costs due to the lack to suits in this systems, increasing the cost
of the software for the image processing. In the recent Vicon x Thaio Markerless
webinar [37] in 2021, they presented an optical markerless system for tracking
human body movements, that uses Vicon cameras and Thaio softwares that, by
a neural network, recognize humans and, using multi body 3D pose estimations
create the 3D skeleton of the person and finally have the validation of the 3D model
created with a trained dataset. In conclusion, motion capture is a technology that
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has been used, is used and will continue to be used in the production of films and
videogames, and which will certainly continue to evolve technologically, increasingly
meeting the needs of actors and directors.

1.3 Motivation

1.3.1 Introduction

The technological evolutions of recent years have taken hold in many fields including
film production, and have concerned in particular films where virtual effects (VFX)
are present. Using technology in VFX cinema offers mainly three benefits: the
first is to improve films and make it possible to create scenes that were previously
impossible, the second is to give the director and the actors more tools to be aware
of what they are going to shoot (through for example ledwalls or previews which
will be discussed later) and the third is to decrease the workload and therefore the
production costs. In recent years, the increasing use of technology in film production
has changed the process itself that leads to the creation of a film in which there are
special effects: from a traditional way of producing films to something new that
adapts and tries to make the most of the benefits given by technology and which
has been defined as “virtual production”. All these changes therefore make the film
industry something in constant change and evolution and directors, actors and all
the other people involved in the production of films have had to adapt and are
continuing to adapt to the use of new technologies and new production paradigms
in film productions.

Among the many technological innovations that have changed the world of
cinema, motion capture is certainly one of the most important. However, the use of
this new technology has brought with it new challenges for the actors, who found
themselves having to act in a suit, without any scenario, interpreting characters of
appearance and movements almost always different from their own, and to having
to imagine the whole scene in their mind as they perform it. With this thesis and
therefore with the use of AR for motion capture shooting the aim is to join this
scenario of change in cinematographic production given by technology, offering a
way to help the actors in shooting this type of scenes, decreasing their workload,
especially in terms of imagination, and helping them with the other difficulties
they face when they have to perform scenes with motion capture. In the three
sub-chapters that follow, the production pipeline of a film that includes special
effects such as motion capture and how this pipeline has changed with the advent
of new technologies will be first analyzed; then, the focus will be shifted on how a
motion capture shoot is made, and finally on the difficulties of the actors in having
to deal with scenes that require motion capture.
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1.3.2 The VFX pipeline nowadays
Making a film is a difficult thing to do. Making a film which includes complex
VFX can be even harder; a lot of different departments and people are involved:
production department, virtual production department, art department, actors,
director, assistants to the director, animators, grip personnel, editors, VFX super-
visor, and so on. Let’s now try to understand how a film production who involves
VFX, and then more specifically motion capture, works. There are a lot of articles
with examples of a VFX pipeline. Andrew Whitehurst, a famous Award-winning
VFX Supervisor, proposes a pretty accurate typical VFX pipeline structure a web
article [38] (Fig. 1.24).

Figure 1.24: VFX films pipeline presented by Andrew Whitehurst [38]

Although the article is from 2008 this pipeline it’s still a pretty good and accurate
reference to start understanding the complex world of film production when virtual
effects are involved. So let’s start from the basis. The pipeline is divided into 3
phases pre-production, production and post-production. The pre-production phase
include research and development, tests, pre-vis, and an early production of assets.
In this phase preparation and planning are done. In particular, in the research
and development period, technical approach to the film’s effect is decided focusing
on software preferences and techniques. Then tests are performed to demonstrate
either a potential look, style or piece of technology in order to convince clients that

21



Introduction

what shown can be used for the film. In the pre-production phase, as said, assets
like background or characters start being created for the pre-vis. Pre-vis stands
for pre visualization, and it is essentially the process of converting a storyboard
and script into a 3D animated, low quality rough draft for each VFX shot. At
this stage the director will get an idea of how the scenes will be shot, and can
experiment on camera moves and set-ups before committing to an expensive on-set
shoot. Later it will be shown how pre-vis came to be more and more important in
the production of a film. The production phase is the stage where actual shooting
of the film is done. On set, certain members of the VFX team are present to take as
many photographs as possible to use them later on for modeling, texture, lightning
references, and as possibly elements for matte paintings. LIDAR and other devices,
instead, are used for 3D digital scans of environments, buildings but also for props
and actors to create high detailed models that can be use later as references. High
dynamic range photos are also shoot to use image-based lighting techniques when
lighting the shots. If motion capture is involved also a specialized team is present
on the set to arrange all the equipment needed (mocap suits, tracking cameras,
head mounted devices for facial capture etc.). In the post production VFX and
animation teams works to integrate the virtual elements in the film shoots. This
is done in many phases. Rigging is what enables 3D models to move and allows
to animate characters. LIDAR scans and camera tracking done in the production
phase are used to add environments and elements and putting the CGI elements
in the right orientation. Of course textures and effects like physics simulation are
added but the most important factor to make the film more realistic as possible
is the fidelity on lighting. At the end the final image is composed and the live
footage, matte paintings, and various VFX renders are blent together. The VFX
department at this point have finished his job and all the scenes goes to the director
for a final color grading. These are the basis for understand in principle how a
VFX film pipeline works. However, it shall be recalled that when used in actual
production, a pipeline is rarely truly serial as this ideal pipeline. In particular
in recent years the production of films with CGI elements is changing due to the
various improvements of technology. This change is increasingly leading to a so
called: “Virtual production”. Virtual production, as stated in [39], is a broad term
referring to a spectrum of computer- aided production and visualization film-making
methods that, combining virtual and AR with CGI and game-engine technologies,
enables production crews to see their scenes unfold as they are composed and
captured on set. Epic Games, in [39], made a guide to better understand virtual
production full of interviews with directors, virtual production supervisor and
other important figures in the production of a film. In [39] Noah Kadner shows
the difference between a normal film production, like the one described at the
beginning of this section, and a virtual production. The main difference between
the two pipelines, showed in Fig. 1.25, is that, while the traditional one is more
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linear and tends to keep the different tasks of the various departments separated,
the virtual production involves various departments from the beginning increasing
the collaboration between them and creating a more iterative process.

Figure 1.25: Differences between traditional and virtual production pipelines [39].

An important figure in this new virtual pipeline is the VAD. The Virtual art
department (VAD) is in charge of developing real-time assets from initial look
development to production-ready models and environments. The work of this
departments is generally focused on delivering complete camera-ready assets for
production. Their primary role is to develop real-time assets from initial look
development to production ready models and environments. Unlike the traditional
pipeline in which art department had to create background, character, assets etc.
without knowing how the final result on the scene would be, and VFX department
had to add VFX just after the shooting, VAD is more involved and acts like a liaison
between art department, VFX department and the shooting itself, handling a larger
share of the finale imagery. With this new type of pipeline, more importance is given
to the preparation (the pre-production) rather than production itself. With new
technologies the pre-visualization has improved a lot. Ryan Stafford, an executive
and VFX producer, in [39], claimed that when filming the film “Call of the Wild”
they were able to pre-visualize the entire film, and could even show the previous
version to an audience. This not only let the director and other important figures to
understand how the film was going to be, and by doing so, sharing the same vision
and avoiding all the possible misunderstandings of thinking of a scene from different
perspective, but it was also a way to see the audience reaction, taking notes of what
worked and what does not in terms of story but also shots or lightening etc. Wes
Ball, a director, in [39], said that previs helps the crew to see the basic vibe that a
director want to achieve, and so be on the same page about the project. Moreover,
Felix Jorge, who worked in a lot of previs, in [40] said that now a director can even
come, put an headset on and look at an environment in 3D made for previs, that
is representative of what might actually will be in the final product. All of this
because now they are able to create environment with a much higher fidelity than
it used to be in previs in a fraction of time. This is just an example of how different
figures (directors and previs department) can collaborate since the beginning in
this new type of film production thanks to new technologies. Another advantage in
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preproduction is that assets can be created with more visual fidelity and real-time
efficiency from the beginning, and so they can be used from previs to final pixel.
Level of detail control and decimation of assets is build directly into a virtual engine
to enable using the same assets decimated enough to work in real time at the desired
frame rate but still preserving visual fidelity. By decimation one means that the
3D object is decreased in complexity and polygonal resolution in order to meet the
real time restrictions. It is worth to notice that nowadays losing polygonal vertices
do not necessarily means losing too much of the final quality, in fact textures can
be used to guarantee an overall good looking by means of bump map. This is the
reason why more and more often the assets created from the previs team can be
used also later on in the production without the necessity of recreating them (as
was done before). For this thesis, knowing that the assets made in the early stage
of a production (previs) nowadays are already done in high quality is important
because it certifies that the AR-mocap system could be used already with more
realistic 3D rendering making it more helpful for actors who could see the virtual
character more in details. Other examples of technologies that are making the
migration to virtual production possible are simulcams and led walls. Simulcams is
a system that compose in real time virtual elements creating a live action frame.
The simultaneous visualization of live action an CG characters in camera enhances
filmmakers ability to optimize shot framing and overall composition. This system
has been already used in a lot of film productions, like “Avatar” (2009) or “Rise of
the planet of apes” (2011) for example, also when motion capture was involved;
and gives the camera operator and director the ability to get an understanding
of what the shot’s going to be like. Fig. 1.26 shows an example of simultaneous
visualization.

Figure 1.26: Example of simultaneous visualization on the set of “Welcome to
Marwen” (2018) [41].
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Led walls, instead are giant screen comprised of interlocking LED panels used in
films production instead of green screens to see in real time the virtual scenario and
effects. Directors can also choose to change light setting or even the composition of
the scenario itself in real time while shooting. But is not only useful for directors,
everyone in the crew is able to see exactly what is in the shot. It is no mystery that
for actors working with green screen has never been easy, and with led walls actors
can now react not to marker representing an imaginary image but the actual final
imagery live. LED wall gives everyone a clear visual context. Kenneth Branagh,
a famous director, in [39] said that when he was shooting “Murder on the Orient
Express” (2017), the projection screen, used to create the imagery outside the train
windows, were critical for them. All the actors were galvanized and the image
on the screens were so convincing that entirely transported the imagination of all
the cast and crew, and even him, when walking into the fake train looking at led
screens had to remind himself that he was looking to projected images. The use
of this technology actually helped actors and crew to feel like they were on a real
train and ultimately perform better. Two example of the use of ledwalls are showed
in Fig. 1.27.

Figure 1.27: Two example of use of ledwalls: on the left a picture from the
backstage of “The Mandalorian” (2019) [42], on the right a Sony Crystal-Led used
on a photographic set [43].

So all of this technologies are used to let different departments and people
involved more aware of what the final product would look like so that everyone can
share the same vision of the final imagery. [39] state that the closer one can get to
a shared vision that everyone can see and refer to, the more likely the final project
will reflect that vision. In a recent interview, producer Ryan Stafford said that
one of the things he always struggled with is getting the rest of the crew on board
with what they are aiming to achieve, and with virtual production now he can. So
virtual production is more and more used nowadays in production, by means of a
lot of different technologies, it changes the traditional pipeline making all different
departments more involved, aware of the final result, and connected to each other
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from the beginning and increasing the pre-production work while decreasing the
production and post-production work, making all the process more iterative and
reducing overall time and costs.

1.3.3 Making a motion capture shoot
Now let’s see more specifically what happens when a motion capture scene is
involved in a film production. In [44] it is proposed a pipeline for VFX film
production when motion capture is involved (Fig. 1.28).

Figure 1.28: Example of pipeline for a film that uses motion capture [44].

As said in a previous section the assets are all made in pre-production to be used
when shooting, and, because of the technologies improvements mentioned before,
some of the post-production phases in this pipeline can be done on set. Speaking
about the assets, for mocap session, also rigging is done in the pre-production to
allow the real time animation of virtual character while on set in order to see it
through the simulcam. As said in [45], often characters are based on the look,
movement, and physicality of the actors playing them and, in this cases, usually,
in pre-production, scanning, facial survey, measurements and photography of the
actors are used to create the virtual character asset. From here, characters are
conceptualized and motion capture puppets created. Of course also props, set decor,
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lighting set-ups and other assets are created to be used in the shoot. Because often
actors play virtual characters which are larger or smaller than them, in this cases
the physical world has to be scaled appropriately and tracked against the stage take
that contains the performance. This is useful when physical props that has to be
tracked are involved in order to create them the right size. In pre-production is the
production team who break down the previs, storyboard and editorial references
into sequences, scenes. Preparation of a shoot also includes assign names to actors,
stunt actors, and anyone/ anything present on set, even witness cameras or face
mounted cameras and head gear used if facial capture. This is done for keeping
track of all the elements on set and this is very important in productions. It’s
worth to notice that shooting with motion capture is a quite expensive and so
everything must be planned in the better way to avoid useless wasting of time when
actually on set. So, after the virtual department has created all the assets needed
(even involving the actors as references if needed), and the production has planned
all for the shooting, providing all the technology needed for the motion capture
and organizing each element on set in the best way, finally all the crew, including
actors and directors obviously, are ready to come on set for the shooting day. On
set the keyword is flexibility, the virtual production team should be able to react
quickly to the request of director, DP, editor, VFX supervisor: technology must
be subject to the creative will of the artists allowing them to do quick changes if
needed. There are a few technical things that has to be done in preparation of the
motion capture shoot. One is the camera tracking. The camera tracking is needed
to connect the real camera to the virtual one in order to visualize live the virtual
elements of the scene, in our case the virtual character. This is useful, as mentioned
before to have an overall look to the scene with real imagery combined with virtual
elements through a simulcam. Another important thing is obviously setting all the
motion capture system, and this includes mocap suits on the actors. The motion
capture team help the actor get dressed with the mocap suits, and place optical
markers (if optical system is used) or take care of the inertial sensor (if this type of
mocap system is used). After this, actors must perform some standard poses and
movements in order to calibrate the motion capture system (generally T-pose or
A-pose). Fig. 1.29 shows an example of T-pose calibration. After doing this the
movements of actor/actors are captured and transmitted on computers in forms of
3D points (if is an optical system) or motion data (if is an inertial one) and the
solved onto virtual characters who now moves just like the actor.

Now, usually some rehearsal with mocap suits on are performed, and by means
of all the technologies we’ve mentioned in a previous section the director is able to
see in real time what the scene would be like, with CGI elements, lighting settings
ecc and make his thoughts and adjustments if needed. Wes Ball in [39] said that
now having all the assets ready, on set, just bringing a camera and an actor with
the mocap suit on to do some rehearsal, he could “see the film” with a sense of how
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Figure 1.29: Actors standing in T-pose for the calibration of the mocap suit in
the making of “The Witcher 3: Wild Hunt” (2015) [46].

he wanted to block and shoot scenes. Anyway, how to do rehearsal and the time
used on shooting a single scenes depends on the director. There’s not a precise
method for preparing a single shot, for example Kubrick was known to spend even
a whole day on just a single scene. The director decides how is better to prepare a
single shot for actors, deciding on the basis of how he or she sees the scene, his
performance considerations, the interpretative ability of the actors, the technology
available to help them understand the scene, his will to try different possibility of
the scene ecc. So, while shooting, real-time 3D visualization is rendering out and,
as said before, with new technologies like simulcam, a preview of the finale scene
including virtual and real elements is available in real time. Now, as explained in
[45], favored performances are noted and made ready for the next phase. At this
stage little changing on assets can be made, and, if needed new props are created
on the fly, taking care if naming conversion, rigging etc.

Editorial has the task to take all the media from production like witness camera
footage, real time render from virtual production team, sound, and the playback
rushes from video assist and cut them together in a performance assembly. In
Fig. 1.30 it is possible to see a frame of a performance assembly provided by the
editorial. This performance is the chosen one from stage and informs other teams
of what is needed along with confirmation that all assets are sync and correct.
The performance assembly so becomes a task for virtual production, that has to
produce a polished real time version of the scene. This tasks that were usually
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Figure 1.30: Example of frame of a performance assembly provided by the
editorial after a VFX shot production [45].

done in post production (as can be seen in Fig. 1.28) now are often done on set as
the shoot commences and are also executed once the performance capture shoot
is completed (as stated in [45]). In post production, finally, motion capture data
is cleaned up and made final for the body animation of the character and props.
This process can include sticking different performances from different actors or the
same actor in different takes to make the final scene. Often animation adjustments
and additions are required to improve the character’s performance. Then the 3D
animation of the motion capture character is completed and can be used by director
and VFX for cut and VFX. This is essentially what happens on set when motion
capture is involved.

1.3.4 Actors challenges with motion capture
Now let’s spend some time analyzing the motion capture from the point of view of
actors and directors trying to better understand their difficulties and their possible
needs. Motion capture gives the possibility to actors to make an unlimited range of
characters come to life, not necessarily with a human shape. For example Benedict
Cumberbatch in “The Hobbit” (2012) starred has a dragon, so his movements were
mapped on a very different shaped character. This lead to a complexity for the
animators who have to bond correctly all the tracked points between the actor
and the character, making the dragon (in this case) as similar as it can be to what
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the actor wanted to be when he or she performed, but also for the actor himself
who has to empathize with strange fictional monster, thinking of their real body as
the character’s body and give a “soul” to the virtual character only through his
movements. So the motion capture performances are very different from normal
performances: the actors have to think different, imaging of being not only someone
else but also something else from what they are while performing in terms of body
shape, emphasizing the movements and the gesture to produce better date, and
most of the times imagine the scene in their head cause in the major of cases
motion capture scene are filmed in big empty room. In a recent study [47], R. Ge
and T. C. Hsiao explored various way for VR, AR and MR to help the film and
television creative industries, and, talking about an actor performing a scene in
which a giant snake (made in CGI) has an interaction with him, they stated that if
the actor could really see the snake, the feelings of fear would certainly be more
real. Richard Dorton, who works in the cinema and video games industry for film
motion capture scenes (he worked in “Spiderman 2” (2002), “Star Wars: the Force
Unleashed” (2010), “God of war” (2018) and hundreds of other films/video games
productions), also known as “the mocap man”, has even created a school to teach
actors how to perform a scene that requires motion capture. In a recent video for
Insider [48] he says that “motion capture is all about pure imagination” and that’s
the most difficult part for an actor. Moreover, in a recent speech at GDC talk
(2017) [49], Andrew Ray, an actor, talked about techniques developed over time to
improve motion capture performance, and most of them are different from normal
acting techniques. For example he says that to play characters in mocap who
haven’t got the same body shape of the actor and make it “come to life” through
the actor’s move, it is very important for the performer to find a new natural state
of balance of himself which matches the natural balance state of the character he’s
playing, physically. The actor does not know how the character he or she playing
looks while playing it, (in most cases he or she is just told by the creators about
how they have imagined the character ad maybe how he or she looks like by seeing
some concept art) but he or she knows that his personality and characteristic will
be shown only through his moves. And is not a very simple thing to do. So acting
became more difficult when virtual elements are added in the scene, environment,
characters played in motion capture or other elements and this is the reason why in
the past years production have found ways to help actors and directors performing
this kind of scenes. For example while performing for the video game “Hellsblade:
Senua’s sacrifice” (2017) actors could see in real time the rendering of the scene
they were acting, better understanding the final result (Fig. 1.31). This is useful
not only for actors but even for directors, who can see in real time the scene with
all the visual elements in it. Also, in the film “Rise of the planet of apes” (2011),
all the apes were made using motion capture suits and facial tracking, but while
the other actors who acted in the scene could just see the performer with the suit
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and the helmet with the camera for facial tracking acting like an ape, the director
in camera could see in realtime the actual 3D virtual ape instead of the mocap
performer (Fig. 1.31), and this has been very useful for the director Rupert Wyatt
to better understand the scene and give important advices to the actors [50].

Figure 1.31: On the left two actress helped in acting in motion capture by a real
time view of the virtual characters they were playing in the making of “Hellsblade:
Senua’s sacrifice” (2017) [51], on the right an actor playing the role of a monkey in
“Rise of the planet of apes” (2011) and the virtual result who could be seen live by
the director [52].

Jerome Chen, a famous VFX supervisor, in [40], said that in a performance
capture session he worked in, they let the actors see themselves as the virtual
characters, in that case they were soldiers in an afghan tunnel, and state that that
type of visualization enhance actors performances and give them ideas they might
not have thought of otherwise. He said that it has a significant impact on the
perform. Also, when filming Ready player one (2018), a film in which a virtual
world is simulated, to Steven Spielberg, the director of that film, was given an
head mounted display to enter in the virtual world that he was representing in his
film [53]. Through this he could actually see what the spectators would see, but
most important what the characters in the film would see to understand what they
would feel in this virtual world. Moreover, it was given to him the opportunity to
place a camera in the virtual world and actually film from there, understanding,
in this way, better where to place the camera and other important aspects for a
director’s work. Spielberg also wanted the actor to use the head mounted display
and spend time in the virtual world their character in the film are, so they can
better emphasize with their characters and feel in some way what they would
feel in the film. It was very important to him that they understood what it was
like for their characters to be in that virtual world so they could perform their
scenes better. This to say that in film production it is usual to try to find ways
(often using technology) to better deal with scenes that involves virtual elements
and to overcome in someway the difficulties that actors and directors have to face.
However making actor play in motion capture is not only a challenge for them but
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also for other actors who are in the same scene with them. In a recent interview,
Wes Ball, a film director known for the “Maze” trilogy, says that he talked with
famous actors who were too intimidated by the concept of not seeing another actor
in from of them with a costume but in a “motion capture pajama instead”. He also
added that actors needs help to visualize what the scene is, but it works when it’s
about making a truthful emotional connection between characters. In fact for two
actors who perform a scene together the most important thing is to empathize first
with the other actor and then with the scene itself. They have to create connection
with each other, and get along emotionally. This can be difficult when CGI is
involved, and the other character is just a virtual one who’s added later on the
scene in post production and so the actor has to play alone and only imagine the
other character while performing the scene. Anyway in nowadays all productions
try to avoid this type of situations, an example is the recent film “The Call of the
Wild” (2020), a film about the adventure of a dog. Fig. 1.32 shows how the dog
animation was done using motion capture.

Figure 1.32: Terry notary playing the part of the dog Buck in the film “The Call
of the Wild” (2020) [54].

In this film a real dog was hard to use because of all the interactions that he
has with humans (a real dog would have been difficult to manage in this situation),
and so they used a human actor (Terry Notary) to play the dog Buck using motion
capture. The producer said that this choice of using a human actor in a suit to play
a dog could have been potentially silly, but it turns out that it was actually perfect
for actors to play the scenes because they had someone to interact to emotionally,
even tho it was a person and not a dog (“Terry’s performance has improved every
actors performance in the course of the film because otherwise this actors would
just be acting in front of an empty space” said the producer Erwin Stoff [55]).
Harrison Ford (who also played in this film) says it was important to have an actual
actor playing the dog to perform the scenes with him in order to understand where
to look but most importantly to have someone to participate with, emotionally,
even tho at first it was a bit challenging for him. Also in the film “The Call of Wild”
(2020) Sam Rockwell played the role of Ivan, the gorilla, using motion capture and
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Figure 1.33: Brian Cranston and Sam Rockwell on the set of the film “The One
and Only Ivan” (2020) [34] while performing an emotional scene between a real
character and a virtual character animated through motion capture.

his presence was crucial for other actors, like Brian Cranston Fig. 1.33 to perform
some emotionally intense scene that otherwise they would have shot alone having
to imagine the virtual character with whom they interact in the scene and which
would have been added later in post production. This just to say than empathy
and emotional connection between actors are important things when talking about
actor performances and we must remember of them when we discuss about new
systems to help actors in their performances. Another thing that productions does
to help actors perform with virtual characters played using motion capture (and
also to reduce the animators work and make adding CGI character more simple),
is to use gimmicks to make an actor playing a character as physically similar as
possible to the character himself. An example of this is the use of the face figure of
the already mentioned character Thanos, in “Avengers: Endgame” (2019), or the
costume of the beast in “The Beauty and the Beast” (2017).

Figure 1.34: Two examples of gimmicks used to help actors in the making of
scenes in which motion capture is involved, trying to look alike the character they
are playing in height/sized. On the left Josh Brolin playing Thanos [56], on the
right Dan Stevens playing the beast [57]
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Director Kenneth Branagh, in an interview for Epic Games [39], told that, when
they where shooting “Artemis Fowl” (2020), they had some scenes where characters
had to interact with a giant creature 4 meters tall and in that situations they’ve
created a three-dimensional model of the creature and show them to the actors.
This, as stated by K. Branagh, gave all the actors a sense of scale, a sense of
bulk, and was inspirational, he said, for the actors playing the characters who were
interacting with the creature and also for the actor who would be part of the motion
capture element of giving the internal performance. He said that making sure that
actors have the maximum of information as possible makes a significant difference
to the way they perform. In this case AR could be very useful because it could let
the actors see the giant creature by means of AR headset, also animating it in real
time thorugh motion capture. So for an actor perform with other mocap-suited
actors can represent a real challenge, they have not only to imagine how’s their
character feeling and imaging the scene in their mind but also to imagine that the
actor with the mocap suit, in front of them is something else and interact with it
in the best way possible, trying to emotionally connect with him, and this increase
the amount of imagination work an actor has to deal with. It would be incredible
if in this case Emma Watson, turning her head to the beast could really see the
beast walking with her, or Dan Stevens watching himself could see a body of a
beast Fig. 1.34, and, in general, if in some way actors could see in real-time the
virtual characters in AR (either if they are playing it or other actors are) while
they are rehearsing or performing the scene. So these are the main challenges that
actors faces when performing scene in which motion capture is involved, and this
is why AR could be really helpful for them to overcome this difficulties, reducing
the amount of imagination work load, and finally perform a better scene.
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Chapter 2

State of the Art

2.1 Introduction
Since the purpose of this thesis is to create a system that allows the actors to
see in AR virtual characters animated through motion capture, the state of the
art will cover three main aspects: motion capture, AR and the use of immersive
technologies with the aim of helping film productions. So the related works that
will be analyzed are those in which one or more of these aspects is present.

2.2 Related Works
Let’s first analyze some works concerning motion capture. An interesting use of
motion capture and VR is ImmerTai [58]. Chen et al. developed a system in
which a user learn Tai Chi with a virtual instructor using HMD to live a virtual
experience. The professor avatar performs the motion that has been previous
captured, using a motion capture system, by a professional tai chi expert. Thus the
user in the virtual world see his or her own avatar, the professor avatar, and the
expert video, and try to replicate his or her tai chi moves (Fig. 2.1). The system
then evaluates the user improvements comparing his or her moves to the ones done
by the professional expert and gives him or her a learning evaluation. This allows
the user to have fun and actually learn and continuously have feedback of what he
or she is learning. The technology used in this work for tracking (either the expert
and the user) is the kinect sensor, so the tracking is optical and this leads to a
series of limitation such as low accuracy and poor stability, while also occlusion
problems can occur. Due to this and other factors, another work has been done
for learning Tai Chi in 2019 [59]. The idea is pretty much the same: the user with
HMD Htc Vive “enters” in the virtual world where an avatar with pre-recorded
moves (pre recorded with a Vicon mx optical motion capture equipment) done by
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Figure 2.1: Student lerning TaiChi using Immertai [58].

an expert shows him or her the moves, the user see also his or her avatar and has a
direct feedback of the joints position in comparison with the avatar ones; the user
can also move in the virtual scene to see the avatar from more perspectives, but in
this case the motion capture system used implements inertial sensors (Noitom).

Figure 2.2: Woman wearing inertial motion capture sensors to use the virtual
learning TaiChi system [59].

The user places on his or her body 17 inertial sensors, as it can be seen in Fig.
2.2, each one of them integrate an accelerometer a gyroscope and a magnetometer
and, by this, the system acquires the position and orientation of the learners
bones. The use inertial sensors allows to avoid the problems mentioned before that
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can occur with motion capture optical systems such as lights or body occlusions.
These are two examples of the use of motion capture for VR purpose, however
in this works the expert moves are pre recorded and so the expert cannot give
real time feedback to the learner: all the feedbacks are demanded to the system.
In [60] instead it is proposed a real-time system for remote posture guidance for
sports and physical activity training. In this scenario either the teacher and the
student wears an HMD (Oculus headset), can see each other moves from the other
one’s perspective and can interacts in real-time. The movements are captured by
a Kinect sensor like it was done in [58], and a current feedback is given to the
learner. It is important to notice that in real time scenarios (like the one that
concerns to this thesis) there are other challenges and limitation to deal with, most
of them involving the transfer of the data and the rendering process. In fact, in
the considered work the authors minimized the computation for rendering using
stickman as avatars.

Anyhow these works only included motion capture and virtual reality; let’s now
see examples of the use of AR and motion capture toghether. Ikeda et al. in [61]
proposes a self sport learning system to lear golf in which the learner with an
HMD (HoloLens AR HMD) and a inertial mocap suit (Xsens Mvn) sees in AR
the teacher’s avatar (with pre recorder motions) and his or her avatar and receives
feedback about his or her movements, as showed in Fig. 2.3. It is similar to what
[58] and [59] have done with Tai Chi, but in this case the user sees avatars come
alive in his or her own physical space by the use of augmented reality. This leads
to all the troubles that AR can have, like occlusions, as said before, or the correct
positioning and stabilization of the avatars in the physical space. These problems
are related to the environment perception that HMD has of the physics world; it is
worth to say that in the past few years a lot of improvements in this field has been
done and now, the most recent HMDs have spatial awareness implemented in them
and so they can understand better the real world and create a 3D representation
of the surfaces in the environment.

Another paper in which motion capture and AR are both used is [62]. The
setup is similar to [61]: an AR OST-HMD (Vuzix HMD) and an inertial mocap
suit (Xsens MVN) are worn by the user. The goal of this project is to create a
3D avatar of the user that is perceived by the system and can interact with other
virtual object. The position of the avatar match in every frame the real position of
the user, and the avatar is rendered in real time on AR HMD considering the HMD
position and orientation. The system takes the information about the position
of the bones by the mocap sensors and the position and orientation of the head,
which are needed for the correct rendering of the image, by the HMD. The authors
use Unity 3D to process all of this information and create the virtual scene. In
the virtual world in Unity, two cameras (for a stereoscopic view) are placed on
the position of the eyes of the user so the system knows what is the user seeing
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Figure 2.3: Using the AR HMD the user can see himself or herself playing with
the golf-club and also the teacher avatar and his or her own avatar [61].

and know how to render the scene. In this way without using any markers or
anchors they can place any object in the 3D virtual environment and their position
and orientation will continuously update to match the user perspective. Moreover
the absence of markers or cameras give the user more mobility through the space
and this lead to a better sense of immersion. The authors affirm that the main
limitation to this system is the limited FoV gave by the HMD, which however can
be partially overcome using HMD with larger displays. This work in particular is
very related to this thesis, because it involves a motion capture AR system and a
3D avatar whose position is connected to the real position of the person wearing
the mocap system, and constantly updated in real time as the user moves, updating
what the user sees through the AR HMD.

Now let’s talk about some papers that presents works that involves augmented
or VR and that are related to the cinema industry. A mentionable work is [63] in
which Stamm et al. presented an Android app for low cost film production that
let see, live, a virtual background (like instead of a green screen used for these
type of scenes) while keep seeing the real elements over it (Fig. 2.4). They used
Unity game engine to connect the virtual environment and what the user actually
sees through his or her mobile device’s camera. They were able to connect the
position of the real camera and the virtual one by using Project Tango providing
a live preview of how a final rendering would look like. This could be also useful
for the actor playing in front of a green screen, because, connecting the mobile
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Figure 2.4: Through the app the user can see both virtual and real element in
the scene [63].

device screen to a monitor would let him or her see live the overall scene with
virtual elements already in it. This, as said in [63], “would give more believability
to the actor’s performance, increasing his or her contextual awareness within the
scene”, and that is exactly the purpose of this thesis too. Other works related to
cinema industry that uses AR are [64] and [65]. These works proposes a real-time
pre-visualization methods for visualizing virtual characters instead of actors in a
real environment. Virtual characters are superimposed over the video in real time
in live according to a real camera motion and an illumination condition. Both of the
systems made this possible by using a pose camera estimation algorithm based on a
reconstructed point based 3D model and finding 2D feature points frame-by-frame.
Through this system, knowing where the real camera was, they could place the
virtual camera in a correct position and so visualize the virtual elements over the
real environment correctly. Moreover in [65], to improve realism, Tamura, T. et al.
used photometric registrations to add shadows over the live video. In [66] Ichikari
et al. went even further. Using the MR-PreViz system, already mentioned in [65],
they create an MR action rehearsal system in which the virtual characters could
be visualized through an AR headset in first person, and the person wearing it
could even interact with them. In particular the scene they presented is a fight
between two samurais, one real (the actor wearing the HMD) and one virtual as it
can be seen in Fig. 2.5. They let the user interact with the virtual fighter giving
him or her a motion tracked sword, so that, knowing the sword position they could
understand when this got in contact the virtual one owned by the virtual samurai;
a feedback is also given to the user through a vibration of his or her own sword.

This system was meant to be used by actors with inexperience in fig hting action.
The user wearing the video see-through head mounted display could practice with
real-size CG enemies using his or her sword device as an interactive device, all of
this while seeing the real world in background thanks to the augmented reality.
This work, as this thesis proposed system, it is meant to help actors and uses
AR through an head mounted display. This type of work could be helpful in
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Figure 2.5: Actor using AR to rehearse a scene of a fig ht with a sword [66].

many different moments of a production. First, in pre-production, as powerful
assistants to effectively visualize scenes that are not easily expressed (as a 3D MR
storyboard); secondly for doing camera rehearsal and set simulation, pre-visualizing
the scenes from more camera angles; and third even while shooting the actual scene:
visualizing the MR rendering could be helpful to actors and staff as a reference
or to share ideas. The pipeline stated in [65] about the use of the MR-PreViz
technology is shown in Fig. 2.6.

Figure 2.6: A pipeline that shows were the system presented by [65] can be useful
in a film production.

It can be noticed that using this technology change a bit the traditional pipeline
adding these new tasks (as choosing the scene in which use the technology, create
action data, recording the environment, etc.) but in overall it could be very useful
for the reasons mentioned before as for directors as for actors. It can also be useful
in general to have more information possible about a scene before, on set production
process, in order to minimize errors and reduce the need to re-shoot scenes later
on in production. Moreover is good to have tools that gives to more people the
ability to see a detailed preview of a scene decreasing the potential risk of imaging
the same scene in a different way. Another mentionable work (even thought it
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uses VR and not augmented reality) is [67], in which Berthelot et al. presented a
system for help actor in their rehearsal, by the use of a VR HMD. Their aim is to
replace classical actor’s training for scene in which virtual elements are involved.
In fact there are a lot situations in which actors have to perform in front of green
screens or with partners that are only virtual, and so they have to imagine all of
the virtual elements, which are added in post production, in their head. “Many
actors complain about the frustration caused by the fact that they have to wait
for the release of the film to see what they were really fig hting against” says the
paper. According to [67] the main problems when shooting these type of scenes
are three. First of all positional problems: actors must be at an exact position or
make a precise gesture while having no visual clue for reference (in general marks
on the floor are used to help actors in this sense); secondly timing problems: VFX
are usually designed during pre-production step so the actors have to adapt their
performances by the timing of the VFX animation (for example when interacting
with a virtual character); and third, gaze problems: when the actor has to follow a
moving virtual objects, his or her eyes must point towards the object to follow (this
is usually done by giving the actor cues for where to look). So in [67] the purpose is
to help overcoming this problems using virtual reality. The system they presented
not only let the actor see the virtual world and characters using VR headset, but
also to interact with it. They support actors using two different systems. The first
one is the “Interaction engine”, through which the actor is able to interact with
some of the objects that surround him or her; for example he or she can take a
glass, move a chair, switch a light on etc just as he or she would have done in real
life, making, as the paper says, the rehearsal more easy to remember for actors.
The second system they have used is the “Scenario engine”, which manage events
triggered by the virtual environment or by the actor. This is very important for
the actor to practice a scene more and more times, increasing the difficult of the
scene: for example at first the user could let the events of the virtual environment
depend on his or her play, and then try to perform the scene defining a timing
that depends on the constraints given by virtual character’s animations (which
are done in pre-production): the virtual elements do not depend on the actor’s
play anymore, it is the actor who has to do a performance synchronized with the
virtual elements animation in the scene. In the last part of [67], Berthelot et al.
conducted a study involving 24 actors to compare classic rehearsal methods to their
VR rehearsal for a green screen shooting. The actors had to perform three different
actions interacting with a virtual tiger: 1) the tiger passes between the legs of the
actor, 2) the tiger is sitting looking at the actor, and 3) the actor takes the orange
back from the tiger. The actors had to train for these scene in the two methods
(normal and using VR) and then fill out a questionnaire about their experience.
The results showed the actors appreciated the VR method the most, demonstrating
that VR rehearsal can actually replace classic rehearsal. The interesting thing is
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that some of the actors involved in this study declared that experiencing the size
of the tiger in VR significantly helped them to simulate the tiger passing through
their legs, they found it easy reproduce same action during shooting and declared
to feel more involved in the play. Moreover they commented that less concentration
and mental engagement is needed when rehearsing using virtual reality, because
they can feel more natural in their action rather than in classic rehearsal when they
have to imagine everything. Fig. 2.7 shows the phases of the experiment done.

Figure 2.7: Three steps of the experiment in [67] to prove that VR could be
useful for acting rehearsal.

All of this is particularly interesting for this thesis because it proves that for
actors actually seeing virtual characters who they are interacting with in a scene,
even if only while doing rehearsal, could be very helpful for them; citing [67]:
“seeing and interacting with a virtual partner in VR and perceiving their size and
stature makes it easier for actors to pretend they are having a conversation or that
they are walking alongside”. Moreover, in the further works section,the authors
also state that they can imagine in the coming years actors wearing AR glasses to
rehearse, and this is exactly one of the use case of this thesis.

Figure 2.8: On the left two actors playing a motion capture scene, on the right
the virtual scene in which they are immersed through their visors [68].

The last work that is worth mentioning is [68]. In this recent paper, Kammer-
lander et al. propose a system that uses VR to overcome the difficulty of the actors
in shooting motion capture scenes in which they play two virtual characters who
have a different size scales like the one showed in Fig.2.8. The idea is that by
equipping both actors with a VR visor they are allowed to see themselves as a
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virtual character and to see the other from the perspective with which their virtual
character sees it. The tracked data is first captured by the optical motion capture
system and the used by the application to animate the different scaled avatars (Fig.
2.9). The authors state that the use of VR would produce various advantages in
shooting this type of scene. The first one is that actors acquire a greater sense of
“body ownership”: they feel the body of the virtual character they interpret as their
own, which is especially useful when this character is on a different scale from that
of the actor and it allows the actors to empathize more with the character they
play by improving the performance. The second advantage is that using HMD, the
actors are immersed in the virtual scene and feel more mentally involved in the
experience, and this decreases the imaginative work they are usually forced to do
when shooting these scenes. And the final advantage is that the work done in post
production by the animators decreases. This is because generally, by shooting these
scenes without having an actual conception of the size of their virtual character,
the actors do not position themselves correctly (for example with respect to the
virtual objects that will be present in the scene but which they do not see in real
life) or do not look in the right part (for example if they have to watch a virtual
character who is smaller or bigger than them) and it is up to the animators in post
production to manage these situations. On the other end, when shooting the scenes
in VR, looking from the point of view of their virtual characters, the actors are
able to position themselves and direct their gaze more correctly. However, using
VR also has a disadvantage. Wearing the VR headsets, the actors cannot actually
look into each other’s eyes, but only see virtual characters, which can make it more
difficult to engage emotionally in the scene and empathy with the other actor,
which can be fundamental especially in scenes more emotionally important and
which is an aspect already mentioned in the previous chapter.

To evaluate this system, a study was conducted whose objective was to compare
the results obtained by acting in a traditional way and those obtained using virtual
reality. A script was created for a scene that the actors should have acted out. The
idea was to write a scene that would bring out the advantages of using VR but
that was not set too much exclusively on the aspects to be highlighted. The scene
to shoot is that of a girl who finds herself in a room of her house in tiny dimensions
and meets a huge monster, at first she gets scared then her interaction with the
monster becomes more and more friendly and the two copy their movements, until
she understands that is in a dream and asks the monster how to get out of it, and
so the monster opens a door and she comes out of the dream. The scene leaves
enough freedom for the actors, describing only the general context of the scene,
however, it manages to show the advantages of using VR by 1) using two characters
in totally different scales, 2) using a monster as a character, so it is important for
the actor to identify with it and for the other to react as naturally as possible to
its sight (which is aided by virtual reality), and 3) making the two characters copy
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Figure 2.9: On top two actors playing a motion capture scene, in the middle the
scene captured by the optical motion capture system, in the bottom the virtual 3D
scene that they are seeing through their HMD [68].

their movements, which, if the scene were shot in a traditional way, could generate
many positioning and animation problems. In this way the authors show how VR
can therefore lighten the work of animators in post production. The study involved
22 people with different levels of acting experience and featured two execution
modes: motion capture only or VR and motion capture. The participants tried
both modalities, some starting from the first, others from the second, and then they
had to fill in a questionnaire and then they were interviewed and asked for opinions
and impressions. The questionnaire was based on three metrics: body ownership,
social presence (how much the actors felt the presence of the other in the scene,
which is important as it generates mutual understanding and greater coordination
in the acting) and mental immersion (how much the actors felt mentally immersed
and involved in their collaborative acting experience). The results of the experiment
showed that while some actors preferred the traditional method of shooting the
scene only using motion capture, mainly because it let them see each other in the
eyes and make it easy to connect emotionally, most of them preferred the new
proposed method that uses VR, and it also showed that the proposed VR setup
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significantly improved the sense of embodiment and immersion over a standard
mocap setting. These are the main papers that, for one reason or another, can be
related to the subject of this thesis. Here they are inserted in Table 2.1 that shows
for each paper what it has in common with this thesis work.

Using augmented Using motion About film
reality capture production

[58] [59] [60] VR ✓ x
[61] [62] ✓ ✓ x

[66] [65] [64] ✓ x ✓
[63] ✓no HMD x ✓
[67] VR x ✓
[68] VR ✓ ✓

Table 2.1: Mentioned works characteristics.

So this thesis work is collocated among these works. In particular, it is related
to [62] and [61] on a technological point of view: the use of motion capture in AR
and, like in [62], the focus on the problem of collocating the virtual character in
the virtual world as it can be seen trough the OST-HMD in a specific real position.
On the other side, speaking about an intentional point of view, it can be said that
[66], [67] and [68] are very similar to this thesis because the aim is the same: to
help actors to deal with scenes where they cannot see the virtual characters they
are playing with in order to resolve some difficulties, e.g., concerning gaze direction
or different scaled characters, and in the end acting the scene more consciously
about the virtual elements present.
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System Architecture

3.1 Introduction
This chapter will outline the architecture of the devised system. The goal of the
thesis work to allow a user with an OST-HMD to see in AR a virtual character
whose movements are controlled by motion capture and is placed in the same
real position as the person who pilots it via the motion system capture worn as
is illustrated in Fig. 3.1. This type of work hides various difficulties. A first
challenge is certainly to have the motion capture system communicate with the
AR visor to transmit the tracking data, but the biggest challenge is to be able
to make the best use of this data to position the virtual character in the correct
position on the FoV of the user with the visor so that it is constantly in the correct
position, superimposing itself on the person traced by the system that is piloting
the animated body. All of this while trying to limit the latency as much as possible
to have a pleasant result and not to create sickness problems to the user.

3.2 Basic Idea
The main problem, as mentioned in the introduction of this chapter, is to be able to
show the virtual character in the correct position with respect to the position of the
user using the viewer. As said, this can be defined as a reference system alignment
problem, in that, the SRS of the motion capture system is different from the SRS
of the HMD which is different from the real SRS. The idea to resolve this problem
was to also track the HoloLens via Optitrack and use the information regarding its
position/rotation in the Unity application in order to display the virtual character
correctly. In this way it is in fact possible to represent both the position of the
HoloLens and that of the avatar in the same reference system (that given by the
Optitrack optical tracking system), and so the relative position between the viewer
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Figure 3.1: The concept of system functioning.

and the person tracked would be correct.

3.3 The MotionHub Choice
Initially, there were doubts about the motion capture system to use. The choice was
between an optical tracking system, by Optitrack, and an inertial tracking system,
by Xsens. The optical tracking system guaranteed less latency and guaranteed
greater accuracy in tracking, however, it could only be used within the space seen by
the cameras and can have occlusion problems while the inertial one, despite having
higher latency and lower precision, could be used freely and without occlusion
problems. In the end, the choice fell on the optical tracking system since, as
mentioned, it was also necessary to track the viewer to allow the vision of the
virtual character in the correct position and therefore it was easier to use the optical
system as it allowed tracking the viewer simply by adding markers on it (Fig. 3.2).

However, despite having chosen Optitrack as a tracking system, in order to
avoid the application, that would be placed on the viewer, to be strictly bounded
to this motion capture system, an open source middleware called MotionHub [69]
which is interposed between the tracking application (in this case the Optitrack
software: Motive) and the application present on the viewer, was chosen to be
used. MotionHub is a middleware that allows to receive data from a large pool
of different body tracking systems (BTS), even of different types (optical, inertial,
etc.) and even simultaneously, convert the data received into its own skeleton
structure and in its SRS and then can send the data to a third-party application,
in this case the one present on the HoloLens. MotionHub introduces a delay in
data transmission to the application of only 13ms [69] therefore not influencing the
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Figure 3.2: Optitrack tracker placed on HoloLens to be recognized from the
optical system

correct functioning of the application. Using this middleware gives the advantage,
as mentioned, of freeing the application to a single motion capture system and,
because it is also an open source software, it could be modified, as needed, by
adding new functions, e.g., a function to send animation signal to the application
on HoloLens to start an animation of a virtual object in the scene at a specific
moment.

3.4 Functioning
This section shows how the system works if only data coming from an optical
system, i.e., the Optitrack, are used. Fig. 3.3 shows the main phases of the system.

Figure 3.3: Pipeline of how the system works.

1. The data relating to the position of the suit and HoloLens are detected by
the camera system and sent to Motive. To do this, as said, trackers have been
placed on the HoloLens so that it too, in addition to the suit, is recognized
by the Optitrack system which, in this way, can detect its 3D position in the
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environment. The trackers placed on the HoloLens correspond on motive to a
single RigidBody and therefore to a single position of the 3D space.

2. The data, via the NatNet SDK, are forwarded to MotionHub. Both the
skeleton relating to the motion capture suit and an oriented point relating to
the position of the HoloLens in 3D space as seen from the Optitrack system
cameras are displayed on MotionHub as it can be seen in Fig. 3.4.

Figure 3.4: The MotionHub application receiving the skeleton and the visor data
from Motive: on the right the visualization of the visor position and rotation data.

3. The data is sent via UDP connection, using the DatagramSocket class of the
Windows.Networking.Sockets namespace, they are sent to the Unity application
on the HoloLens. Then the Unity application receives two data packets:
position and rotation of the HoloLens as received by the Optitrack system, as
well as position and rotation of the skeleton joints that will be used to move
the virtual character. The data is managed by the application.

4. While the avatar data are used directly, the data related to the position and
rotation of the viewer as perceived by the optical system are used indirectly
to drive the mainCamera in the unity application and therefore adjust the
user’s view and allow him to see the virtual avatar in the correct position as
it is showed in 3.5. In Chapter 5 it will be explained more specifically how
this data is used.

Therefore, summarizing: the data relating to the positions of the various joints
of the suit and the HoloLens are taken from the Optitrack camera system, then sent
to Motive (Optitrack proprietary software), subsequently forwarded to MoitonHub,
which finally sends them to the Unity application running on the HoloLens that
uses them to properly show the avatar in the correct position on the user’s view.

49



System Architecture

Figure 3.5: The Unity application receiving the skeleton and the visor data from
motive and use it to move indirectly the main camera to change the view of the
user.
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Chapter 4

Technologies

4.1 Introduction

This chapter will show more specifically the technologies used for this thesis.
Starting with the motion capture system used for tracking the data of the HMD
and the person piloting the virtual character’s movements (Optitrack), to the open
source software used as a middleware to connect the motion capture software to
the application (MotionHub), and finally the OST-HMD used to actually see the
virtual elements in augmented reality (HoloLens 1st Gen.).

4.2 Optitrack

4.2.1 Introduction

OptiTrack system is a room scale infrared camera system that can be used to track
motion data from body suits covered with markers as it can be seen in Fig. 4.1.
Essentially, the hardware is composed by multiple synchronised cameras. These
cameras are installed around the target capture volume so that markers reflect the
infrared light emitted by cameras and 2D images are captured from each camera.
Thus 2D positions are calculated, and the overlapping position data are compared
to compute the 3D positions via triangulation. The data captured so is sent to
Optitrack’s proprietary software, Motive, that solves it, animate single rigidbodies
linked to the markers captured or an entire skeleton if an entire body was captured
and then can let you record it and/or stream it via UDP. In the next sections the
entire system will be described more specifically.
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Figure 4.1: On the left an example of Optitrack suit [70], on the right an example
of an Optitrack motion capture setup with 16 cameras [71]

4.2.2 Hardware
The hardware used in this thesis is composed by eight special cameras positioned all
over a 4m×5m spaces. Each camera is an Optitrack Prime x 13 camera (Fig. 4.2).
This cameras are made specifically for an high speed precise tracking in a medium-
size area [72]. Their size is 6.85cm × 6.85cm × 6.85cm they weigh 340g and have
an invisible 850nm IR illumination. Because latency is something to deal with when
talking about motion capture systems, the cameras used for tracking must have an
high frame-rate. These cameras in particular have a 120 FPS high frame-rate and
be used either with passive and/or active markers with positional errors less than
+/-0.20mm and rotational errors less than 0.5 degrees. Passive markers, as said

Figure 4.2: Optitrack camera [72].

in the first chapter, are spheres covered with a retro-reflective material that can
be tracked through infrared cameras, while active markers are LEDs that sends
light signals to cameras by illuminating one LED at a time very quickly or multiple
LEDs using a software to identify them by their relative positions. All the cameras
are connected through a system networks that uses Ethernet cables. These type of
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cables guarantee faster data transfer rates (1000Mb/second), provide power to all
the cameras and they are also long (up to 100m) to allow the overall system to
cover large spaces. A scheme of the cameras connection network is showed in Fig.
4.3. Before starting to capture all the cameras must be calibrated. To understand

Figure 4.3: The Optitrack camera’s connection via Ethernet [73].

why the cameras need to be calibrated one first have to understand basically how
the cameras works. A single 3D point P (x, y, z) can be represented on the camera
using a projection matrix, so that this matrix determines how a real-world point
gets projected onto the image plane of the camera:

f 0 0 0
0 f 0 0
0 0 1 0

 (4.1)

In this case f is the focal length of the camera. Anyway, the projection matrix
for a camera is actually considerably more intricate. There are 11 intrinsic and
extrinsic factors that characterize a real-world camera. The external parameters
describe how the camera is oriented in relation to the outside world, while the
intrinsic parameters describe how a world point is perceived on the picture plane.
So, although P is still a 3×4 projection matrix, now there are 11 degrees of freedom,
and not just the focal length as before. That is why a camera calibration is needed,
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to determine these 11 degrees of freedom. In order to find the projection matrix
of a camera, one must be aware of a point in space (3D) coordinates (X) and
the matching picture point (x). So there are two equations to be solved with 12
unknows. In order to find the projection matrix a “calibration object” like the
one in Fig. 4.4 is needed. Essentially, the calibrator is a set of three trackers

Figure 4.4: An Optitrack calibrator [74].

whose actual mutual distance is known. Multiple synchronized cameras observe
this calibration object (the three trackers) as it is moved in the space and use
triangulation to associate the position in the 3D space to the ones in their projected
image and find their projection matrix. The idea is that, if one knows the real
relative position between three trackers and their position in the 2D projections
of each camera, then there is enough information to calculate for each camera its
projection matrix needed to capture trackers in every possible 3D position of the
volume covered by the cameras. So in order to calibrate all the cameras, a person
waves the calibrator (the three trackers) so that, after a number of frames, enough
points to calculate the projection matrix are taken. So what happens after the
camera system is calibrated to reconstruct a 3D point from 2D images? As it
can be seen in Fig. 4.5, one must ascertain the coordinates of the X since each
camera only knows the coordinates of the x. Projecting a ray through the center
of the camera and through x, one may determine that X must be located along
that ray. However one needs a second camera to determine the exact point along
the ray. One can once more back-project a ray from the camera center through
a point x’ to X if a second camera observes the same location. Now there are
two rays that pass through X, and their equations are known. One may get the
three-dimensional coordinates of x and x’ by locating the point X that fulfills the
intersection requirement.

54



Technologies

Figure 4.5: Two cameras watching the same 3D point [75].

4.2.3 Software

Once the data is captured by the cameras is sent using the ethernet cables to the
computer connected and it’s processed by the Optitrack software, Motive. This
software basically processes all the camera data, find a 3D global position for
each tracker, “solves” the skeletal data to give an hyper accurate tracking, and
delivers all this data as global 3D positions, marker IDs and rotational data. Motive
performs a continuous calibration so that, after calibrating all cameras once (as
described in the previous section), it is no longer necessary to recalibrate them.
Moitve does this while data is collected during normal use of the system. The
Motive interface is shown in Fig. 4.6.

Figure 4.6: The Motive interface.
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Basically in the 3D viewport the markers tracked by the cameras are visualized.
The user can select more markers and create a rigidbody from them. A rigidbody
is a unique oriented point in the 3D space defined by its markers. A skeleton avatar
is composed of a series of rigidbodies, each defined by certain markers. Motive
helps with placing correctly the markers on the person (who is wearing the suit)
body showing an example of an avatar as it can be seen in on the left. To create a
skeleton, when a person with a body tracking suit is visible by the cameras and so
it can be seen in the viewport as a series of markers, the user have just to select all
of the markers and then create a skeleton from them. However, as each person has
a different body shape, the avatar created must be calibrated specifically for the
person wearing the tracked suit. This can be made in various way but essentially
the person must be in a specific position, like T-Pose or A-Pose and then the
software, knowing that the person is in that position automatically calibrate the
trackers to that specific person.

Then another manual calibration for each tracker can be made if needed. However
after the markers skeleton raw data arrives to Motive is not applied directly on
the avatar body but first it is cleaned and refined and then taken over by a solver.
A classic solver is a process that calculate a pose with six degrees of freedom of
each bone of the skeleton at each frame using the markers data. In Motive, the
solver does more than that. The solver is precise and robust, and this means that it
accurately defines the movement to give to the avatar piloted by the subject wearing
the suits producing smoother animations, and it can also handle situations in which
in one or more frames not all the markers that define the skelton are actually seen by
the cameras, predicting their position and giving a correct character pose for those
frames. Motive can also stream the data over a network. As it can be seen in on the
left, there is a window made especially for this. The data is sent using the NatNet
Software Development Kit (SDK). This SDK is integrated with standard APIs such
as C/C++/.NET, and protocols like UDP, unicast or multicast, allows to integrate
the Optitrack tracking data into third-part application for receiving real-time
streaming. There are two formats of data streamed by Motive: DatasetDescriptions
and FrameOfMocapData. The first one contains generic descriptions of all the
data transmitted for the current frame. It contains all the skeleton description,
the rigidbody description, the markerset descriptions but also server description,
device description and so on. The FrameOfMocapData instead contains the data
of a single frame. Each FrameOfMocapData referres to a particular frame and,
in addition to information on markers, rigidbodies and skeletons in the frame, it
also gives information on time and latency. Speaking about latency, the total
latency of the optitrack system streaming data to a third part application depends
on the latency of the cameras in capturing the 2D images, the software latency
to elaborate the data and then the latency introduced by the streaming software
NatNet SDK to stream the data over the net. Specifically, as it can be seen in

56



Technologies

Figure 4.7: Optitrack stream latency [76].

Fig. 4.7, one can analyze latency from two main aspects: the Motive latency and
the NatNet latency. The Motive latency can refer to system latency and software
latency. The overall amount of time between when the cameras expose and when
the data is fully solved is represented by the system latency of Motive, and its
about 4.7ms. Instead, the software latency refers to the time it takes Motive to
process each frame of captured data. This processing time includes the time needed
to label and model trackable assets, convert the 2D data captured by the cameras
into 3D data, display data in the viewport, and perform other tasks configured in
Motive. Motive also needs time to convert solved data into the format required by
the NatNet streaming protocol (which is about 0.2ms). Speaking about NatNet
is latency can divided into System latency, software latency, transmission latency
and client latency. The client latency represent the overall time since when the
data is captured by the cameras to when is received by the client apllication.The
time it takes Motive to process the captured data and make it completely ready
to be broadcast out is represented by the NatNet software latency. The NatNet
system latency instead refers to the time needed to the data to be ready for be
streamed out since when is captured while the transmission latency is just the time
need for the data to arrive to the client once is streamed by Motive. However the
total latency of the Optitrack system from when data is captured by the cameras
to when it reaches a client, as it is an optical system, is very low and is in the order
of 50ms.

4.3 MotionHub
MotionHub is an open-source middleware that can receive symultaniously row
data coming from different Body Tracking System(BTS) technologies, process it
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to create skeletons with the same unified structure and then can transmit it to a
third application client via Open Sound Control (OSC) [77] protocol. To receive
data from a lot of different BTS, MotionHub used the respective BTS SDK, for
example to receive skeleton data from Optitrack it used NatNet SDK that is the
client/server architecture used by Motive (the Optitrack software) to send tracking
data. But with different BTS comes different transmission methods and protocols,
hierarchy structures, units, coordinate systems and different numbers of joints as
well as rotation offsets between joints and so MotionHub is written to perform for
each BTS a correct transformation of the raw data that produce for every BTS a
skeleton with the same structure. This is the skeleton data structure that is then
sent to the client application using the OSC protcol as said before.

Figure 4.8: The unified skeleton structure streamed by MotionHub [69].

The data structure showed in Fig. 4.8 is based on the data structure used in
Unity to animate humanoid avatars, so that is simple to use the skeleton data
streamed by MotionHub in third part application created with the Unity game
engine. Each of the 21 joints is represented by a global position (a Vector3 in C#
and a global rotation (a Quaternion in C#). MotionHub uses multi-threading
to process data from the various BTS system. So each thread receives the skeleton
raw data coming from a particular BTS system, process it and then sends it to
the client. Each BTS has its own capture frequency and update rate. MotionHub
uses UDP because it has a faster connection and a lower latency compared to TCP.
Each OSC packet sent from MotionHub consists in an address which is used on
the receiver to understand how to use the rest of the message data, an ID of the
skeleton which the data is referred to, and, for each joint, three values for position
and four values for rotation. MotionHub’s UI (Fig. 4.9) consists in a 3D scene to
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visualize all the skeletons (converted into the MotionHub unified data structure)
received from the various BTS, a Tracker Control Panel to manage the various
BTS (add/remove/record etc) and a Tracker Property Inspector window to see the
tracker’s variables and set the offsets if needed. A Unity package as example of

Figure 4.9: The MotionHub interface.

a client that recives data from MotionHub was also made. This package is able
to receive all the skeleton data coming from motionHub and use it to animate
a humanoid avatar. The first time a message with a skeleton with a new ID is
received a new avatar is created. Then when a message with that skeleton ID is
received the data is used to animate it. In particular the joint of the animator
are positioned in the position received from MotionHub. To get the quaternion
which represent the rotation to give to a particular joint, the avatar’s joint rotation
in T-pose and the product of all inverse joint rotations in the skeleton hierarchy
above the present joint are multiplied by the transmitted rotation quaternion for all
joints. The process iterates through the joint hierarchy upward, beginning with the
parent of the joints and ending with the root joint. The character’s local rotation
is then adjusted using the product quaternion R. So, to summarise, motionHub
uses specific SDKs, each in a different thread to communicate with different BTSs
even simultaneously, then receives the avatar skeleton data and converts it in the
appropriate way (different for each BTS) so that the received skeleton is represented
in a standard way (with 21 joints like the humanoid avatars in Unity). It then sends
this data using the OSC protocol that relies on UDP (preferred to decrease latency)
and sends the data to a third-party application such as the one found in the Unity
package they created, where position (Vector3) and rotation (Quaternion)
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data is received for each joint of each skeleton and the avatars set in the application
are animated. The data journey is showed in Fig. 4.10.

Figure 4.10: MotionHub workflow.

4.4 HoloLens 1st Gen.
The HoloLens is an OST-HMD released by Microsoft in 2016(Fig. 4.11). Being an
OST-HMD it is used, therefore, to project virtual images, called holograms in such
a way that they are seen and perceived as being part of the real 3D environment
around them. In this case, in fact, it is possible to speak of augmented reality
or mixed reality, as the user, wearing the visor, can look at both real and virtual
objects as if they were part of the same environment that surrounds him. For the
user wearing the HoloLens, the holograms are perceived as actually occupying a
specific position in real 3D space. In fact, as the user moves, he or she will still
see the hologram occupying the same real position as if it were an actual part of
reality.

Figure 4.11: Microsoft HoloLens 1st Gen.
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In order to wear the device, the user first secures the HoloLens on their head
using an adjustment mechanism at the back of the headband that consists in a
whell that, if rotated, can widen or narrow the visor to the user’s head supporting
and evenly dispersing the weight of the device for comfort (Fig. 4.12).

Figure 4.12: The headband with the wheel used to adjust the HoloLens to the
user’s head [78].

Speaking about the internal units, HoloLens is equipped with an Intel Cherry
Trail SoC with a CPU and GPU, and a coprocessor built especially for the HoloLens
by Microsoft called Holographic Processing Unit (HPU). Both the SoC and the HPU
feature 1GB of LPDDR3 and 8MB of shared SRAM. As said, in order to function,
an OST-HMD must have these two functions implemented: a conception of the
surrounding space and the possibility of being able to display superimposed images
on the lens through which the user views the real world. To be able to understand
the world around it, the HoloLens comes equipped with an inertial measurement
unit (IMU) which consists of an accelerometer, gyroscope, and magnetometer, and
is situated directly above the bridge of user’s nose on the holographic lenses, plus a
depth camera, that is a particular type of camera that can perceive the distance
to objects around it, with a 120° by 120° angle of view, a 2MP photo/HD video
camera, an ambient light sensor and a four environment understanding cameras.
The HoloLens sensor bar is showed in Fig. 4.13. This four cameras provide the
basis for understanding the environment while the depth camera is able to perform
spatial understanding and surface reconstruction which means that it understands
the surfaces in the environment to let the holograms be able to interact with them.
It is also important for hand tracking. In fact to interact with the HoloLens the
user can use his own hands doing particular gestures, that can be seen in Fig. 4.14
that are recognized by this camera. In particular the bloom gesture by default
is used to bring up the main menu every time is needed. The airtap is used to
click, hold and drag an object. In order to visualize the hologram on the lenses
the HoloLens uses basically two projectors, an optics, a waveguide, a combiner
and some gratings to expand the image. Let’s see them more in details. It all
starts with the projectors that are microscopic liquid crustal on silicon (LQoD)
displays positioned on on the lenses’ bridge (behind the IMU) that shot out images
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Figure 4.13: The HoloLens sensor bar [79].

Figure 4.14: The hand gesture recognized by the HoloLens used by the user to
interact with the device.

which then pass through a combiner. The combiner aim to blend the projected
image with the actual environment. The HoloLens exploits an optical phenomenon
called Total Internal Reflection (TIR) to project images onto the lens. This is
an optical phenomena that happens when waves arriving at the interface of two
media, are entirely reflected back into the first internal medium rather of being
refracted into the second (the external), and that’s what happened in the HoloLens
where, because of the shape of the prism, the light coming from the projectors
bounce internally on the lens and then comes out at the user’s eyes. These lenses
are showed in Fig. 4.15.

However there is a problem using this phenomena: the more the large you want
the FoV the more large have to be the lenses in which the projector light bounce.
That’s why Microsoft uses wave-guides. Microsoft coated their surfaces with a
material that enables the production of many de-fraction gratings, that essentially
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Figure 4.15: The HoloLens lenses [80].

enlarge the image received by the user’s eyes. These gratings are of different types
to make RGB color holograms. Microsoft managed to equip hololens with a 30°
FoV. So, to summarise, the HoloLens understands the world around it through a
series of sensor consisting in cameras and light sensor, understand the users position
and movement in the environment through an IMU, processes all this information
using a CPU, a GPU and a dedicated chip called HPU, and thus understands
where it must project the images onto the lens in order for the user to have a view
of the hologram as if it were actually occupying a position in real 3D space. To
project the image it uses two mini projectors that shot out the image to a prism
called combiner that merge the projected image to the real world seen through it.
Plus waveguides that cause defraction are used on the lens in order to obtain a
larger FoV as possible.
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Chapter 5

Implementation

5.1 Introduction

This chapter will talk more specifically about the implementation of the system. As
previously said, the main difficulty of this thesis work was to let the user with the
visor be able to see the virtual character in the correct position, superimposed on the
person, tracked by the system, who is piloting the animated body. To do so, as said,
the HoloLens position had to be tracked to get the relative position between the
user and the motion captured body piloting the virtual character in order to place
it in the right position on the HoloLens itself. So the HoloLens position, tracked
by Optitrack, is sent to motionHub which has to interpret and then send it to the
application that has to use it in the best way possible also in order to produce the
smoothest possible images on the HoloLens. The available hardware and software
consisted of the Optitrack system, a middleware (MotionHub) that can receive
skeleton coming from a large pool of possible motion capture systems, a MotionHub
plug-in for Unity that receives data from motionHub and animate an avatar on
the Unity application and the HoloLens 1st Gen. AR headset. However, the
MotionHub application had several limitations concerning this aim, and therefore
had to be changed in order to meet the needs. So the first thing to start was to
change the MotionHub application, and then to create an HoloLens application on
Unity based on the MotionHub plug-in that could communicate with MotionHub,
receive tracked skeleton and tracked HoloLens data and place the virtual character
in the correct position. In the next sections, first, changes made to the MotionHub
application and motivations will be described, then the HoloLens application and
the choices made on it will be discussed.
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5.2 MotionHub Changes

5.2.1 Introduction
MotionHub, as said, is an open-source middleware written in C++ that can receive
simultaneously row data coming from different BTS technologies, process it, creating
skeletons with the same unified structure and transmit it to a third application
client. However, MotionHub had some limitations that had to be overcome in order
to implement this thesis system. First of all, MotionHub is made to receive only
BTS data; the BTS data is the body tracking data, that means that it can only
receive data of skeletons, and for this thesis also the HoloLens tracked data, which
in Motive is seen as a single rigidbody had to be able to be received. So it had to be
modified in order to receive, interpret and send the HoloLens position and rotation
tracked by Motive to the HoloLens application. Secondly, although MotionHub
uses NatNet SDK for communicating with Motive, it is unable to receive data
if this data come from a different computer. So MotionHub has been modified
in order to use its application on a different machine than the one with Motive
installed on, and also by adding an interface to set the IP values of the machines.
Finally, the last thing to modify was to add a button for sending an animation
signal in order to be able to control the animation time of the virtual objects in the
scene remotely while the actors are performing. In the following, changes made to
the MotionHub open source application to meet the said needs will be presented.

5.2.2 Receiving Single Rigidbody Data
The biggest change to make to the MotionHub application was to allow it to
receive individual rigidbodies and not just skeletons, to allow it to process and
also send the position and rotation data of the HoloLens tracked by the Optitrack
system. But first, let’s take a look on how MotionHub receives and interpret the
skeleton data from Optitrack. The part of receiving data from the different BTS
systems is delegated to various classes, each one referring to a particular BTS(for
example for Optitrack there is the OTTracker.cpp class). Each of these classes
is a derivative of the Tracker.cpp base class. This class has, as its attribute,
a vector of skeletons: the SkeletonPool. The idea is each derivative class takes
the data received from the BTS, transforms it into a standard skeleton object
as defined by MotionHub and puts it in his own skeletonPool; then it will be
the task of another class, the NetworkManager.cpp, to take this skeletonPool
object, transform it into an OSC message and finally send it to the client (in
our case the application). Going deeper into the code, the Tracker.cpp base
class has a function: the Update() that run continuously with a while loop
and does two main things. The first one is to call the track() function which is
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different for each derived class concerning a particular BTS, and the second one
is to call the NetworkManager.cpp function sendSkeletonPool(). In our
case the track() function called is the one implemented in the OTTracker.cpp
class. This class receive data from Motive: the Optitrack software using the
NatNet SDK, and so the structure of the data received depends on the NatNet
SDK data types. In particular the NatNet SDK has two different types of packet
to send for each frame: the Dataset Descriptions that contains descriptions of
the motion capture data sets for which a frame of motion capture data will be
generated (e.g. sSkeletonDescription, sRigidBodyDescription), and
the Frame of Mocap Data that contains a single frame of motion capture data for
all the dataset described from the Dataset Descriptions (e.g. sSkeletonData,
sRigidBodyData) [81]. However, MotionHub to interpret the data uses only the
Frame of Mocap data. The frame of mocap data contains for each type of data (e.g.
MarkerSet, RigidBodies, Skeleton etc.) the list of the elements that are present
in the current frame. So if a single skeleton is captured the list of skeletons will
contain only one element but the list of rigidBodies will contain all the rigidBodies
present in the skeleton and the list of the markers will contain all the markers
present in all the rigidBodies of the skeleton captured. However in MotionHub, in
the class OTTracker.cpp the function extractSkeletonData() is assigned
to take the skeletonData present in the FrameOfmocapData that comes from
Motive, and, for each skeleton, call the parseSkeleton() function that cycle
on every rigidBody that forms the skeleton and create an object which is the
MotionHub standardized version of skeleton. This skeleton is then added to the
skeletonPool which is sent by the NetworkManager.cpp to the client. To
send each skeleton the Network Manager calls another object the OSCsender. That
is because MotionHub uses the OSC protocol to communicate with clients and so
the data must be converted into an OSC message. The class OSCsender so calls
its function sendSkeleton() that creates the OSC message which include as
address of the message /mh/skeleton, then the unique id of the skeleton and
then for each joint the position and rotation as 3D coordinates and quaternion
values. So this is basically what happened in the MotionHub application.

In order to receive, interpret and send also the HoloLens position a lot of things
had to be changed in this process. First of all, when receiving the data motionHub
had to recognize the rigidBody that identifies the HoloLens. RigidBodies have
two attributes for identification, first their id, and second, the name gave by user
on Motive. The FrameOfMocapData only contains the list of the rigidBodies
with their id but not the name of them and so it was not enough to understand
if one of these was the one referring to the HoloLens. This is why the function
checkNewCameras() was created. This function is called in function track()
of the OTTracker, and uses the DataSetDescription data, received from Motive
via NatNet, to check if there is a rigidBody with the name “HoloLens” (given on
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Motive). If it founds it, the identifier of the corresponding rigidBody is saved in a
CamerasID vector.

Figure 5.1: The path made by the tracked HoloLens position and rotation data
from the OptiTrack system to the Unity application.

This control is made only when the number of rigidBodies (calculated using
the data of the FrameOfMocapData) changes, in order to reduce the overall cost
of the function. After that, the function extractCameras() checks if one of
the rigidBodies received from Motive has the same id as one of those contained
in the camerasID, and if so, calls the function parseCamera() which create a
“fake” skeleton in which each joint has the same values as position and rotation
which are the same of the rigidBody referring to the HoloLens. To distinguish
between a skeleton and a fake skeleton which actually represents the rigidbody of
the HoloLens, a boolean attribute is added to the skeleton object, named isCamera,
which is set to true when creating a skeleton in the parseCamera() function.
Finally, the function sendSkeleton() of the class OSCsender.cpp controls if
a skeleton in the pool is actually a fake skeleton representing the rigidBody data
of the HoloLens by checking the isCamera value of the skeleton object, and, if so,
sends the data using the OSC protocol adding as address /mh/camera.
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5.2.3 Communicating with Motive and Sending Signals
MotionHub communicates with the Optitrack software Motive using the NatNet
SDK which integrates seamlessly with standard APIs (C/C++/.NET), and lets
MotionHub communicate with Motive via a client/server network based on UDP.
However, MotionHub, as said, was not able to communicate with Motive if that
software was not installed on the same machine as MotionHub.

Figure 5.2: The MotionHub settings window before and after the interface
modification for being able to connect with Motive from another machine.

So the MotionHub interface was changed (Fig. 5.2) in order to be able to set the
IP address of the computer with MotionHub and the computer with Motive, then
these IP addresses were used to create a NatNet client to receive data from Motive.
The IP addresses are then saved on the configuration file of MotionHub, in this
way, when reloading the application, it automatically reads the values from the
files and, when the Optitrack tracker is enabled on MotionHub, tries to connect
with the target machine to receive the Motive data of tracking. The HoloLens
application has to be notified when an animation is started on a virtual object in
the scene. This can be useful when rehearsing a scene in which there is not only
the virtual character controlled by the actor through motion capture but also other
virtual objects with which the actors have to interact or in case animation effects
need to be added to virtual character itself.

To this aim, a button is added (Fig. 5.3) on the MotionHub interface that sends to
the application an OSC message with no data but using /mh/animationSignal
as the address. On the application side, an AnimationController was developed
that, when this type of message is received, controls which animation to start.
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Figure 5.3: The animate button added on the MotionHub interface to send
animation signals.

5.3 HoloLens Application

5.3.1 Introduction
The application uploaded on the HoloLens was created on the Unity game engine.
This application fisrt receives the data arriving from MotionHub, regarding the
skeletons tracked by a BTS system (i.e., the Optitrack), and the position/rotation
of the HoloLens traced by the same tracking system. Secondly it uses this data to
allow an avatar, whose movements are piloted by the person traced by the BTS,
to be displayed on the HoloLens in the correct position, i.e. in correspondence
with the traced person himself. The application can also receive other types of
signals from MotionHub which can trigger other events such as the one to launch
animations. The application has also a mode called “Calibration mode” that lets
the user adjust manually the position of the avatar by adding an offset in the x, y,
and/or z axis. This application was developed by using the Mixed Reality Toolkit,
which adds various tools to easier the development of HoloLens apps with Unity.

In the following, each part of the application will be described in detail.

5.3.2 Communication with MotionHub
The application is based on the unity package made by MotionHub which is an
example implementation of a client that receives skeleton data from motionHub
and animates an avatar on unity. To understand the changes done on this package
to build the application, it is first presented how this package works. First of
all, the connection with MotionHub is managed by the UDPPacketIO class that
opens and closes the UDP connection with MotionHub, and receives the packet.
UDP is preferable to TCP as it offers less latency. However the OSC class creates
a new Task called Read() which continuously call the UDPPacketIO function
ReceivePacket() that takes a data packet on incoming data. In the OSC class
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the packet received they are decoded according to the OSC protocol and put into an
ArrayList of messages. In the Update() which is a function that Unity calls every
application frame, for each message in the ArrayList, the address of the message
(as per the OSC protocol) is checked and a specific function to manage that type of
message is called. For the skeleton messages the address is /mh/skeleton and
the function called to handle it is OnReceiveSkeleton() in the AvatarManager
class.

The AvatarManager takes care of all the avatars present in the scene, it creates
them, destroys them and updates their position and pose when a skeleton message
is received. In the OnReciveSkeleton() function the message is decoded, and
the position and rotation data of each of the 21 joints of the skeleton with the
skeletonID equals to the one in the message, are used to update the skeleton
position. A good thing about this Unity package is that it let developers animate
the avatar as long as it has a humanoid rig on Unity. So this is basically how the
MotionHub unity package works. In order to create the application, a few changes
had to be done. First of all, to communicate via UDP this package used the
System.Net.Sockets libraries which cannot be used by HoloLens. HoloLens must
use the Windows.Networking.Sockets to communicate via UDP. This connection is
managed by the class UDPPacketIOUWP that works in a parallel thread, takes
the package coming from MotionHub and then sends it to the OSC class to be
decoded. The IP addresses of the HoloLens the computer running MotionHub can
be setted in a .txt file that is loaded on the HoloLens. Speaking about latency the
packets are received from motionHub and decoded in ∼0.019s average as it can be
seen in Fig. 5.4 giving more than 50fps on the motion captured avatar animation.

Figure 5.4: Debug logs printed on the HoloLens every time a skeleton packet was
received and processed.

These ∼30ms, that correspond to the latency time in average required by
Optitrack, have to be added and thus ∼50ms is the total latency that occurs from
the moment the performer with the motion capture moves to the final virtual
avatar movement. This value can be considered acceptable.
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5.3.3 Use of the Tracker’s Data
So when received packet from MotionHub, the UDPPacketIOUWP calls a function
of the OSC class: ReadAndStoreMessages(). This data acquisition happens
in a separate thread. The two threads use concurrent stacks to pass each other the
data as shown in Fig. 5.5. In fact the ReadAndStoreMessages() function, for
each OSC packet, reads the address and put the OSC message in the correspondent
Concurrent Stack. There are mainly four types of messages used in the application
and so four corresponding concurrent stacks: Skeleton for avatars, Camera for the
HoloLens position/rotation data, Animation for the animation signal and calibration
that handles the message containing the position/rotation of the rigidBody that
corresponds to an object used to have a reference of the real space for place virtual
objects in the scene. So this is useful to put virtual objects in a specific real
position.

Figure 5.5: How the two threads of the application works to give/take and use
the data received from MotionHub.

So, while the avatar data received are basically used as it was in the MotionHub
unity package, so calling the OnReciveSkeleton() function in the AvatarMan-
ager class, the camera data are treated differently. First of all, how Unity virtual
camera works with HoloLens is discussed. In Unity the object that determines
the point of view from which a virtual and watched scene is a virtual camera
called the main camera. When using other devices like HoloLens a particular
script called TrackedPoseProvided can be added to the camera object in order to
provide the position and rotation of it based for example on the device position
and rotation. For example, it is possible to create a Unity application to be runned
on the HoloLens in which the virtual camera (the mainCamera) has a Tracked-
PoseProvider that takes position and rotation from the HoloLens IMU (inertal
measurment unit). In this way, moving the HoloLens in real life would correspond
to moving the virtual camera on the Unity application, allowing to navigate in
the virtual space just by moving in the real one. However, when the HoloLens
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application starts it takes the current Y rotation as the zero rotation and so it has
its own coordinate system, which is different from the ones from the motion capture
tracking system (Optitrack). So what is the best way in the Unity application
to use the position and rotation data coming from the Optitrack system (passing
through MotionHub) concerning the tracked HoloLens position and rotation to
set the mainCamera in the correct position and rotation in the virtual world to
see the avatars superimposed on the person wearing the mocap suit? The first
approach was to use the tracked data directly to set the mainCamera position and
rotation. This was done by changing the TrackedPoseProvider in order to give the
mainCamera the position and rotation received from MotionHub. In particular
when a message having the address /mh/camera arrived it was handled by the
function OnReceiveCamera() in the TrackedPoseProvider that uses the data
to set the mainCamera position and rotation. Fig. 5.6 shows how the camera data
was used in the first approach.

Figure 5.6: How the HoloLens tracked data was used in the first approach.

However, this approach proved to be unsuccessful. Even though the avatar was
displayed in the correct position and covered the person with the motion capture
suit in the right way, each real movement done by the HoloLens user, to affect the
displayed image, had to pass through Optitrack, then MotionHub, and then arrive
on the HoloLens, and change the mainCam position and rotation to change what
the user see. And therefore it was not instantaneous. For example, if the user was
looking a person with the motion capture suit through the HoloLens, and so he or
she was seeing the avatar covering him, if he or she suddenly turned the head on
the right, the avatar image on the HoloLens took a while to change according to
the movements to show the virtual avatar from the correct point of view. This was
a real problem especially for rotation because it made the application unusable
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also as it could cause sickness. Apart from this, with this approach, in order to use
the application, the user with the HoloLens must be tracked all the time and so
must stay in the Optitrack tracked space. So using the position and rotation of the
HoloLens as captured by the tracking system to place the virtual camera in the
right position was not a good approach.

The second approach was to use the position and rotation data to control a
second Unity camera that is called fakeCamera. The idea was to move mainCamera
(which, as said, is the camera that determines what the user sees) using the
HoloLens IMU, in this way avoiding all the possible sickness problems because
the mainCamera position changes instantly as the HoloLens move, and, in the
application change the position of all the virtual elements except for the fakeCamera
so that the mainCamera, and so the HoloLens, would see as the fakeCamera (piloted
by the HoloLens tracked data) was seeing. So when launching the application, you
had to make sure that the tracked system was receiving the HoloLens tracking
right and then do the airtap gesture (Fig. 5.7) to perform the calibration.

Figure 5.7: The AirTap gesture.

Performing a calibration means that all the virtual elements in the application
scene, including the avatars and not including the fakeCamera, was moved so that
the mainCamera (the user with the HoloLens) saw them as the fakeCamera (who
was in the position/rotation of the HoloLens tracked) was seeing them before the
calibration. This is explained in Fig. 5.8. This allows the user to leave the area
traced by Optitrack since, after calibration, the HoloLens tracking data is no longer
used by the application.

This method turns out to work in theory but it has a big disadvantage. The
problem was that changing the avatar position in the virtual world could create
some SRS problems if the calibration was not done perfectly. This happens when,
while calibrating, the x and/or z rotation calculated by the HoloLens IMU are
not exactly equal to the x and z rotation of the rigidBody corresponding to the
HoloLens tracked by the Optitrack system. If this happens the horizontal line
of the virtual avatar wont match the real one anymore, and so while the person
wearing the motion capture suit for example walks on the ground normally, the
3D avatar will not follow his horizontal path but an inclined one leading to a drift
problem. The more the person with the mocap suit walks the more the 3D avatar
would be misaligned to him or her as it can be seen in Fig. 5.9.
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Figure 5.8: How the second approach works.

Figure 5.9: The second approach problem.

This is the reason why the third and successful approach was not based to
change the virtual elements position. In this approach, at first, the HoloLens
tracked position and rotation are used, but not entirely. In particular, by changing
the TrackedPoseProvider script, the mainCamera takes the relative position of all
three axes (x,y,z) and only the rotation relatives to the y from the tracked data.
The rotation relatives to the x and z axis are taken from the IMU of the HoloLens.
In this way, the virtual horizontal line would always correspond to the real one.
However by doing so we would still have the problem seen in the first approach
with regard to the position on the x,y and z axes and the rotation on the y axes.
So the image shown on the HoloLens is not smooth and does not change instantly
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when the user moves his head in the space or rotates it with respect to the y-axis.
To overcome this issue I added a new type of calibration. The user put on his
HoloLens with the markers on it, stays in the Optitrack tracking space, and when
he or she perceives that the image is stable and the virtual avatar is "matching" the
person in the motion capture suit he or she can do an AirTap to calibrate. In the
few seconds later user must stand still to ensure that the HoloLens is tracked as well
as possible and then, since when the calibrated message appears, the mainCamera
and so the image seen on the HoloLens wont depend anymore on the HoloLens
tracked position.

Figure 5.10: How the HoloLens tracked data is actually used to place the virtual
camera in the correct position and rotation.

From then on, the HoloLens position and y rotation are calculated in an
incremental way only using the HoloLens IMU data. The application saves the x,y,z
position and y rotation data acquired from the tracking system when calibrating
and, from then on, on each frame it adds to that position the difference between
the HoloLens position on x,y,z and rotation on y on the previous frame taken from
the IMU, and the actual position on x,y,z and rotation on y taken from the IMU.
So the tracked data is needed only at the beginning, before the calibration, and
then the HoloLens is free also to exit the Optitrack tracked space always being able
to see virtual objects in the correct position. Fig. 5.10 shows how the tracked data
and the data coming from the HoloLens sensors was used to position the virtual
camera correctly.
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5.3.4 Application

Figure 5.11: Menu.

As soon as the application starts, two modes are proposed to the user (Fig.5.11).
These two modes are proposed in the form of two rectangular buttons, which are
holograms of parallelepipeds, which the user can select by directing his or her gaze
towards one of them and then making the airTap gesture. The proposed modes
are the application mode and the calibration mode. The application mode is the
standard mode in which data is received and, through the process explained in the
previous sections, is used to show the 3D avatar over the mocap-suited actor. The
calibration mode, instead, is useful for a manual calibration of the virtual avatar
position in 3D space. In this mode apart from the 3D avatar a set of three sliders
appears (Fig. 5.12).

The user can add a positive or negative offset on one of the axis by pointing
his gaze to the corresponding plus or minus of an axis and do the airTap gesture.
The avatar will move accordingly in relation to the set offsets. The offsets values
are then saved in a file so that when reloading the application, when positioning
the avatar using the tracked data received, it will automatically consider also the
offsets chosen, and position it accordingly. This can be useful first when the avatar
scale is bigger or smaller than the mocap actor scale. That is because regardless
of the size scale of the virtual character, it will be positioned so that its root (i.e.
the centre of its body, at the hips) coincides with that of the person piloting the
avatar through the motion capture suit; and so for example in the case the avatar
is bigger then the human scale, and so the avatars feet “enters” into the floor, one
might want to place the virtual avatar higher augmenting the offset on the Y-axis.
If the avatar is in a smaller size scale than the human one, one might want to set
the avatar higher like to position it at the actor’s face, or lower, at actors leg. To
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Figure 5.12: The sliders in the calibration mode.

return to the main menu the user can do two airTap gestures quickly while not
pointing to any interactible hologram (like the “plus” or “minus”).
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Chapter 6

Experiment

6.1 Introduction
The intention of the experiment is to show how augmented reality can be useful for
actors when rehearsing or filming scenes in which motion capture is used. The next
sections will discuss about how this experiment took shape, starting with other
similar works used as a reference, then talking about the best use case study to be
analysed, then the proposed experiment methodology and finally the experiment
itself.

6.2 References
In order to design an experiment as good as possible, two works proposing similar
experiments (already mentioned in Chapter 2) were used as references. These two
papers presents work similar to the one made of this thesis, with related studies
conducted as experiments involving actors and non-actors, from which to take
cues as to how the experiment should be conducted and what aspects should be
analysed.

6.2.1 First Reference
In [68], Kammerlander et al. have proposed using virtual reality headsets to help
actors in scenes where motion capture is used to animate characters of different
scales. By equipping both actors with an headset, they use virtual reality to allow
them to see themselves as the virtual character they play and see the other from
the perspective of their own virtual character (Fig. 6.1). Using virtual reality when
filming this type of scene would produce several advantages:
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Figure 6.1: Actors shooting using VR for the experiment presented in [68].

• the actors gain a greater sense of “body ownership”, i.e. they better feel the
body of the virtual character they are playing as if it were their own, which
is useful especially when this character is of a different scale from the actor.
So this allows the actors to identify more with the character they are playing
improving the performance,

• by using visuals, the actors are immersed in the virtual scene and feel more
mentally involved in the experience, which decreases the imaginative work
they are usually forced to do when shooting these scenes, and

• it decreases the work done in post production by the animators. This is because
generally, by shooting these scenes without having an actual conception of the
size of their virtual character, the actors do not position themselves correctly
(e.g., with respect to the virtual objects that will be present in the scene but
that they do not see) or do not look the right way (e.g., if they have to look
at a virtual character that is smaller or bigger than them) and it is the task
of the animators in post production to manage these situations; whereas by
shooting the scenes in VR, looking right from the point of view of their virtual
characters, the actors manage to position themselves and direct their gaze
more correctly.

However, using virtual reality also has a disadvantage. Wearing VR headsets,
actors cannot actually look into each other’s eyes, but only see virtual characters,
which can make it more difficult to get emotionally involved in the scene, to
empathise with the other actor, which is can be crucial especially in more emotionally
important scenes. To evaluate this system, a study was conducted whose objective
was to compare the results obtained by acting in the traditional way and those
obtained using virtual reality. A script was then created of a scene that the actors
were to perform. The idea was to write a scene that would emphasise the advantages
of using VR but that would not be too focused on the aspects to be emphasised.
The scene to be filmed is that of a girl who finds herself in a room in her house in
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tiny dimensions and encounters a huge monster, at first she is frightened then her
interaction with the monster becomes more and more friendly and the two of them
copy each other’s movements, until she realizes she is in a dream and asks him how
to get out of it; the monster opens a door and she comes out of the dream. The
scene leaves enough freedom to the actors, describing only the general context of
the scene but manages to show the advantages of using VR: 1) using two characters
with totally different scales, 2) using a monster as a character, so it is important
for the actor to identify with it and for the other to react as naturally as possible
to its sight (which is helped by virtual reality), and 3) making the two characters
copy their own movements, which, if the scene were shot in the traditional way,
could generate a lot of positioning and animation problems. In this way, they
show how VR can therefore lighten the work of animators in post production. The
studio involved 22 people with different levels of acting experience. Two modes
were planned.

• Motion capture only: in a first part a screen was used to project the virtual
character moved live by the actor’s movements, while in a second part the
scene was filmed three times. Reference points in the studio were used to
identify objects in the virtual world.

• Virtual reality and motion capture: in the first part the actors wore a headset
and, in the virtual world, looked at their character in the mirror, in the second
part they performed the scene three times.

The participants tried out both modes, some started with the first, others with
the second, and then had to fill in a questionnaire and were then interviewed asking
for opinions and impressions. The questionnaire was based on three metrics.

• Body ownership: to measure how much the actors felt the virtual body as
their own. For this part of the questionnaire, five items were taken from [82]
which provides a standard method for assessing the sense of embodiment in
virtual environments.

• Social presence: to measure how much the actors felt each other’s presence
in the scene, which is important as it generates mutual understanding and
greater coordination in acting. For this part of the questionnaire, two items
were taken from [83] and three from [84].

• Mental immersion: to assess how mentally immersed and involved the actors
felt in their collaborative acting experience. For this part of the questionnaire,
two items were taken from [84] and one from [85].

The interview finally asked which acting setup provided better performances and
why, whether virtual reality modified one’s acting and if so how, and whether
virtual reality influenced one’s imagination and if so how.
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6.2.2 Second Reference

Figure 6.2: The experiment done in [67].

In [67], Berthelot et al., as already mentioned in Chapter 2, propose a system
to help actors when they have to shoot scenes with green or blue screens and
have to interact with a virtual character. They propose to use virtual reality in
the rehearsal of these types of scenes in order to help the actors practice their
performance of the scene by making them see the virtual elements present. In the
paper, they identify the main problems an actor has in performing these scenes.
They classify these problems into three categories:

• Positional problems: when the actor must be in a specific position or make a
particular gesture without having any visual clue (e.g. if he/she has to dodge
an invisible object or hide behind an invisible wall or interact with virtual
character hands). Usually to help actors in this they use marks on the floor or
some objects (e.g. sticks with balls attached or laser) to be used as positional
reference.

• Timing problems: these arise from the fact that VFX are almost always done
in pre-production and therefore actors have to adapt their performances to
the timing of the VFX (e.g. if an actor fights with a virtual partner he will
have to synchronise his movements with those of the animations). Generally,
to help the actors in this, timing sounds are used: they give information on
when to perform a certain action.

• Gaze direction problems: these occur when the actor has to follow a mov-
ing virtual object or has to interact with a virtual character he cannot see.
Typically, actors are helped by means of lasers or tennis balls on sticks or
cardboards to which the actor refers In the paper, they present two systems:
one in which the actor is immersed in the virtual environment of the scene and
there are various props with which he or she can interact in order to become
familiar with the environment, and the second, more complex system in which
the actor can rehearse the scene with gradually increasing difficulty: initially
the timing is dictated by the actor who is rehearsing, then it is the actor who
has to rehearse within the timeframe dictated by the virtual environment.
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They propose three ways of use:

• with large screens, 3D glasses and flystick to interact;

• with a projector, 3D glasses and flystick ;

• with an augmented reality headset and a controller to interact.

In order to evaluate this system, a study was conducted, the aim of which was to
compare the results obtained from acting rehearsals conducted in the traditional
way and those obtained through virtual reality acting rehearsals. Fig. 6.2 shows
the three phases of the experiment. Two groups of 12 people each were taken,
both with varying levels of acting knowledge (from inexperienced to experienced
actors); the first was offered the traditional rehearsal system, the second the virtual
reality system. Each member rehearsed the scene three times with the method
proposed to him or her, then the scene was filmed and afterwards a questionnaire
was proposed to them. Then they were requested to try the other method and
finally they did a final mode preference questionnaire. The proposed scene was
done in such a way as to be able to analyze certain aspects useful in evaluating the
actors’ performance. This scene saw the actor having to interact with a virtual
tiger. Three “synchronization points” were defined in the scene, i.e., moments in
which the actor interacts with the tiger and data can be derived.

• SP1: The tiger passes between the actor’s legs. In this case, the actor has to
pretend that a tiger passes between his legs at a specific time and in a specific
position (timing and positional problem).

• SP2: The tiger is sitting at the bar and the actor is staring at it (gaze direction
problem).

• SP3: The actor receives an orange from the tiger, it has to happen at a specific
time (gaze direction and timing problem).

In the traditional method, they used sounds to give the timing, marks made
with scotch tape to give the positioning, sticks with balls on them: one to define
the position of the tiger, useful for directing the gaze, and another for the virtual
orange. The objective data collected from the performances that were then to be
compared concerned how much the actor was positioned in the correct position
(distance between where he was and where he should have been), how much the
actor was looking in the right direction (distance between where he was looking
and where he should have been looking) and how much the actor was synchronized
with time. For example, in SP1 the distance between the actor and the marker on
the ground was calculated, in SP2 the distance between the point of intersection
of the ray from the actor’s eyes to the wall where the marker defining the tiger’s
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eyes is placed and the marker itself, and in SP3 the distance between the actor’s
hand and the position where the virtual orange should have been. The proposed
questionnaire, after an identification section, in which there were personal questions,
questions on knowledge of virtual reality and the acting experience, first proposed
technical questions on the scene just rehearsed (e.g. where did the tiger come
from?) and then a series of questions to which the user answered on a scale of 1 to
7 that sought to understand how much the rehearsal environment had helped the
user:

1. in positioning;

2. in following the tiger better;

3. in feeling comfortable with their gestures;

4. to work on their facial expressions;

5. in working on their body expressions;

6. in getting emotionally involved in the scene;

7. in making better use of space;

8. in being more confident during filming.

Finally, after the users had also tried the other mode, there was a sequence
of questions regarding the comparison between the two modes; users were asked
which mode they preferred and why, and which mode is preferable for working on
positioning, gaze direction and timing.

6.3 Use Cases
Now will be analyzed which use case should better be used for the experiment and,
referring to the studies conducted in the papers just mentioned, which metrics can
be evaluated depending on the use case. The scene will involve two actors, one
playing a real character, and another playing a virtual one and thus using a motion
capture suit, in a real context. With respect to this scene, there are mainly two
use cases that can be analyzed.

• UC1: During the rehearsal of the scene, the actor playing the real character
wears an AR headset that allows him/her to see the virtual character (super-
imposed on the actor wearing the motion capture suit) and the surrounding
real environment.
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• UC2: During the rehearsal and also in the shooting of the scene, the actor
playing the virtual character and thus wearing the motion capture suit, uses
the AR headset to see the virtual character’s body parts superimposed on his
own, but also additional parts that are part of the virtual character such as
wings or arm extensions, etc.

The two use cases are illustrated in Fig. 6.3.

Figure 6.3: On the left an illustration of the UC1, on the right an illustration of
the UC2.

Depending on the use case being considered, however, the aspects to be assessed
and thus the type of test to be performed change. In both cases, the aspects
described in [67] can be assessed, which in the case of the present work may concern
how much the use of AR may have influenced one’s facial and bodily expressiveness
and emotional involvement with the scene. Other metrics can also be considered in
UC1. First of all, as in [67], how much, in our case augmented reality, has helped
the actor in the direction of the gaze (if the character has to look at a specific
part of the virtual character’s body). Spatial positioning can also be assessed, as
done in [67], by, for example, tracking the hand of the actor wearing the headset.
Then, as in [68] the social presence can be evaluated, i.e. how much the actor feels
the presence of the other (the virtual character) in the scene and how natural it
is to interact with it. In UC2, instead, other different aspects can be evaluated.
First of all, the fundamental aspect is the one described in [68] concerning body
ownership, i.e. how much looking at one’s own limbs or other extensions of the
virtual body one is playing, makes the actor feel as if that virtual body is really
his own and how much this improves his acting performance; secondly, in UC2 the
aspect of positioning can be better evaluated, i.e. when, seeing one’s own virtual
body extensions can help the actor to interact with them. Secondly, in this UC2
the aspect of positioning can be better assessed, i.e. when seeing one’s own virtual
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body extensions can help the actor to understand the real size of one’s own body
and thus better position oneself in the scene (e.g. avoiding that one’s virtual body
intersects real objects). In both cases, other aspects concerning more specifically
AR should then be evaluated.

So, to summarise, the following aspects can be assessed in UC1:

• social presence;

• direction of gaze;

• spatial positioning (tracking the hand for example);

• emotional involvement, help in performing the scene (how much does it affect
one’s facial expressiveness and body expressiveness);

• user experience with respect to augmented reality.

In UC2, in turn, the following aspects can be assessed:

• body ownership;

• spatial positioning;

• emotional involvement, help in performing the scene (how much does it affect
one’s facial expressiveness and body expressiveness);

• user experience with respect to augmented reality.

Although in theory, both use cases would be valid, in particular, UC2 since it
can also be used during the filming of the scene, there are some considerations to
be made. First of all, while in UC2, in order to foster a sense of body ownership, it
would be preferable to use virtual characters of the same scale as the actor, as in
this way the actor’s point of view would coincide with that of the virtual character.
In this case, therefore, in order to show the advantages of the use of augmented
reality, it would be necessary to use a character of the same scale as the actor as
mentioned above, but with extra virtual parts such as arm extensions or wings, etc.;
in UC1, on the other hand, a character on a different scale (larger or smaller) than
the human one would be ideal in order to highlight how AR can help in directing
the gaze (when for example the actor has to look the virtual character in the eyes,
or has to see characteristic parts only of the virtual character). It is important
to consider that this condition is the one that creates the greatest difficulties for
actors, as they are forced to imagine a character more or less the size of the actor
they see in front of them and with whom they interact (generally, if possible,
props are used, such as cardboard boxes or padded overalls or stilts to make the
actor’s physiognomy similar to that of the virtual character he or she is playing).
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Secondly, the technological limitation of the nowadays OST-HMD concerning the
size of the FoV, works to the disadvantage of the UC2. In fact, in this case the
main analyzable elements would be, as mentioned, body ownership and positioning.
Having a small FoV, however, for the actor wearing the motion capture suit and
headset and playing the virtual character, results in being able to see his or her
own body as virtual only under certain conditions, i.e. only when, for example, his
own limbs or the additional extensions of the virtual character enter that FoV, i.e.
when he looks almost exactly there. And this prevents the advantages that the
use of AR could give in terms of body ownership and positioning. It may be more
difficult for the actor to “feel” the virtual character, being able to see only a small
part of himself with the same part of the virtual character superimposed and only
when he directs his gaze towards it. The same applies to positioning, for which the
advantages of using AR would certainly be limited by the small size of the FoV.
UC1 obviously also suffers from this technological limitation, however it is less
affected by it and in particular only when the user is close to the virtual character
(which in that case he/she would not be able to see completely); nevertheless, it
still allows the various aspects described above to be assessed.

For these reasons, the experiment will focus on UC1: two actors, one playing
a real character, and another playing a virtual one using a motion capture suit
rehearse a scene letting the actor playing the real character wear an AR headset
that allows him/her to see the virtual character (superimposed on the actor wearing
the motion capture suit) other virtual elements in the scene and the surrounding
real environment.

6.4 Experiment Procedure
Now that the use case has been identified, it is necessary to define the procedure
of the experiment. The procedure is inspired by the one used in [67]. The idea is
to compare two different methods of rehearsing a scene in which there are virtual
elements (including a character animated live via motion capture): the traditional
method (which uses props) and the proposed method (which uses an AR headset
to make the actor visualize the virtual elements) and to see how much one or the
other helps then in shooting the scene without the use of props or the headset by
comparing subjective and objective parameters. The experiment then takes place
in this way: the volunteer rehearses a scene with another actor, who wears the
motion capture suit, three times using one of the two proposed methods. After
which the scene is shot. When the scene is shot there are no scene props or headset
to see the virtual elements; this to assess how much having experienced the scene
in a certain method helped the actor in terms of directing the gaze, positioning,
but also the emotional involvement in the scene. After which the volunteer will
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Figure 6.4: The experiment phases.

answer a questionnaire regarding:

1. the usability of the test system used;

2. the spatial presence or how much he felt part of the place where the scene was
set when he tested it;

3. the social presence or how much he felt he could interact with the virtual
characters during the rehearsal;

4. how much this rehearsal system helped him in actually shooting the scene
with respect to various metrics such as the direction of the gaze, positioning,
emotional involvement, etc.

Subsequently, the volunteer will also try the other test method that he has not
tried before and will answer the first three questions of the previous questionnaire,
plus a series of questions about his preferences on the test system. In addition,
after testing the AR system, the volunteer will answer a questionnaire about their
experience with augmented reality. The experiment procedure is summarized in
Fig. 6.4.

6.5 Scene
6.5.1 Requirements
Since the intention of the experiment is to show whether, and in what way, AR can
be useful to an actor in rehearsing scenes in which he/she acts with another actor
playing a virtual character through motion capture, the scene to be proposed should
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involve all the various difficulties an actor may find in having to rehearse and shoot
such scenes, and it should also be clear that AR cannot be easily replaced by virtual
reality for scene rehearsal. Difficulties can be summarised as follow: difficulty in
directing the gaze, difficulty in positioning oneself and difficulty in having to react
emotionally to events involving virtual objects/characters that the actor does not
therefore see. The scene must therefore have the following characteristics.

• It must be emphasized that this technology helps in directing the actors’ gazes
when they have to look at virtual elements, which may mean that the virtual
character animated in motion capture will have to be of a different scale from
the human one (smaller or larger) or that the actor must look at a virtual
object at a certain point.

• There shall be interactions between the actor and objects in the virtual world.

• Emotional reactions shall be required from the actor with respect to events
involving virtual objects/characters.

• There shall be animations that are difficult to realize with physical props as
in the traditional method.

Furthermore, since an AR system is proposed, it is evident that this cannot be
replaced in rehearsing the scene by virtual reality. In particular:

• there must be real objects that will then actually be filmed in the scene with
which the actors have to interact;

• actors must have to interact with these real objects in ways that are difficult
to do in virtual reality.

6.5.2 Script
In order to create a script for a scene that fulfilled all requirements, several scenes
from recent films in which motion capture was used were analyzed. Two scenes
in particular were used to create this script. The first is from the film “The
One And Only Ivan” (2020). In this scene, a little girl shows a gorilla (made
in CGI and animated through motion capture) some drawings. From this scene,
inspiration was drawn on using sheets of paper as real objects with which to make
the virtual character interact, as actions such as drawing on them or tearing sheets
of paper/crumpling them are actions that are difficult to reproduce in VR. But
the real source of inspiration for making this script is the live action film “Aladdin”
(2019). In this film, the character of the Genie was animated by actor Will Smith
using motion capture. In particular, the scene that inspired us most is the one
in which the Genie sings the song for Aladdin “Friend Like Me”. A frame taken
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Figure 6.5: A frame from the scene “Friend like me” from the movie “Al-
addin”(2019) [86].

from this scene is shown in Fig. 6.5. Although this is a very complex scene
with several CGI elements, it offered us several interesting insights such as the
many interactions with even real objects and the fact that the Genie changes the
appearance of his body several times (enlarging it at will and sometimes modifying
it). The proposed scene is this: there are two characters: Aladdin and the Genie
of the lamp, one (Aladdin) to be played by the volunteer participating in the
experiment and the Genie played by an actor through the use of motion capture.
In the scene, the character of Aladdin will have to help the Genie to free himself
from a cage and, to do so, he will have to interact with him, and with other real
and virtual objects/characters. The script is reported in the following.

INT. ALADDIN IS ON A MISSION TO RELEASE THE GENIE OF THE LAMP AND,
AFTER HAVING CROSSED A THOUSAND PERIPECTIES IN THE CAVE OF WONDERS,
FINALLY FINDS IN THE ROOM WHERE THE IMPRISONED GENIE IS. ALADDIN
WILL HELP THE GENIE RELEASE FROM THE CAGE WHERE HE IS KEPT.

Aladdin enters a room and sees the Genie imprisoned in a cell in
the distance in front of him. He hears the sound of a beast’s
screams, turns to where the sound is coming from and is frightened
at the sight of a beast that looks like a hell dog.

ALADDIN
(Looking at the dog) Aaaaa (Scared!
Taking a leap backwards)
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The dog is hooked by a rope to a pole that presides over the cage
with the Genie inside.

GENIE
Who is there??

ALADDIN
Genie I am Aladdin I came to free
yourself

GENIE
Ah it’s you boy! Thank you. I
couldn’t stand being locked up in
here anymore

ALADDIN
How do I free you?

GENIE
Should my spell book be there next to
you, could you tear off page 42 and
throw it at me?

I don’t quite remember how to do the spell to get out of here.
Aladdin agrees, finds the Genie spell book, tears off the page
requested by the Genie, rolls it up and throws it at him. The
Genie takes it and stops for a moment.

GENIE
Ah, one more thing, you should help
me get rid of this dog somehow

ALADDIN
Yes, but how?
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GENIE
So I have a bone here, I could throw
it away to distract him, but we
should untie him from that pole first.
Do you have a way to cut the rope?

Aladdin thinks about it, then he remembers he has a knife with him.

ALADDIN
Yes!

GENIE
Then I throw the bone and you cut the
rope, ok?

ALADDIN
Agree!

Aladdin cuts the rope, but the Genie is still looking for the bone.
The dog growls and slowly begins to approach Aladdin.

ALADDIN
(frightened, staring at the dog
slowly approaching him)Um ... Genie
... the bone ??

Aladdin backs away frightened by the dog still staring at him in
fear. The Genie continues to search for the bone.

ALADDIN
(increasingly terrified from the
threat of the dog)Genie????

GENIE
There it is!!
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The Genie throws the bone through the bars as far as possible. The
dog starts running fast towards the bone thrown by the Genie.
Aladdin follows the dog with his eyes and sees him go away.

ALADDIN
Fiuuu ... (relieved)

The Genie opens the sheet of paper to recite the spell.

GENIE
Ahh that’s how it was! "Reduco mea
parti!"

A whirlwind of magic envelops the Genie and is transformed by
shrinking into a mini Genie. Aladdin stares the Genie in the eye
as he shrinks.

ALADDIN
Wooo (Amazed)

Aladdin approaches the Genie cage. The Genie then, now shrunken,
comes out of the cage floating in the air. Aladdin walks over to
the mini-Genie to see him up close and looks him in the eye.

GENIE
Thanks Al, since you were like that
kind to free me I want offer you one
of these two gifts in addition to
your three wishes

The Genie points his right hand towards the ground. Immediately
after, a diamond appears which begins to whirl and finally stops
above the Genie. Aladdin looks after the diamond as it spins in
the air.
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GENIE
You can choose from this diamond red
that will give you skills and
knowledge

The Genie points his left hand towards the ground this time. And a
gem appears which, like the diamond, comes to life by whirling in
the air. Aladdin looks after this too.

GENIE
Or this blue gem that will bring you
luck in life. Choose calmly then
write what you have chosen on the
last page of my book, and the gift
will be yours!

Aladdin thinks about it, then makes his decision and chooses the Gem
of Fortune. Then he opens the book, goes to the last page, writes “Gem
of Fortune”, then closes the book of Genie. Now he can take the gem.
He puts his hand close to the gem and takes it.

In the following, the script is commented in order to highlight how it meets the
requirements discussed in the previous section.

Figure 6.6: Two scenarios (at the beginning, and at the end) of the proposed
script.
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First of all, the Genie is on a different scale size than the human one: at first it
is 2.10m tall then he downsizes to 50cm. This aspect provides the possibility to
analyze the problem of directing the gaze concerning the interaction of an actor
with a virtual character played by another actor who animates him through motion
capture in both cases: 1) the character is larger than the actor who plays him
and 2) the character is smaller than him. Speaking about eye-gaze the actor in
many times in the script has to look exactly at a position defined by the virtual
objects/characters. In particular when the dog is coming to him and he’s terrified,
when the Genie transform and the actor playing Aladdin has to look in his eyes
while he’s doing so, and when the diamond and the gem appears from the ground
moving in a spiral. The actor playing Aladdin has also to interact many times
with virtual and real objects. The virtual objects are the rope that he has to cut
(using a real object, the knife) or the gem which he takes at the end of the script.
This can be use to evaluate the positioning problem, in particular when he has to
take the gem putting his hand on it. The real objects are the knife and the book.
In particular, the character of Aladdin leafs through the spell book, tears a page
from it, crumples it, throws it, and finally writes in the spell book, all actions are
difficult to reproduce in VR.

Figure 6.7: The virtual elements present in the experiment script scene.

Moreover, this scene presents two events in which the character has emotional
reactions to events involving the virtual characters. The former is when Aladdin
watches the infernal dog come threateningly toward him and the actor must pretend
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he is terrified. The latter is when the Genie does the transformation and Aladdin
looks at him amazed. Finally, the scene presents some virtual elements and
movements that are difficult to reproduce using real props, like when the diamond
or the gem appears.

6.6 Realization
In the following, details about the experiment will be presented. First of all,
the volunteers were presented the meaning of the experiment and what they
were going to do. After that, the script that would be tried and performed was
analyzed together and the volunteers were shown images regarding the digital
elements present in the scene itself (cage, Genie, dog, rope, diamond gem) and
the real objects that they would have used (book and knife). The first section of
the questionnaire, concerning general information on the participant such as age,
gender, acting experiences, and knowledge of AR was then completed.

Figure 6.8: The volunteer’s view during the rehearsal with the traditional method
(left), during the test with the AR method (centre) and during the shot (right).

After that, the scene was rehearsed three times either with the traditional
method or with the proposed method or using the AR headset, depending on the
group the volunteer belongs to. Fig. 6.8 the volunteer’s view during the two types
of scene rehearsal and during the shooting.

The traditional method involved the use of these props:

• a rod with a hardcover of the Genie face on it to give a reference point on the
direction of the gaze when the Genie is in its normal form;

• a cardboard figure depicting the Genie in its mini form, placed on the actor’s
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belly with the motion capture suit always to give a reference on the direction
of the look when the actor had to interact with the mini-Genie.

• a prop to indicate the presence of the dog in the scene;

• a laser to indicate the dog that is moving, in order to help the actor imagine
something coming towards them and give him a clue as to the direction to
look;

• a tennis ball, used in two circumstances: firstly when the Genie transforms
to give a reference on the position of his eyes during the transformation and
then when the diamond and the gem appear with their spiral movement.

Figure 6.9: From the left: 1) the tracked gloves used to track the tester hand,
2) the “magic book” and the knife prop used in the scene, 3) and 4) two props
used to help the testers direct their gaze when interacting with the Genie (and
Mini-Genie) during traditional rehearsal, and 5) a prop used to represent the dog
and a laser pointer to give a reference on where to look to the tester when the dog
was moving, during traditional rehearsal.

During the AR rehearsal, the volunteer used the HoloLens to see all the virtual
elements in the scene (including the Genie, who was animated in real time using
motion capture, and was superimposed on the actor piloting him through the
mocap suit). In this methodology, the right hand of the user was tracked using
a glove with markers in order to let him or her interact with the gem at the end
of the script. In this way, the actor could actually take the gem in his or her
own hand. After rehearsing the scene three times with the traditional or AR
method the scene was shot. During the shot not a single prop was used, and the
volunteer must uses his/her imagination and memories of the rehearsals to play
the scene as better as he/she can in terms of gaze-directioning, spatial positioning
and emotional reactions. However, there were marks on the ground to indicate
the position of virtual elements such as the sign, the dog and the cage. When
shooting the volunteers playing Aladdin wore the HoloLens and the tracked gloves
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in order to capture data concerning the eye gaze and the hand position. After the
shooting, the volunteer had to answer a questionnaire regarding the tests of the
scene in terms of spatial presence and social presence usability, and how much the
test methodology of the scene had helped him then in shooting it. Finally, the
tester tried the other rehearsal method that he/she haven’t tried yet and answered
the same questionnaire as before but concerning the other rehearsal method minus
the part he had filled out earlier which was about how much the test methodology
of the scene had helped him then in shooting it. Plus he/she had to answer to a
series of questions concerning the AR experience in general and his/her rehearsal
method preferences.

6.6.1 Questionnaire
The questionnaire as mentioned was made up of various parts.

• Pre-experience questions

• Post three times rehearsal questions

1. Usability of the rehearsal system
2. Spatial presence
3. Social presence

• Post shoot questions (how much the rehearsal method has helped during
shoot):

• Post both rehearsal methods questions (comparing the two methods)

• Augmented reality experience

6.6.2 Pre-experience Questions
The pre-experiment questionnaire in [67] were used, encompassing the following
items.

1. Progressive ID

2. Age

3. Gender

4. Do you have any knowledge of theatre (acting)? 1 (none), 2 (minimal knowl-
edge), 3 (some knowledge), 4 (good knowledge), 5 (excellent knowledge)
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5. Have you ever acted? 1 (never), 2 (may have happened), 3 (occasionally), 4
(quite often), 5 (every day)

6. When was your last acting experience?

7. Have you ever acted in scenes where motion capture was used? 1 (never), 2
(may have happened), 3 (occasionally), 4 (quite often), 5 (every day)

8. What knowledge do you have about augmented reality? 1 (none), 2 (minimal
knowledge), 3 (some knowledge), 4 (good knowledge), 5 (excellent knowledge)

9. How often do you use augmented reality systems? 1 (never), 2 (may happen),
3 (occasionally), 4 (quite often), 5 (every day)

6.6.3 Post Three Times Rehearsal Questions
Usability of the Rehearsal System

For these questions, [87] was used, asking to give a score to the following statements.
1 (Completely disagree), 5 (Completely agree).

1. I guess I could use the scene testing system (scene props or AR headset)
frequently.

2. I found the scene testing system overly complex.

3. I think the scene test system is easy to use.

4. I think I would need the support of a technician to understand how to use the
scene test system.

5. I found the various features of the scene testing system well implemented.

6. I think there were too many inconsistencies in the scene testing system.

7. I think most people would learn to use a scene testing system like this quickly.

8. I found the scene rehearsal system inconvenient to use.

9. I felt confident/safe using the scene rehearsal system.

10. I needed to learn a lot of things before I could use the scene test system.
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Spatial Presence

These questions were taken from [84] and had to be answered on a scale from 1
(not at all) to 7 (very much).

1. How much did you feel that the objects you saw/heard/imagined were part of
the environment you were in?

2. How far did you feel you could reach out and touch the objects you saw/-
heard/imagined (such as the rope or gemstone)?

3. How many times when you had to see/imagine an object coming towards you
(like the dog walking towards you) did you instinctively move?

4. To what extent did you experience the feeling of being there: within the
environment you saw/heard/imagined?

5. To what extent did the sounds seem to come from the objects you saw/imag-
ined?

6. How many times have you had the instinct to touch or pretend to touch
objects you were seeing/imagining even though it was not explicitly stated in
the script?

Social Presence

Also these questions about social presence were taken and modified from [84], and
had to be answered on a scale from 1 (not at all) to 7 (very much).

1. How many times did you feel that the characters (Genie and dog) you saw/-
heard/imagined in the scene could also see/hear you?

2. To what extent did you feel you could interact with the characters (Genie and
dog) you saw/heard/imagined?

3. How much did you feel that, when required by the script, your movements
depended on those of the other characters (Genie and dog) (e.g. when you
moved in response to the dog’s approach)

4. How much did it seem that you and the characters (Genie and dog) you were
seeing/hearing/imagining were in the same place?

5. How often did you feel like the Genius was speaking directly to you?

6. How many times have you wanted to or made eye contact with one of the
characters (Genius and dog) that you have seen/heard/imagined?

7. How protagonist-like did you feel about the interaction with the characters
(Genius and dog), which you saw/heard/imagined?
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6.6.4 Post Shoot Questions
These questions were inspired by the those used in [67], and had to be rated on a
scale from 1 (completely disagree) to 7 (completely agree).

1. The rehearsal system helped you position yourself better in the space during
the shoot (e.g. when you had to cut the rope, approach the Genie or pick up
the gem).

2. The rehearsal system helped you follow the Genie better during the shoot (e.g.
when he was in mini-Genius form and walking towards you).

3. The rehearsal system helped you feel more comfortable with your gestures
during the shoot (e.g. throwing the paper or cutting the rope).

4. The rehearsal system helped you better manifest the emotional states of the
character you were playing through your facial expressions (e.g. when you
had to feign fear for the dog or astonishment at the Genie’s transformation).

5. The rehearsal system helped you better manifest the emotional states of the
character you were playing through your gestures (e.g. when you had to feign
fear for the dog).

6. The rehearsal system helped you work on your emotional involvement in the
scene in general.

7. The rehearsal system helped you make better use of the space (e.g. in figuring
out where the dog was or approaching the mini-genius).

8. The rehearsal system allowed you to be more confident in your performance
during the shoot.

9. How ready did you feel to shoot the scene? (1 Not at all ready, 7 Perfectly
ready)

6.6.5 Post Both Rehearsal Methods questions
Also these questions were inspired by those in the questionnaire used in [67], and
asked to choose between AR or Traditional method.

1. In your opinion, which shooting test mode is preferable for working on po-
sitioning in the scene (e.g. when you had to cut the rope or approach the
genie)?
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2. In your opinion, which test shooting mode is preferable for working on gaze
direction? (e.g. when you had to look at the dog, the mini-genius or the
presents)

3. In your opinion, which shooting test mode is preferable to work on synchroni-
sation with the other characters? (e.g. when you had to react to events such
as the dog leaving)

4. In your opinion, which shooting rehearsal mode is preferable for working on
the emotional involvement in the scene (e.g. for emotional reactions required
by the character being played, such as fright at the dog or astonishment at
the genie’s transformation)

5. Which shooting test mode do you prefer?

6.6.6 Augmented reality experience
These questions were taken from [88] and asked to rate the following statements
on a scale from 1 (completely disagree) to 7 (completely agree).

1. Looking at virtual objects was as natural as looking at real-world objects.

2. I had the impression that virtual and real objects belonged to the same world.

3. I had the impression that, if I wanted to, I could touch and grasp the virtual
objects.

4. I had the impression that the virtual objects were in the real world rather
than simply projected on a screen.

5. I had the impression of seeing virtual objects as three-dimensional and not as
mere flat images.

6. I noticed to the differences between real and virtual objects.

7. I had to make an effort to recognise virtual objects as three-dimensional.
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Chapter 7

Results

7.1 Introduction
The experiment proposed was done to evaluate if and how augmented reality could
be useful for actors to rehearse scenes in which the motion capture is involved. Two
types of data were collected for each volunteer: subjective and objective. To study
the statistical significance, a parametric student’s t-test with a value of significance
α < 0.05 was performed on the results. In the next two sections, the data collected
in the experiment will be analyzed in order to find out if augmented reality can be
a valid alternative for actor’s rehearsal.

7.2 Participants
Fifteen participants (aged between 21 and 45, mean=26,375 std=5,75) of which
nine male and fix female took part in the experiment. Seven of them were trained
using Augmented reality while the remaining were trained using the traditional
method. Regarding their level of knowledge of acting, most of them had minimal
or low knowledge, 20% had some knowledge and 7% had good knowledge (Fig.
7.1). None of them had ever acted in scenes requiring the use of motion capture.

Participants were volunteers who received no compensation and were recruited
through professional and personal contacts.

7.3 Subjective Results
The subjective measurements were collected through the two questionnaires pre-
sented above. As said in the previous chapter, the first questionnaire, included two
items about spatial presence and social presence, one item about the usability of
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Figure 7.1: Features of the volunteers who participated in the experiment.

the rehearsal system, and a series of questions on how the rehearsal system helped
the tester when shooting the scene. The second questionnaire instead concerned the
rehearsal method preferences. Participants also had to answer a series of questions
concerning their experience with augmented reality. For system usability, the SUS
scores of the two rehearsal methods were compared (Fig. 7.2).

The AR method scored 90.4 while the traditional method 59.1. The participants
found the AR method for rehearsal easier to learn than the traditional one, and
they felt more confident in doing the rehearsal using this method. The other three
parts of the questionnaire (concerning spatial presence, social presence and how
the rehearsal method helped) collected subjective data with a 1 to 7 Likert scale.
The results are illustrated in Fig. 7.3.

In all the three categories augmented reality rehearsal seems to be better for the
participants. More specifically, regarding spatial presence, most of the participants
stated that they felt most strongly that they were within the environment of the
scene and that they felt more like they could reach out and touch the objects in
the scene. Speaking about the social presence the participants declared that, using
the AR method, they had more of a feeling of being able to interact with virtual
characters (both animated in motion capture and not) and that they had more of
a feeling that those characters could also see/hear them. Finally, the participants
stated that the AR rehearsal method were more helpful for them in order to shoot
the scene after the three rehearsal having no clue of the virtual object in the scene.
The answers to the questionnaire showed that the AR rehearsal method helped
them to make better use of space, to position themselves better in the scene, to
feel more comfortable with their gestures, to manifest emotional reactions as a
result of events involving virtual objects in the scene and, finally, to feel more
confident when shooting the scene. All of these results were statistically validated
through a student’s t-test with a value of significance of alpha < 0.05. In the
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Figure 7.2: SUS score results (the higher the better).

Figure 7.3: Questionnaire results (the higher the better).

second part of the questionnaire, concerning preferences, all participants stated
that they preferred the augmented reality testing method. The p-values for the
subjective data are reported in Table 7.1.
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P-Value
Usability of the system <0.001

Spatial presence 0.003
Social presence 0.004

Help in shooting 0.002

Table 7.1: P-values regarding the subjective data.

7.4 Objective Results
The objective results of the experiment concerned two aspects: the eye-gaze and
the spatial position. The data was collected during the shoot, when the volunteers
had no visual clues about the virtual objects (including the Genie animated in
motion capture), and was about the distance from where the testers were looking
and where they had to look, and the distance from where they had to position
their hand and where they actually position them. This data was collected using
the HoloLens position/rotation for the tester’s head position/rotation and a glove
with Optitrack trackers for the tester’s hand tracking. This data was analyzed
considering specific moments during which the user had to look at a specific virtual
object/character or had to place his or her hand on a specific virtual object. For
eye-gaze, the value for the distance was taken as that between the point to be
observed and the point of intersection of the user’s line of gaze direction and the
plane perpendicular to the segment joining the user’s position with that of the
point to be observed (as depicted in Fig. 7.4).

The collected data concerned:

• the eye-gaze distance calculated when the tester had to look at the dog for
the first time at the beginning of the script;

• the eye-gaze distance’s mean calculated when the tester had to look at the
dog terrified, as it was walking towards him or her

• the eye-gaze distance’s mean calculated when the tester had to look at the
Genie’s eyes while he was transforming in mini-Genie;

• the eye-gaze distance’s mean calculated when the tester had to interact with
the mini-genie for 10 seconds after transformation;

• the eye-gaze distance’s mean calculated when the tester had to look at the
diamond when it appears animating in a spiral movement;

• the eye-gaze distance’s mean calculated when the tester had to look at the
gem when it appears animating in a spiral movement;
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Figure 7.4: An illustration of how the distance was calculated for objective
metrics.

• the hand distance calculated when the user had to take the gem at the end of
the script.

Speaking about the eye-gaze distance data, as it can be seen in Fig. 7.5, all
distances were shorter for the shoot scene done after the AR rehearse.

However, statistically, only three of these values were relevant: the one referred
to the moment in which the participant had to look at the dog who was walking
towards him or her, the one referred to the moment when the participant had to
look at Genie’s eyes during his transformation and the one referred to the moment
in which the user had to interact with the mini-Genie after his transformation.
For the first two, it is worth noticing that they represent two similar events: two
animations of virtual characters that the participants had to follow with their eyes
and react. The third is referred to an interaction with a virtual character animated
through motion capture who’s size is smaller than the human one. For the hand
distance, the data collected showed that this was slightly lower when the scene
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Figure 7.5: Data measured when shooting the scene after AR or traditional
rehearsal (the lower the better).

was prepared with the AR rehearsal method than with the traditional rehearsal
method (0.70 instead of 0.79). However, this result was not statistically significant.
In Table 7.2 the p-values of the statistically significant elements are shown.

P-Value
Approaching Dog 0.035
Genie Transform 0.007

Mini-Genie Interaction 0.008

Table 7.2: P-values regarding the subjective data.

So the objective data showed that the AR rehearsal can be a valid method for
actors to train themselves in directing their gaze towards virtual elements in the
scene as they move or to better direct their gaze when interacting with animated
characters in motion capture of a different scale from the human one.
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Chapter 8

Conclusions

The goal of this thesis is to analyze if and how AR could be helpful for actors to
overcome their difficulties when playing scenes in which motion capture is involved.
A framework was created to allow a user wearing the HMD to see the virtual
character superimposed in real time on the actor who is animating it through
motion capture.

This was done using an HoloLens 1st Gen. as OST-HMD, Optitrack as optical
tracking system for motion capture and an open-source middleware called Motion-
Hub to allow these systems to communicate with each other, by modifying the
MotionHub software and creating a Unity application for HoloLens.

Afterwards, an experiment was carried out involving volunteers, regarding how
useful AR can be in rehearsing scenes in which virtual elements, including characters
animated through motion capture, are present. The aim of the experiment was to
compare the proposed scene rehearsal method (with the use of the AR visor and
the devised framework mentioned above) with the traditional rehearsal method
involving the use of props.

Subjective and objective data were gathered through this experiment and ana-
lyzed. The obtained results showed that the AR method was better for the users
in terms of usability, spatial and social presence in the scene, and the usefulness
of the method for then filming the scene. With regard to the objective data, they
showed how the AR trial can help in directing the gaze towards virtual elements
in the scene as these elements move, or to better direct it when interacting with
motion capture-animated characters of a different scale from the human one.

In conclusion, it was proved how AR can be a viable alternative for actors to
rehearse scenes in which motion capture is involved.

The work presented in this thesis could be improved in many ways in the future.
First of all, this framework can be extended to be used by multiple users, so that
it could also be useful in scenes where there are several actors shooting a scene
with one other actor playing a virtual character using motion capture. Secondly, if
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a markerless system is adopted, the motion capture suit-wearing actor would be
able to move in larger spaces and without the requirement for intrusive equipment
like reflective marker outfits. Unmarked systems such as inertial ones could be
used for this purpose, although latency problems would have to be reduced and
the problems concerning differences between reference systems would have to be
resolved somehow. Thinking bigger, the video camera integrated in the OST-HMD
could be directly used to detect, by means of machine learning algorithms for
example, the 3D pose of the actor playing the virtual character, and use it to
overlay the character played.
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