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Abstract

The assessment of financial credit risk is a challenging and important research
topic in the area of accounting and finance. Economic crises indicate that there
is still no stable or globally valid solution for estimating the financial credit risk
with sufficient accuracy. At the economic and banking level, credit institutions
and credit information systems are looking for new methods of analysis on the
data in their possession; in particular, the enormous amount of micro-transactions
due to the advent of cashless transactions has not yet been exploited. In this
dissertation, credit scoring models are proposed, using real payment data retrieved
in a Payment Services PSD2 - Directive (EU) context. The data under analysis, i.e.
a list of movements, is made available through the Account Information Service
(AIS). But the data are not provided with a whole series of information to which
credit bureaus and banks have access. Therefore, different solutions found in the
literature have been extended and adapted to the available data. The goal of this
thesis is to investigate the use of time series forecasting techniques to predict a
credit score indicating the risk of incurring in a fraud from the history of payments
recorded as bank transactions. This is particularly helpful to perform credit checks
on customers who have no past credit history. In fact, the dataset under analysis
are transactions made by users during a 3-month period.

In an initial supervised learning phase, we use a fraud label to train our model
to classify users as fraudulent or not fraudulent. The fraud label was manually
assigned by the company. Further details cannot be made publicly available for
legal reasons. This approach is generalizable to the context we are seeing of open-
Banking, where the fraud or non-fraud information would not be present.

In a second phase, Fraudolent and non-fraudolent users are divided into different
cluster. All individuals (i.e all the time series) within the same cluster have the
same spending behaviour. Upon confirmation by experts, the same credit score
should be assigned to users belonging to the same cluster. The training of the
algorithm cannot be supervised as it is not possible to rely on already calculated
scores associated with the examples contained in the dataset.

In parallel, results obtained from time series forecasting are also added, allowing
the time series to be extended into the future.

State-of-the-art research in banking risk management was compared also exploit-
ing the additional fraud information to better control the clustering results. The



models most used by credit bureaus to analyze financial data have been analyzed
and adapted in order to be usable on the dataset under analysis, and therefore
more usable in the context of open banking that we will see in the coming years.

The results achieved and analyzed allow us to easily understand that there is
no globally accepted method that has been shown to be better than others except
on specific datasets that are not particularly significant at the level of structured
research in this domain. Hence the importance of further analysis in this area by
comparing different machine learning techniques to assess credit risk. In fact, we
were able to obtain meaningful clusters by exploiting additional fraud information,
but in a general context it would be appropriate to have financial domain experts
able to validate and verify the cluster generation process on time.
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Summary

The assessment of Financial Credit Risk is a challenging research topic involving
governments, credit bureaus, banks, companies, private users and families.

The accuracy of Financial Credit Risk is of crucial importance to both the
economy and society, in fact the risk analysis models of the institutes in charge of
this evaluation have not proved to be sufficiently accurate. At the economic and
banking level, credit institutions and credit information systems are looking for
new methods of analysis on the data in their possession; in particular, the huge
amount of micro-transactions due to the advent of cashless transactions has not
yet been exploited.

The approach adopted today by lenders is based on traditional credit scores.
Traditional or Bureau credit scores, e.g. Equifax, Experian and TransUnion use
VantageScore or FICO Score, are proving inadequate and non-descriptive for indi-
viduals with no credit history.

The main criticisms of the current system are: the credit score changes only after
values have been recorded, therefore only following a continuous and prolonged
insolvency; income is often not considered, or is inaccurate and it is rarely possible
to track where capital is invested; it is not possible to assign a credit score to those
who have no credit history. In particular, they are unable to predict future spending
capacities as they are based exclusively on the credit history and on the payment
capacity, generally self-declaring, of consumers. The problem that is analyzed in
this thesis is the possibility of associating a probability to each individual solely by
observing bank transactions. This probability should therefore be representative of
the risk of insolvency of the individual and therefore, in general, representative of
his spending capacity, not just at a given moment in time, but sufficiently detailed
to be able to describe its evolution over time and make predictions about future
trends. The challenge is to create a new credit scoring system that can improve
credit risk management by evolving with the user’s financial history. This translates
into being able to find a numerical estimate of the probability of solvency based
solely on the individual’s spending and earning behavior. To this purpose, the
proposed approach adapts the credit score to consumer behavior by comparing it
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with the credit score of other similar users.

In this dissertation, the proposed analysis methods models use real payment data
retrieved in a PSD2 context. The PSD2 regulation is a European regulation that
aims to make the management of money and payments safer and more convenient;
among the various services it introduces the Account Information Service (AIS),
which makes available the list of movements. These movements, as in the case of the
dataset under analysis, are not provided with a whole series of information to which,
on the other hand, credit institutions and banks have access. In the dataset under
analysis, obtained through thesis collaboration with a company, transaction data
are for example bank account transfers, electronic payments and/or credit/debit
card payments, described by anonymous Ids (user, account/bank wallet and bank
provider), two categorical labels (type of account and type of payment), amount
and currency, and a Boolean label created by a human process of selection of fraud
in SDD direct debit (Sepa Direct Debit).

The goal of this thesis is to investigate the use of time series forecasting tech-
niques to predict a credit score indicating the risk of incurring in a fraud from the
history of payments recorded as bank transactions. This is particularly helpful to
perform credit checks on customers who have no past credit history. In fact, the
dataset under analysis are transactions made by users during a 3-month period.
This work reproduces the models used in the state of the art, on one hand using
supervised machine learning methods to predict label fraud (Direct Debit Fraud),
on the other hand using unsupervised clustering methods to categorize users into
appropriate clusters. In addition, time-series forecasting on single user time series,
was done to extract useful statistics. Future works should combine the results to
generate as output a numerical value that is representative in terms of risk score
and can provide a more appropriate tool for credit scoring analysis.

The biggest defect in the dataset is the lack of information about the direction of
the transaction, i.e., it is not possible to determine exactly whether the transaction
is incoming or outgoing and whether it has affected the balance. Another difficulty
is the training of the algorithm, which cannot be supervised, i.e. it is not possible
to rely on already calculated credit scores associated with the examples contained
in the dataset. That is, the available inputs do not have a label that contains the
numerical value that the algorithm is tasked with learning to predict.

The dataset under analysis contains for each transaction a set of labels, among
which are a label user and a label fraud. The fraud label was manually assigned by
the company during an independent research. Further details on the independent
research cannot be made publicly available for legal reasons. By aggregating all
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the transactions with the same label user, we create the user time series. A user
is considered fraudulent because all his transactions were labeled as fraudulent,
even though this could be not representative of the reality. In fact, in a real
world scenario it is possible that a fraudulent user may also have non-fraudulent
transactions.

In an initial supervised learning phase, we use the fraud label to train our model
to classify users as fraudulent or not fraudulent. To make the supervised predictions,
k neighbors time series classifiers were trained and compared. It must be noted
that the dataset under analysis fraudulent users are about 0.01% of the total users.
Given the strong unbalance of the data in this division, it is advisable to use special
libraries of "unbalanced learning" able to increase the least represented class (in
this case fraudulent) with mathematical techniques to improve learning.

In a second phase, Fraudolent and non-fraudolent users are divided into different
cluster. We represent users with time series and we divide the users into cluster
using k-means and k-shape unsupervised time series clustering methods. All
individuals (i.e all the time series) within the same cluster have the same spending
behaviour. Upon confirmation by experts, the same credit score should be assigned
to users belonging to the same cluster.

Clustering methods allow one to use various metrics and approaches to divide
the time series population into groups. Therefore, we investigated various metrics
to assess the individual’s situation and compare it to the financial situation of
other individuals. To separate the data into clusters, we exploited the information
generated by statistics analysis (min, max, avg, std, median, var, sum), and the
metrics called "Dynamic Time Warping (DTW)" and "LB Keogh". In particu-
lar, it has proven useful to use DTW because it is a versatile algorithm for time
series of different lengths to measure the similarity between them. However, its
quadratic time and space complexity is an obstacle to its applications in large
time series data mining and thus we used one of its lower-bound function: LB Keogh.

To differentiate and characterize individual users within the same cluster, the
time series of individual users were also analyzed and partitioned using KMeans
clustering. To select the appropriate number of clusters of each behavior, the
number of clusters that reduced the reconstruction error was used. Using the
clusters with lower reconstruction error it is possible to assume that these behaviors
are significant, however they should be subjected to analysis by experts in finance
and econometrics. In this step the best results (i.e. the minimum number of cluster
needed to reconstruct the time series) were obtained by sorting the time series by
their amount. Since we did not have domain expert opinion that could evaluate
individual behaviors, it was only possible to use them for comparisons with similar
behaviors with fraudulent or non-fraudulent users.
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In addition to these methods, time-series forecasting on single user time series,
was done to to extract useful statistics (seasonality, stationarity, trend, residual).
These statistics will allow to distribute credit score over the entire time series
of transactions. Two models were compared: Seasonal Autoregressive Integrated
Moving-Average (SARIMA) and Prophet (by Facebook).

In particular, thanks to these libraries for the prediction of time series, by
temporally dividing the user’s time series into a train set and a test set, it is
possible to calculate an error on the prediction and then use this information by
properly evaluating this models; in fact, the results show that there are users who
are "easy" to predict while others present more "unpredictable" transactions.

The current state of the art, allows us to easily understand that there is no
globally accepted method that has been shown to be better than others except
on specific datasets that are not particularly significant at the level of structured
research in the field. Hence the importance of further analysis in this area by
comparing different machine learning techniques to assess credit risk. The results
obtained from the various calculations are not fully comparable with the results
present in the state of the art as they do not contain the same information. In
order to extract additional and financially meaningful information, further analysis
by a domain expert would be required to add value to the clusters and predictions
presented in this thesis. The same domain experts could validate and classify
certain behaviors and/or users as virtuous based on economic analysis, in order to
identify the set of users that most closely match those behaviors and propensities.
Through these final steps, it would be possible to extend the methods analyzed by
providing an additional tool for credit risk score analysis.
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Chapter 1

Introduction

Problem statement

The problem we are going to analyse is the possibility of associating a risk probability
to each individual solely by observing bank transactions (anonymized and therefore
with a reduced level of useful information). This probability should therefore
be representative of the risk of insolvency of the individual and therefore, in
general, representative of his spending capacity, not just at a given moment in time,
but sufficiently detailed to be able to describe its evolution over time and make
predictions about future trends together with an error calculated on the data in
our possession.

1.1 State of the art

In finance and banking, a financial risk score is defined as: “The financial risk
score measures the overall financial condition of a business or individual based on
a number of credit measures that include typical items used in the credit evaluation
process: UCC Deposits, Waivers, Outstanding Payments, etc. This measure is
basically a provisional risk score for a fiscal entity, covering approximately the
next 1 to 2 years. This compares to traditional scoring used by companies that
evaluate and score business performance or that of their customers or partners.“
[3]. In the academic literature and research conducted on Risk Scoring, along with
the solutions to date in the banking, insurance and finance industries, we find it
useful to introduce and cite the following publications that may be comprehensively
descriptive of the state of the art.

1



Introduction

1.1.1 revolution in risk management and compliance
This thesis and analysis are similar to those described in the work of B. van
Liebergen, 2017 [4], the purpose of which is to shed light on the concept of machine
learning and its uses within financial services. In particular, applications in the
banking industry will be discussed through three use cases of machine learning:
credit risk modeling, detection of fraud and money laundering, and surveillance of
conduct breaches and abusive behavior within financial institutions.

Figure 1.1: Machine learning methods in financial services. Image taken from [4].

In Figure 1.1 it is possible to see that the combined approach of supervised and
unsupervised methods is a valid approach for our type of research.
In the analysis conducted by the Italian Department of the Treasury, Ministry of
the Economy and of Finance [5], a series of comparisons are made to attest the
value of attributing a credit risk score such as the one we are conducting in this
analysis. In figure 1.2 we can see how much the demand for credit and therefore
its evaluation is of essential and how the economic and financial crisis of 2008 had
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Introduction

a series of repercussions on both the real economy and the credit market.
The risk of insolvency has grown and the risk analysis models of the institutes

Figure 1.2: Trends of nominal loans to households (in orange), non financial
corporations (in blue), and the private sector (dashed) between 1999 and 2015.
y-axis: average annual change in nominal loans, x-axis: time. Image taken from [5].

in charge of this evaluation have not proved to be sufficiently accurate. This has
led banks to increasingly stringent and rigid constraints. The credit granted by
Financial Institutions (FIs) is an important tool for the economic development
of the global market. The idea that credit influences the economic cycles is a
concept already analysed by Bernanke (1983, 2000) [6] in the context of the Great
Depression and in the "financial accelerator" theory. The analyses conducted in [5]
have shown that loans in the private sector are significant also in anticipation of
inflation and price trends. With the help of a Vector Autoregressive (VAR) model,
described in its general form in Fig. 1.3, it is possible to identify the variables that
contribute most to the explanation of credit and how it is possible to identify the
existing relationships.

Figure 1.3: Vector Autoregressive (VAR) model. Image taken from [5].

1.1.2 Income risk score

Figure 1.4 shows a flow chart of the analysis conducted by S. K. Annappindi, 2014,
[7] to assess the credit risk score, similarly to how we will do in our analysis.
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Figure 1.4: General flow chart to assess the credit risk score. Image taken from
[7].

The assessment system proposed by [7] was finalized in a patent, in which systems
and methods were described to assess the credit risk of consumers by analyzing
their income risk and creditworthiness. The goal of the system is to estimate
consumers’ future ability to pay. This method allows us to make a prospective
assessment of an individual’s ability to repay a debt or ability to pay for products
and services.

This study also compares the methods currently adopted by FIs and their
limitations (Figure 1.5).
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Figure 1.5: Currently adopted methods and limitations. Image taken from [7].

The Financial Risk Score is a new evaluation system that integrates the credit
risk score and consumer credit score. A forecasting approach based on machine
learning techniques allows to increase the accuracy of the forecasts on credit risk
with a consequent increase in the quality of the credit offered, an increase in
acquisitions and profitability in the consumer credit sector. The customer’s ability
to pay depends mainly on disposable income and spending habits.

The approaches adopted today by lenders are based on traditional credit scores.
Traditional or Bureau credit scores are proving inadequate and non-descriptive for
individuals with no credit history. In particular, they are unable to predict future
spending capacities as they are based exclusively on the credit history and on the
payment capacity, generally self-declaring, of consumers. The main problems are:
1. The scores are not reactive. They change only after the values have been
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recorded, therefore only following a continuous and prolonged insolvency.

2. Income is often not considered, or is inaccurate. It is rarely possible to trace
where the capital is invested.

3. It is not possible to assign a credit score to those without credit history.

1.1.3 FICO score
Financial risk represents an overall financial exposure score. Credit Score is a
3-digit score that can decide the fate of a credit application and in particular will
determine interest rates. Furthermore, the rent or other requests could also be
strictly connected to the analysis of the credit score. One of the most used is the
FICO score: or Fair Isaac COrporation, credit scores are a methos of quantifying
and evaluating an individual’s creditworthiness. The score ranges from 300 to
850, with some lenders considering a score below 620 as subprime [8]. One of the
main problems is the uniqueness of the FICO score; in fact, the three main credit
agencies (Experian, Equifax and TransUnion) collect and report credit information
independently. It is therefore possible to have a different FICO score for each office
based on the data in their possession. The parameters (and their weights) used to
calculate the FICO Scores [9] are shown in Figure 1.6.

Figure 1.6: Parameters (and their weights) used to calculate the FICO Scores,
taken from [7].

The first versions of FICO had a variable to measure the number of consumer
credit cards. In the beginning (in 1992) having many credit cards was considered
risky, while having few credit cards was considered a good behaviour. In a short
time (in 1998) consumers with many credit cards were considered less suspicious
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than the ones with only one credit card. This example shows how much there is
a need to periodically retrain the scores in order to take into account changes in
risk models as consumers behave differently. Credit requests have always been
essential to assess the credit score. Although only a part of the final score, they
have always been the focus of consumer attention. A first improvement to the
FICO score was in introducing a buffer and a time window so that the latest credit
requests would not affect the overall score. The buffer excludes the last requests
and the time window aggregates the requests. The analysis showed that a larger
window allowed an improvement even if the improvement was negligible for the
cases of 60 or 90 days. For simplicity, a single window of 45 days was chosen (much
more predictive than the initial 15 days), without differentiating between the cases
among consumers (in fact, anyone with a bad credit history is reasonable to think
that it takes longer to apply for a new credit).
Since the 2000s bank accounts have become increasingly complex. For example,
flexible accounts have been created that have no limits except that of repaying
the entire amount to the next cycle (generally the following month). These cases,
together with others, have led to a more complex model called FICO 8.

FICO ranges from 300 to 900; The sector specific FICOs have a range from 250
to 900. They are divided as:

1. 800+ -> Exceptional

2. 740:799 -> Very Good

3. 670:739 -> Good

4. 580:669 -> Fair

5. 579 and lower -> Poor

It is evident that the credit score is a measure that allows you to evaluate the
ability of the past; but what it would really matter to know is the ability of the
future, therefore a forecast of ability.
A particularly interesting model was proposed in 2006 by Equifax, Experian and
TransUnion, called VantageScores [10]. This score model, used in the context of
unsecured loans such as credit cards, brings different advantages respect to FICO.
In fact, the resolution of the credit is considered due both to the "ability to pay"
and to the "willingness to pay". The ability to pay off a loan is proportional to
the level of income while the willingness to pay is assessed on the basis of past
payment behavior.
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1.1.4 Machine learning for fraud assessment
Some important papers such as [11], [12], [13] and [14] illustrate how promising
results have been gathered in the context of machine learning and neural networks
in financial and non-financial fraud research.

In [11] a wide and varied comparative analysis is performed on the most used
algorithms applied in the context of credit risk core assessment. Figure 1.7, shows
some of the best results to date recoverable in academic and research.

Figure 1.7: Bar diagram reporting the performances of different machine learning
models to predict the credit risk core (Logistic Regression (RL), Naïve Bayes (NB),
Neural Network (NN), Support Vector Network (SVM), Random Forest (RF) e
Classification And Regression Tree (CART)). Image taken from [11].

These results allow us to easily understand that there is no globally accepted
method that has been shown to be better than others except on specific datasets
that are not particularly significant at the level of structured research in the field.
Hence the importance of further analysis in this area by comparing different machine
learning techniques to assess credit risk. In fact, global markets are full of risks
and many attempts have been made to find quick and efficient ways to predict the
future, so even an empirical or cross-sectional study like the one proposed in this
thesis can improve the current credit and credit risk assessment scores that are of
great benefit to the banking industry.

In [12], a set of machine learning models was tested in the context of credit
deciding (i.e. the process of deciding whether to grant a credit card or a loan). The
qualitative results of the research are shown in the table in figure 1.8, where we can
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see that there is no particular improvement over the standard methods analysed in
the previous article.

This work has two main limitations:
• The comparisons are made using data provided by two leading credit markets

in Europe. Future works should conduct similar analysis in other geographic
area.

• The study was done with three years of historical data, but since the market
is changing rapidly we should continue to update it with continuously updated
research. It is therefore recommended to repeat these experiments after a few
years to better understand the progress of risk management digitization.

Figure 1.8: Qualitative Results of machine learning models for credit deciding.
Image taken from [12].

As described in [13], current research in the area of risk in banking is much
broader than what we are going to analyse in the course of this thesis. In fact,
banks face many different types of risk: interest rate risk, market risk, credit
risk, off-balance sheet risk, technological and operational risk, exchange rate risk,
country or sovereign risk, liquidity risk and insolvency risk. The article goes on to
detail the various types of risk defined in the annual report of 10 leading banks,
shown in the chart in figure 1.9 that illustrates the taxonomy of the various types
of risk.

In addition, the same article [13] addresses and describes the various methodolo-
gies or tools implemented to manage these risks (Figure 1.10).

The tables reported in the Appendix ( A.1, A.2, A.3, A.4, A.5, A.6) provide
a list of the articles that were reviewed by [13], classifying them by risk type,
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including the risk management method/instrument and the algorithms. These
researches were taken as examples for the study of models and methods that are
implementable to our problem.

1.2 Partnership
In this dissertation, credit scoring models are proposed, using real payment data
retrieved from a company in a PSD2 and open banking context. The PSD2
regulation is a European regulation that aims to make the management of money
and payments safer and more convenient.

The research was conducted in collaboration with a company, which we will call
for confidentiality SC (Smart Company). SC offers to the customer a service to
monitor the activities of its bank accounts. Needless to say, the service collects the
transaction data only from the bank accounts chosen by the user.

Transaction data are for example bank account transfers, electronic payments
and/or credit/debit card payments. The cash flow statement can be calculated
as the amount of collections or inflows minus cash payments or outflows over a
specified period of time. This financial statement can be used to measure a user’s
financial strength or leverage. A positive flow, i.e. more revenue than expenditure,
indicates favorable financial health. SC provided a data sets with transactions
received from the banks that the user has chosen to connect. This allows to identify
the main account and the movements between accounts linked to the same user
(categorized as Transfers). The data of the single transaction include: the date of
the transaction, the amount and some labels. These labels are provided by the
categorization of the bank to which the account refers, so they may vary from bank
to bank. These may include:

1. Account ( 75%),

2. Credit Card ( 8%),

3. Checking ( 7%),

4. Card ( 4%),

5. Savings ( 3%),

6. Debit Card ( 0.5%),

7. Loan ( 0.1%),

8. Investment ( 0.1%),

9. Mortage (<0.1%),
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10. Credit (<0.1%).

SC also has its own system for the categorization of expenses and the possibility to
correct this categorization through the user’s suggestion. These are:

1. Food and Drink ( 20%),

2. Transfers ( 15,5%),

3. Goods ( 12%),

4. Fees ( 9%),

5. Transport ( 8%),

6. Earnings ( 7%),

7. Home and Family ( 6%),

8. Other ( 7%),

9. Leisure ( 5%),

10. Services ( 5%),

11. Wellness ( 3%).

Categories can allow data segmentation and provide useful trends over time.
In the end, it is then possible to imagine the analysis on a set of users as in the

diagram in figure 1.11, each user can be considered fraudulent or not, depending
on the associated accounts. Each bank account has a list of associated transactions
described by the fields described in section 2.1.2.

1.3 Methods overview
The challenge is to create a new credit scoring system, called in this thesis Financial
Score. This system differs from the logic adopted so far and is based on the actual
financial behavior of users: constantly evolving and subject to sudden changes, so
that it is as fair as possible and is not distorted by individual events but which
evolves contextually with financial history. The challenge translates into being
able to find a numerical estimate of the probability of solvency based solely on the
individual’s spending and earning behavior. The goal of the Financial Score is to be
able to adapt the credit score to changes in consumer behavior by comparing with
other users; with particular reference to the users most similar to him. Through
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this process, the predictive scores developed will be increasingly sophisticated in
recognizing consumers who manage their credit responsibly.

The SC company does not have access to the solvency history of users, informa-
tion which can be requested only under the express intention of the user towards
the competent authorities. From a technical point of view we are faced with a
regression problem: given a generic set of characteristics and indicators in input, a
Machine Learning algorithm must return a numerical value in output. The greatest
difficulty lies in the training of the algorithm which cannot be supervised, that is,
it is not possible to rely on already calculated scores associated with the examples
contained in the dataset. That is, the inputs available do not have a label that
contains the numerical value that the algorithm has the task of learning to predict.
It is therefore an unsupervised regression case.

1.3.1 Supervised fraud analysis based on user transactions
In an initial supervised learning phase, this algorithm will use a fraud label extracted
from internal research which has led to the classification of some users as fraudulent.
The consumer population for which individual data has been provided can first be
divided into two "fraudulent" / "non-fraudulent" categories. The distribution of
cases is as follows:

1. 95% of the values are NaN (out of total transactions),

2. 5% of the values are "fraudulent" or "non-fraudulent" (out of the total transac-
tions),

3. 0.8% of the values are "fraudulent" (out of total transactions),

4. 4.2% of the values are "non-fraudulent" (out of total transactions),

5. the "fraudulent" values compared to the "non-fraudulent" values are 18%.

Given the strong imbalance of data in this division, it is advisable to use special
"imbalanced learning" libraries capable of increasing minority cases (in this case
fraudulent) with mathematical techniques to improve learning. The nature of the
fraud phenomenon is complex and the evolution over time can vary a lot: new
frauds or more effective systems may arise to avoid being investigated. Due to the
criticality in the automatic recognition of fraud, we choose to use this information
in this context as indicative of incorrect behavior. In particular, the final Financial
Score will be penalized in the event that a user has a time window categorized
as fraudulent while he will have an advantage in the non-fraudulent case. This
first supervised categorization allows us to assign a starting point to our financial
score. Using a supervised method as a starting point allows you to keep the system
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up to date by sector experts who can indicate some users or some transactions
as "fraudulent" intended as a behavior from which to move away to increase your
Financial Score. The Financial Score in fact wants to be representative of users’
financial virtuosity.

1.3.2 Time series clustering
Due to the intrinsic difficulty of the problem, it is considered necessary to evaluate
also a clustering phase to guarantee a more effective description of the distribution
of wealth among users and consequently their spending behavior in the current
society.
Clustering, in addition to being based on the statistics generated by the analysis of
transactions (shown in table 2.1), uses the metric called "Dynamic Time Warping"
and similarity "LB Keogh". At the end of this clustering phase, we obtained groups
of users with similar transactional behaviour. In further studies, domain experts
should classify certain behaviors and / or users as virtuous or fraudolent to confirm
the applied clustering methods.

1.3.3 Time series forecasting
In addition, individual analysis were conducted for each user (providing statistics:
seasonality, stationarity, trend and residual). The individual analysis of the statistics
foresees a series of predictions on the trend of finances in the future on the basis of
a historical learning. The models used are those that have had the best results in
statistics and econometrics: based on the autoregressive integrated moving average
(ARIMA Autoregressive integrated moving average) [15], and which have found
the most success on the market (e.g. Prophet - Facebook) [16].

Individual analysis and critical aspects

The individual analysis is inspired by the SOW (Share of Wallet) invention, which
refers in general to the processing of user financial data to define the credit score
and a customer financial profile. In other worlds, SOW analyze the consumer
behavior on the basis of his/her spending capacity [17], [18]. According to SOW’s
analysis, consumers will tend to spend more in proportion to the growth in their
purchasing power, so a consumption model that can accurately estimate purchasing
power is of fundamental interest to many financial institutions and other consumer
services companies.
Analyzing the possibility of monitoring the credit balance from the accounts of
its customers we note how often it is difficult to confirm that the balance is not
affected by transfers from other accounts in different banks. These transfers do
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not represent an increase in spending capacity and therefore this model is not
sufficient for an exhaustive analysis. In addition, for each bank account, it would
be necessary to differentiate between savings and investment. However, users are
unlikely to have a single account or to share information protected by privacy. Not
all the accounts of a user are linked to SC. In general, we can imagine a situation
similar to the one depicted in Figure 1.12 where the user in question has linked
three different bank accounts, each with a linked credit or debit card, possibly used
for different purposes, e.g. money exchange between individuals, online payments,
recurring payments, investments, purchase of real estate or luxury goods. These
issues are also reflected in the incompleteness of the information held by the credit
bureaus. Given the difficulty in identifying budget transfers, methods are needed
to model consumer spending behavior. Consumer behavior can be modeled by
first dividing it into categories of users (which can be based on budget levels,
demographic profiles, income levels; these categories can also be monitored in a
previous period of time).
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Figure 1.9: Taxonomy of the different risks incurred by banks, taken from [13].
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Figure 1.10: Risk Management Methods and Tools, taken from [13]

Figure 1.11: Users overview, from left: all users, each user has multiple bank
accounts with multiple associated transactions
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Figure 1.12: Example of User Account Situation
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Chapter 2

Data Representation

2.1 Data description
Through the regulations introduced by the European PSD2 directive, which regu-
lates payment services and payment service providers within the European Union,
it is possible, among the various innovations introduced, to access information on
online payment accounts on the basis of which it is possible to obtain aggregate
information on one or more online accounts held even by different institutions
(obviously only with the consent of the account holder).
One of the main challenges in adopting the European PSD2 regulation by banks
has been to adapt and integrate their systems to meet generic standards that are
more easily understood by automated systems capable of processing them. In
fact, the regulation does not go into specifics about the data representation of
transactions or banking operations that can be accessed. Generally, this aspect
of the representation of transactions is modeled by the companies that offer this
service of reading and aggregating information about the various accounts.

2.1.1 Data overview
It is possible to imagine the dataset as a set of transactions (Transactions box,
the first from the left, in the UML diagram of figure 2.1), these are associated
through a unique id to an anonymized user (User box, the second from the left,
in the UML diagram of figure 2.1) who is therefore considered fraudulent or non-
fraudulent (although this information is not available for most users). Each user is
also associated with multiple accounts (Account box, the third from the left, in the
UML diagram in figure 2.1) and thus it is possible to imagine the single Transaction
as a series of transactions associated with the syncular user (Transaction box, last
on the right, in the UML diagram in figure 2.1).
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Figure 2.1: Transactions overview, from left: raw transactions as per the source
dataset that are represented as linked to a user who has multiple accounts with
multiple associated transactions

2.1.2 Fields
The dataset consists in a set of variables for each transaction. Each transaction is
linked to an account. A single user can have multiple of accounts of different type.
Figure 2.2 shows an overview of the amount of information available in the dataset
under analysis. The description of the single variables is reported in following
chapters.

Figure 2.2: Overview of the Dataset

User Id

Identifier of the user who made the transaction.

Figure 2.3: User Id

As it is possible to see from figure 2.3 the analysis is based on a total of beyond
31 thousands users.
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Account Id

Uniquely identifies a user’s portfolio.

Figure 2.4: Account Id

From Figure 2.4 we see that in total we have almost 62 thousand accounts
available.

Account Type

Describes the type of account.

Figure 2.5: Account Type

From figure 2.5 we notice that most of the transactions are toward the account
type "account" (77.4% of the total transactions). In fact, "account" refers to a
generic money transfer toward a bank account. "credit_card" (e.g. a payment
with a credit card) and "checking" are the other values that exceed 5%, 8.1%
and 7.4% respectively. The other values cover less significant percentages: "card"
3.9%, "savings" 2.6%, "debit card" 0.5%, "loan" 0.1%, "investment" 0.1%, "mortgage"
<0.1%, "credit" <0.1%.

Amount

Positive real number describing the amount of the transaction.

Figure 2.6: Amount
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From figure 2.6 we note that, as expected, many transactions have the same
amount and only a small subset (< 0.1% of the total transactions) have a zero
amount (these transactions are assimilated to validity checks on the account or
card). Validity check transactions can also assume values close to zero (< 0.04
euro). 5467 transactions with amount 0.01, 2377 transactions with amount 0.02,
1741 transactions with amount 0.03, 1535 transactions with amount 0.04.

The maximum amount among all the transactions (2412019 euro) is unlikely,
probably due to errors or application imperfections (of the bank itself or of the
reading system), in fact, we find 1 transaction with amount 2412019, 1 transaction
with amount 451666.67, 1 transaction with amount 445003, 1 transaction with
amount 444000, 2 transactions with 400000, etc...

Currency

In the context of the analysis of European transactions we have two types EUR
(euro) and GBP (pound sterling).

Figure 2.7: Currency

From the figure 2.7 can see how the transactions are rather balanced with respect
to the currency in fact we have 56.4% in EUR and the remaining 43.6% in GBP.

Date

Day on which the transaction took place or was recorded.

Figure 2.8: Date

The most critical aspect of the date variable is that it has no information about
the time within the date. As per the figure 2.8, the data provided for analysis is from
the first 3 months of 2019. Another problem of uncertainty is the representation of
the date by the bank, some may mean the execution date and other banks may
mean the accounting date (which for certain transactions could vary up to 2/3
business days).
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Fraud

Binary label that indicates that the user who made the transaction is involved in
some kind of fraud or had all the prerequisites to commit one.

Figure 2.9: Fraud

As might be expected, we are faced with a highly unbalanced problem 2.9 where
fraudsters are a tiny fraction of the total. In particular, we note that True fraud
is only 0.8%. False frauds are users that for various reasons have been analyzed
manually and it has been decided to exclude them and mark them as not-fraudulent.
In the remaining cases, 95.1% of the transactions, since it is not possible to assign
a label without additional legal information not in our possession, it is correct to
assume that they are not-fraudulent users, but there is no guarantee that there are
no fraudulent users among them who have not yet been detected.

Guessed category

Categorization of the transaction suggested by the user.

Figure 2.10: Guessed Category

Original category

Automatic categorization of the transaction inferred from the transaction description
text field (not provided for privacy reasons).

Figure 2.11: Original Category

Comparing the two images on the transaction category, 2.10 and 2.11, we
immediately notice that several tens of thousands of transactions are categorized
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differently by the user (guessed category) than by the automatic system (original
category). This suggests that this information is not reliable and usable for our
analysis purposes. (Figure to show the distribution between fraudulent and non-
fraudulent that have changed categories).

Provider

Identifier of the bank where the account is hosted.

Figure 2.12: Provider

From 2.12 we have highlighted the main bank providers that collect more
transactions: bank-10 9.%, bank-05 9.1% and bank-37 8.4%.

2.2 Data preprocessing
Introduction

Data analysis begins and has its foundation in the initial phase of data preparation
and cleaning. This is generally the most delicate phase of a machine learning study
as all subsequent phases are strongly affected by this preparatory phase. Since the
case study is a primacy of its kind, in an experimental context of analysis, with
combined supervised and unsupervised techniques, it is very difficult to simply
exclude less significant data. In fact, the data under analysis are obtained in an
Open Data context, that is, only information transferred by consumers. Consent
to read this data is explicitly provided by the user, it can be revoked at any time
by the user, by the bank or simply expire after 90 days. This information is very
difficult to obtain and in many cases downright impossible.
Furthermore, the economic system and the circulation of cash money are still
today some of the most difficult information to validate and trace. The excessive
use of cash payments, when detected, tend to lower the Financial Score, as it is
considered a suspicious behaviour [19]. The incompleteness of information relating
to consumer cash transactions is intrinsic in the system and cannot be resolved.
Moreover, there is the problem of duplicates and transfers: in addition to internal
transactions between proprietary accounts and transactions between private indi-
viduals there are several services that introduce redundancy in data. While the
transfer between accounts rather than to a merchant can be identified through the
evaluation of the destination identifier, the exchange between accounts can generate
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an alteration of transactions such as to alter individual analyzes. In general they
introduce redundancy those services connected in reading to multiple accounts by
adding particular transactions with the addition of virtual credit in the various
wallets. The data are understandable in nature and simple to represent for their
daily use to which we are accustomed. In the protection of privacy, all sensitive
information is excluded, therefore the meaning of the Financial Scoring cannot be
an exhaustive representation of the information available to credit institutions.

Data preprocessing

Data preprocessing can refer to the manipulation or elimination of data to improve
performance and is one of the most important steps in data mining and machine
learning. In fact, data collection methods, as in our case, are not sufficiently
controlled by introducing out-of-range values or impossible data combinations,
duplicate or missing data, etc. When a lot of information is irrelevant or redundant
or you have particularly noisy and unreliable data, knowledge discovery during
the training phase is more difficult. The data preparation and filtering phases
can be resource-intensive and time-consuming to complete, but provide significant
advantages in the subsequent steps. In the case of our dataset in particular, it is
not possible to know if the value of the amount in question is particularly distant
from the others due to a reading error or other. But it is reasonable to suppose
that the bank has cancelled or blocked transactions with disproportionate amounts
on the basis of the limits of the current account in question.

Transactions of particularly high amount can be associated with a wrong reading
or with the purchase of real estate (or large business expenses), but in any case
they are always subjected to other kinds of controls and checks by the competent
authorities. From figure 2.13 we note that there are no fraudulent transactions
greater than 16000. Instead, non frudolent transactions can assume values greater
than 20000. It was therefore decided to remove all transaction greater than 20000
as they would be subjected to check anyways. This operation resulted in remov-
ing 1170 unlabeled transactions, 62 non-fraudulent transactions and 0 fraudulent
transactions. In total, we exclude 1232 transactions for amounts that are too high
compared to the transactions of fraudulent origin of our interest.

Analyzing the lower margin, it is possible to remove all transactions less than 1
euro, assuming that most of them are micro-transactions to verify the operability
of the account, or small payments that are not similar to large transfers. In fact,
banks do not normally allow transfers below this amount, and it is generally not
possible to place orders online. This resulted in removing 151100 unlabeled, 6619
non-fraudulent and 960 fraudulent.
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Figure 2.13: x-axis: maximum amount among all the transaction occurred in
a day y-axis: time (days). From sx to dx: transactions missing the value of the
"Fraud" field (blue), non-fraudolent transactions (green) and fraudolent (red).

Data deduplication

Data deduplication is a technique for eliminating duplicate copies of repeated data.
The process of deduplication requires the comparison of "blocks" of data that in our
case can be traced back to individual operations or algebraic sums between them.
As a first approach, an interactive analysis of the bank providers was conducted on
various users, identifying "bank-05" as the source and cause of most of the duplicates.
Subsequently, all users with a "bank-05" account and other related accounts were
processed through batch processing scripts to perform the necessary corrective
operations. In fact, "bank-05" proved to be the service for digital payments called
"PayPal" that being an additional service to be linked to the user’s bank account
introduced the same transaction with inconsistency problems on the other labels.
In fact, the same transaction could be recorded with different dates due to the delay
in paying the amount advanced by PayPal, or could be paid in part or completely
with the remaining credit, or could introduce discrepancies in categorization due
to a different description of the transaction. Analyzing the service, it proved to be
non-trivial to compare the transactions aimed at identifying the account or accounts
associated with the PayPal account. In fact, before excluding transactions for the
user who has a PayPal account, it is necessary to identify the linked account(s) and
verify that there are actually duplicate transactions. In fact, in the extreme case
in which the user has connected only the PayPal account and not the associated
bank account, it is appropriate to keep these transactions because they are not
duplicated by other information. In the classic case in which a user has connected
only one account with the PayPal account and both transactions are available, the
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PayPal transactions will be ignored and therefore deleted. In the intermediate case
when a user uses the PayPal account from several bank accounts, it is advisable
to verify that all accounts are present, otherwise it is preferable to delete only
the PayPal transactions corresponding to accounts where it is possible to read all
transactions.

2.2.1 Accounts statistics
Once have removed outlier and duplicated transactions, the users behaviour was
analyzed through a statistic analysis to have an overview of each account behaviour.
Specifically, for each account of each user, the transaction history was processed to
perform the statistics described in Table 2.1:

Parameter Description
count_nonzero Non-zero amount number

amax Maximum transaction amount
amin Minimum transaction amount
mean Mean of the amount of transactions
std Standard deviation of the amount of transactions

median Median of the amount of transactions
var Variance of the amount of transactions
sum Sum of the amount of transactions

Table 2.1: Description of statistics parameters

User#1 User#2
User ID ***993 ***373

account ID ***872 ***038 ***495 ***183 ***345
count_nonzero 5 52 4 443 234

amax 500.00 271.49 300.00 1848.06 350.00
amin 28.11 0.99 0.41 0.60 0.44
mean 236.274 48.216 150.103 63.065 21.135
std 203.984 57.704 147.056 203.360 41.914

median 251.500 28.080 150.000 14.970 2.395
var 41609.419 3329.800 21525.709 41335.546 1756.766
sum 1181.37 2507.24 600.41 27937.63 4945.51

Table 2.2: Statistics calculated for two example users

In general, there are more accounts associated to a single user. As example,
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Table 2.2 shows the statistical parameters calculated for 2 users. In this case, user#1
has 2 linked accounts while user#2 has 3 accounts. The statistical parameters
describe the spending behavior of the individual.

Often, a user is associated with multiple accounts but only one of them is
meaningful (primary account). The account statistics can be useful to distinguish
the primary account from the secondaries accounts, as, for example, the latter will
tend to have a lower variance. Figure 2.14 shows an example of a primary (blue)
and secondary (red) accounts of a user.

Figure 2.14: Example of a primary (blue) and secondary (red) accounts of a user.
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2.3 Time series
Time series, generally speaking, in mathematics, is a series of data points indexed
in temporal order. Thus a discrete time sequence of data points. It is most often
plotted using a running graph (time line graph). Time series analysis includes
methods for analyzing time series data in order to extract meaningful statistics
and other interesting features of the data. Time series forecasting is the use of
a model to predict future values based on previously observed values. It differs
from regression analysis, which is often used to test relationships between one or
more different time series. This is not time series analysis, which refers specifically
to relationships between different points in time within a single series. The time
series data has a natural temporal ordering of points. This distinguishes time series
analysis from cross-sectional studies, where there is no natural temporal ordering of
observations. A stochastic model for a time series will generally reflect the fact that
observations that are close in time will be more closely correlated than those that
are further apart. In addition, time series models will often make use of the natural
unidirectional ordering of time so that values for a given period are expressed as
arising in some way from past values rather than future values.The dataset under
analysis contains for each transaction a label user and a label fraud.The fraud
label was manually assigned by the company during an independent research. By
aggregating all the transactions with the same label user, we create the user time
series. A user is considered fraudulent because all his transactions were labelled as
fraudulent, even though this could be not representative of the reality. In fact,in a
real world scenario it is possible that a fraudulent user have also non-fraudulent
transactions.

The representation that can be used for the analysis of our problem is a time
series representation where each transaction is represented as its amount for a
certain date (or time instant). Figure 2.15 shows the amount of the transactions
over time (time series) of three different user. All the transactions belonging to
the first user (in blue) are missing the value of the "Fraud" field, while all the
transactions of the second (in green) are non-fraudolent and all the transaction of
the third are fraudolent (in red). We can observe that the three time series are not
easily distinguishable from each other.

Types of Time Series

In general, we can divide time series into two main types:
Univariate time series Univariate time series refer to a type of time series

represented by a single value recorded in sequential order with equal or unequal
time intervals. When you want to model a univariate time series, each metric is
representative of changes in a single time-dependent variable.
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Figure 2.15: Example of time series of three users

Multivariate time series Multivariate time series, as their name implies,
refer to a type of time series which can be represented by several time-dependent
variables. In the case where there are exactly two time dependent variables then
we can talk about "bivariate time series". In general in every multivariate time
series its metrics have a certain dependence on the other variables. For example in
our example image we can see a multivariate time series with n subplots of time
series data that are used to predict individual’s spending behavior.

2.3.1 Time series components
A time series have two main characteristics:

1. Measurability: that is, that a numerical value can be associated for each point.

2. Variability: that is, the metric changes over time.

Each piece of numerical data is associated with a time stamp and one or more
labeled dimensions associated with the metric. It should be noted that the time
intervals between each point can be regular intervals, or irregular intervals, as in
our case in which each point (transaction) can occur at any instant of time more
or less close to the previous and the next.

According to the additive model proposed by Harvey and Peters, 1990 [20], time
series (Z(t)) can be decomposed in three components:

Z(t) = M(t) + S(t) + R(t)
t = 1, ..., T

Where:
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1. M(t) is the trend, i.e. the overall direction of the data;

2. S(t) is the seasonality, i.e. the periodic component that indicates recurrent
pattern over a period of time, e.g., every year, month, week, or day.

3. R(t) is the Residual, also known as "noise" or "volatility", which refers to
random variations

Figure 2.16 shows a result of a time series decomposition.

Figure 2.16: Example of a time series decomposition. From top: original time
series, Trend component, Seasonal component and Residual component

Detection and forecasting of time series anomalies

One of the main applications of time series components analysis is time series
forecasting. In particular, we can observe two main applications:

1. Time series anomaly detection: i.e., data mining techniques used to detect
outliers in a dataset. We focus on this because among its main real-world
applications are income and spending capacity monitoring and fraud detection.

2. Time series forecasting: i.e., the use of machine learning models to make
predictions about future values based on previously observed data. In our
case it is very interesting to make predictions on the trend of the individual’s
transactions in order to better assess the trend of his future score.

Let’s look at the five key concepts for detecting and forecasting time series anomalies:

1. Seasonality: Finding the presence of variations that repeat or occur at regular
intervals is common in real and financial data, and identifying these patterns
helps improve our efforts to detect and predict anomalies.
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2. Stationarity and non-stationarity: The common ideal assumption for time
series techniques is that they are stationary, meaning that the statistical
properties of mean, variance and autocorrelation are constant. Conversely,
non-stationary time series refer to data whose statistical properties change
over time. As we will see from the results that we will illustrate later in our
case we will have several time series, some stationary, some stationary only
for certain periods of time, some completely non-stationary.

3. Trends: It is important to record upward trends (which will improve the
score) or downward trends (which will worsen the score) because it is a
fundamental part of the prediction and detection of anomalies or fraud in the
set of transactions.

4. Temporal pattern analysis: Time patterns refer to a signal segment that
repeats in a time series and identifying them plays an important part in the
analysis and categorization of time series.

5. Event impact analysis: In general we will look in the time series data if there
are events that distort the data leading them to deviate towards a certain
direction thus identifying their impact by adding value to anomaly detection
and prediction.

2.3.2 Metrics for time series comparison
DTW - Dynamic time warping

Dynamic time warping, or DTW, is an algorithm that enables alignment between
two time series [21], allowing a measure of distance between them. In particular
it is useful to treat sequences whose components have characteristics that vary
over time, and therefore where the only linear expansion or compression of the two
sequences does not bring sufficient results. In general it allows us to find an optimal
correspondence between two sequences, through non-linear distortion with respect
to the independent variable (time). Generally, some restrictions are applied to
the calculation of the correspondence: the monotonicity of the correspondences is
guaranteed and the maximum limit of possible correspondences between contiguous
elements of the sequence. For the sake of completeness, an implementation of the
calculation of a distance measure based on DTW is reported, although during
batch processing an equivalent version, implemented in optimized Python libraries,
was used.

Listing 2.1: DTW Distance as implemented in [1]
1 i n t DTWDistance ( i n t s [ 1 . . n ] , i n t t [ 1 . .m] ) {
2 d e c l a r e i n t DTW[ 0 . . n , 0 . .m]
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3 d e c l a r e i n t i , j , c o s t
4

5 f o r i := 1 to n
6 f o r j := 1 to m
7 DTW[ i , j ] := i n f i n i t y
8

9 DTW[ 0 , 0 ] := 0
10

11 f o r i := 1 to n
12 f o r j := 1 to m
13 co s t := d( s [ i ] , t [ j ] )
14 DTW[ i , j ] := co s t + minimum(DTW[ i −1, j ] , // i n s e r t i o n
15 DTW[ i , j −1] , // d e l e t i o n
16 DTW[ i −1, j −1]) // match
17

18 re turn DTW[ n , m]
19 }

Distance metrics will be used in the clustering phase to group users with similar
behaviour and to analyze how a user behaviour changes among different period of
time (e.g. month) or among different accounts.

The image 2.17 shows a comparison using the above algorithm that can be
used to measure all the various metrics analyzed such as user comparison, for each
account for each month. As stated in various literatures including [22] we can
normalize the time series to select more meaningful information for our analysis.
We will, however, retain the non-normalized measures as further verification of the
process. The normalized measurements are depicted in the image of 2.18, which
captures the same time series as image 2.17.

LB Keogh

The most satisfactory results were obtained through the use of DTW through LB
Keogh similarity, which for our case under analysis showed better performance in
terms of execution time for the same results.As described by one of the leading
articles on the subject, cite, LB Keogh is a tool for the lower bound of various
time series distance measures. It is one of the first non-trivial lower bounds for
Dynamic Time Warping (DTW), and there are no faster techniques yet to index
DTW ([23]).

We can describe its operation as an outer protective envelope built around the
red time series (in the right section of the figure, blue in the left section), the
Euclidean distance between the black time series (in the right section of the figure,
orange in the left section) and the closest part of the protective envelope is a lower
(tight) bound to DTW.

In the image 2.19 we show the comparison between two users using the LB

32



Data Representation

Figure 2.17: DTW measurement of monthly banking time series

Keogh similarity method. [24]

Matrix Profile

In this time series analysis we are interested in two aspects: anomalies and trends.
One method of finding anomalies and trends within a time series is to perform a
similarity join. That is, we compare fragments of the time series with themselves,
calculating the distance between each pair of fragments. Although it is sufficient
to implement nested loops, these can be particularly onerous in terms of time
and resources. Taking advantage of Matrix Profile algorithms drastically reduces
computational time [26].

The Matrix Profile is a relatively new, introduced in 2016, data structure for
time series analysis developed by Eamonn Keogh at the University of California
Riverside and Abdullah Mueen at the University of New Mexico [27]. Some of the
advantages of using the Matrix Profile is that it is domain agnostic, fast, provides
an exact solution (approximate when desired) and only requires a single parameter.

The matrix profile has two main components: a distance profile and a profile
index. The distance profile is a vector of minimum Z-normalized Euclidean distances
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Figure 2.18: DTW measurement of monthly banking time series normalized

Figure 2.19: LB Keogh similarity (lower bound [25])

while the profile index contains the index of the first neighbor. In other words, it is
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the position of the most similar subsequence.
Specifically, a motif is defined as a repeated pattern in a time series, and a

discordance is an anomaly. With the matrix profile calculated, it is easy to find
the top-K number of patterns or discordances. Which means that a distance close
to 0 is most similar to another sub-sequence in the time series and a distance away
from 0, say 50, is different from any other sub-sequence. Extracting the smallest
distances gives the patterns and the largest distances the discordances.
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Methods

3.1 Supervised fraud analysis
Supervised learning (SL) is the machine learning activity of learning a function
that associates an input with an output based on pairs of input-output examples.
Specifically, it is able to infer a function from training data labeled by a set of
training examples. Each example, in supervised learning, is a pair consisting
of an input object (typically a vector) and a desired output value (also called
a supervisory signal); in the case of this analysis, each example is a time series
representing an account or all transactions of a given user.

The fraud label was used in the supervised learning phase to train our model to
classify users as fraudulent or non-fraudulent. To make the supervised predictions,
k neighbors time series classifiers were trained and compared. It must be noted
that the dataset under analysis fraudulent users are about 0.01% of the total
transactions. Given the strong unbalance of the data in this division, it is advisable
to use special libraries of "unbalanced learning" able to increase the least represented
class (in this case fraudulent) with mathematical techniques to improve learning.

3.1.1 Model: KNN
We used a supervised prediction model K Neighbors Time Series Classifier for
which different scores were evaluated using the following pipeline:

1. Normalize the dataset: in our case study we used the time series scaler from
the tsleanr preprocessing library. Specifically, the time series scaler is able
to scale the time series so that their interval remains between two thresholds
(minimum and maximum), in our case we used the standard interval between
0 and 1.
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2. K Neighbors Time Series Classifier: Classifier of the tslearn library that
implements the k-nearest neighbors vote for time series.

This pipeline has been used for Grid Search CV of the sklearn library which
allows to optimize the number of n neighbors used by our classifier. In addition, it
was appropriate to carry out different analyses to vary the range of transactions
under analysis. Varying the number of transactions for each user it was in fact
appropriate to evaluate the time series classifier on a finite number of transactions
(20, 25, 30, etc. transactions) in order to compare as many users as possible. Two
different weights were also evaluated:

1. Uniform: uniform weights. All points in each neighborhood are weighted
equally.

2. Distance: weights the points according to the inverse of their distance. In this
case, the neighbors closest to a query point will have a greater influence than
the most distant neighbors.

K Neighbors Time Series Classifier can use different metrics, we have focused on
the default one, DTW which is the object of our studies for the analysis of time
series.

Figure 3.1: Knn Search

In figure 3.1 is represented an example of two time series of users (in black)
and its closest users (in red). Through similar user characteristics we can learn
significant behaviors for the user under analysis. This method of research could be
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used, during the computation of the the financial risk, to assign a weight dependent
on the distance from the closest fraudulent user.

Additional models

The following models were used as a comparison [28]: Decision tree [29], bagging
[30], balanced bagging [31], random forest [32], balanced random forest [33], easy
ensemble [34], RUSBoost [35]. Specifically, the methods were applied on a finite
number of transactions (25 transactions) assuming that fraud was to be identified
within a finite number of transactions. Specifically, users were used as different
samples while time series values were used as features to characterize the samples.
In these supervised methods the label used to tow was label fraud. Accuracy
over the different models was calculated by taking into account the imbalance of
fraudulent versus non-fraudulent users and then weighted appropriately over the
two classes by favoring predictions about fraudulent users. (In smaller numbers by
orders of magnitude)

3.2 Time series clustering

In this analysis, time series clustering is used for two separate analyses. One to
separate users into clusters of membership similar to each other i.e., having similar
time series. One of pattern recognition (i.e. user behaviours clustering) to identify
significant behaviors or series of transactions for the purpose of reconstructing the
user’s time series.

3.2.1 Users clustering approaches

Both the two groups of users, fraudolent and non-fraudolent, are here divided into
3 clusters. All the users belonging to the same cluster have a similar spending
behaviour.

We represent users with time series and we divide the users into cluster using
k-means and k-shape unsupervised time series clustering methods. K-shape algo-
rithm is particularly suitable for univariate time series analysis, as it preserve the
shapes of the time series and is invariant to scaling and shifting ([36], [37]).

The K-shape centroid represents the spending behaviour of users belonging
to the same cluster. In figure 3.2 are shown the 3 centroids obtained for the
non-fraudolent users (upper image) and for the fraudolent users.
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Figure 3.2: KShape centroids for the 3 clusters of non-fraudolent users (1) and
fraudolent users (2). [37]

39



Methods

Downsampling and quantization

Before applying the unsupervised clustering methods, the time series are trans-
formed using:

• Piecewise Aggregate Approximation (PAA). PAA corresponds to a down-
sampling of the original time series and, in each segment, the mean value is
retained.

• Symbolic Aggregate approXimation (SAX). SAX builds upon PAA by quan-
tizing the mean value.

• 1d-SAX. It is an extension of SAX in which each segment is represented by
an affine function (2 parameters per segment are hence quantized: slope and
mean value).

Figure 3.3 shows an example of results obteneid applying the above methods on
a fraudolent time series and a non fraudolent time series. This should "smooth
out" the time series by removing some less relevant details. This procedure can be
particularly efficient in the case of large data sets together with proper indexing
([38]).

Centroids

The centroid of a cluster, obtained with either Kmeans or Kshape, can have the
following definitions:

• Euclidian

• DBA

• Soft-DTW

In figure 3.4, 3 methods for calculating the centroid of time series are shown.
The centroid is descriptive of the behavior of the users belonging to the same
cluster.
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Figure 3.3: Example of time series downsampling (PAA) and quantization (SAX
and 1d-SAX)
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Figure 3.4: Example of KMeans centroids caltulated using Euclidian, DBA,
Soft-DTW

3.2.2 User behaviour clustering
In the previous phase the users were divided into clusters. Now, the idea is to
characterize the clusters obtained by individually analysis of users belonging to the
same cluster.

The adopted unsupervised analyses concern the search for behaviors (or shape-
les) that describe portions of time series. As introduced in the chapter of data
representation in 2.3.2. We are going to divide the time series into time windows
and in addition to the matrix profile we are going to apply the KMeans method
to evaluate the reconstruction error once the most significant time windows are
clustered. Similar to [39] and others in the literature, we can divide them into
more or less broad windows that allow us to analyze the time series also thanks
to normalization tools. In the image 3.5 we see a portion of example showing the
first 3 windows of a timeseries formed by 58 segments, obtainable through a simple
algorithm as reported by the code:

Listing 3.1: Segment division for window analysis as implemented in [2]
1 segments = [ ]
2 f o r start_pos in range (0 , l en ( t ime_ser i e ) , s l i d e _ l e n ) :
3 end_pos = start_pos + segment_len
4 segment = np . copy ( t ime_ser i e [ s tart_pos : end_pos ] )
5 # Truncating the l a s t incomplete window f o r s i m p l i c i t y
6 i f l en ( segment ) != segment_len :
7 cont inue
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8 segments . append ( segment )
9

In the examples, analyses using a segment_len = 32 (i.e., windows of 32
transactions) and slide_len = 2 (shifted by 2 transactions each) were illustrated
and compared

Figure 3.5: Flow of division in windows, normalization, clustering and reconstruc-
tion on the transactions of a single user

In particular in figure 3.5 we see how from the initial time series, in blue, we
can divide with the above algorithm into windows, step [1]. These windows are
properly normalized, step [2], obtaining more comparable and clusterizable time
series, step [3]. These windows can be clustered with the KMeans cluster, whose
example output is shown in step [4]. At this point the starting segment can also be
reconstructed with step [5] to check if the procedure is meaningful and to obtain a
time series with the information extracted in the clustering process.

The same clustering method in figure 3.5 was also applied to ordered time series
considering increasing amount and considering the label guessed category.

In particular, in Figure 3.6 we see how this clustering method was applied and
compared to the time series (in blue) sorted with the category label (guessed_category),
step [1]. These windows are appropriately normalized, step [2], resulting in more
comparable and clusterizable time series, step [3]. These windows are clustered
with KMeans, the example output of which is shown in step [4]. At this point
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the starting segment can be reconstructed with step [5] to check if the procedure
is meaningful and to obtain a time series with the information extracted in the
clustering process.

Figure 3.6: Flow of division in windows, normalization, clustering and reconstruc-
tion on the transactions of a single user ordered by guessed category label

The same steps are repeated in figure 3.7 applied to the time series sorted by
increasing amount.

3.3 Time series forecasting
Time series forecasting is done when one wants to make scientific predictions based
on historical data. This forecasting process brings the construction of models
generated from historical analysis to make future observations and guide strategic
decision making. In our case, several prediction models were used for each individual
user. This will allow to predict the credit score in future time windows and to
extract useful statistics (seasonality, stationarity, trend, residual) to distribute the
credit score over the whole time series of transactions.

As introduced in section 2.3.1, the common libraries for time series forecasting
calculate the components of the time series using properties such as Seasonal
Mean, Standard Deviation and Autocorrelation. An example is represented in
figure 3.8. In the first graph at the top you can see the original time series in
gray, seasonal mean in red and standard deviation in blue. This allows you to
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Figure 3.7: Flow of division in windows, normalization, clustering and reconstruc-
tion on the transactions of a single user ordered by amount ascending

observe the time series without focusing on individual transactions but evaluating
the overall trend over time. In the second graph of the figure 3.8. we evaluate
the correlation between individual transactions based on the amount to store and
reuse this information where appropriate. In general, we note that it is difficult
to have significant auto-relationships if not for certain accounts and therefore this
information can be used only in the presence of domain experts.

3.3.1 Forecasting models
The models used are those popular in the literature: autoregressive integrated
moving average (ARIMA) model, Autoregression (AR) model, Autoregressive inte-
grated Moving Average (ARMA) model, AutoArima model, Seasonal Autoregressive
Integrated Moving-Average (SARIMA) model, Auto Sarima model.

These forecasts were also compared with results obtained from more recent
forecasting tools such as Prophet (from Facebook). In particular, thanks to these
libraries for the prediction of time series, by temporally dividing the user’s time
series into a train portion and a test portion, it is possible to calculate an error on
the prediction and then use this information by properly evaluating these models;
in fact, the results show that there are users who are "easy" to predict while others
present more "unpredictable" operations.

These are forecasts made on individual users, so the forecast error remains
related to the individual user and therefore can only be included in his risk score
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Figure 3.8: Top image: example of time series with mean Standard Deviation
values.Bottom image: Auto-Correlation and Partial-Correlation calculated for the
same time series

estimate if it is sufficiently accurate.
An example of the division of a time series in train and test set is shown in

Figure 3.9. The original time series of the user under analysis has transactions
during 3 months (January, February, and March 2019). In the bottom image, the
time series was divided into train and test by considering a time division of 2
months (January and February) for train (blue segment) and 1 month (March) for
test (orange segment after the dashed vertical line).

Evaluation of forecasting models

The following 4 parameters were used to evaluate the results on the test set:

1. MAE: mean absolute error, calculated as the average of the forecast error
values, where all of the forecast error values are absolute

2. MSE: mean squared error, calculated as the average of the squared forecast
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Figure 3.9: Top image: representation of the original time series (over 3 months
of transactions); Bottom image: representation of the time series divided into train
(first two months, January and February) and test (third month, March)

error values. Squaring the forecast error values forces them to be positive; it
also has the effect of putting more weight on large errors.

3. R2: R-Squared or the coefficient of determination, a statistical measure in a
regression model that determines the proportion of variance in the dependent
variable that can be explained by the independent variable

4. U: Theil’s U statistic is a relative accuracy measure that compares the fore-
casted results with the results of forecasting with minimal historical data.
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3.4 Technologies
SC, in addition to providing a sample of anonymized data, has allowed the study to
be performed on a proprietary PC and within the protected company network. Each
machine learning algorithm and technique used is based on local data computation
and confidentiality guaranteed by the use of open source libraries.

3.4.1 Hardware
All methods and analyses were performed only on the computer authorized by
the partner company. The computer is described by the following hardware
characteristics:

1. Model: MacBook Pro (13-inch, 2018, Four Thunderbolt 3 Ports)

2. Processor: 2,3 GHz Intel Core i5 quad-core

3. Memory: 16 GB 2133 MHz LPDDR3

4. Graphics card: Intel Iris Plus Graphics 655 1536 MB

3.4.2 Software
The following softwares have been installed:

1. Anaconda Navigator 2.0.4

2. Visual Studio Code 1.67.2

3. https://www.python.org/ Python 3.8.8

4. https://dtaidistance.readthedocs.io/en/latest/ DTW, Clustering

5. https://scipy.org/ Scipy: stats

6. https://numpy.org/ Numpy

7. https://matplotlib.org/ Matplotlib

8. https://tslearn.readthedocs.io/Tslearn: preprocessing, barycenters, svm,
clustering, piecewise, neighbors, utils, model selection, pipeline,
metrics

9. https://github.com/pandas-profiling/pandas-profiling Pandas Profiling

10. https://scikit-learn.org/ Sklearn: KMeans
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11. https://imbalanced-learn.org/dev/references/generated/
imblearn.under_sampling.NearMiss.html Imbalanced learn: NearMiss

12. https://scikit-learn.org/stable/modules/generated/
sklearn.svm.LinearSVC.html Sklearn: svm LinearSVC

13. https://scikit-learn.org/stable/modules/generated/
sklearn.tree.DecisionTreeClassifier.html Sklearn: DecisionTreeClassifier

14. https://imbalanced-learn.org/stable/references/generated/
imblearn.ensemble.BalancedBaggingClassifier.html Imbalanced learn: Bal-
ancedBaggingClassifier

15. https://scikit-learn.org/stable/modules/generated/
sklearn.ensemble.BaggingClassifier.html Sklearn: BaggingClassifier

16. https://scikit-learn.org/stable/modules/generated/
sklearn.ensemble.RandomForestClassifier.html Sklearn: RandomForest-
Classifier

17. https://imbalanced-learn.org/stable/references/generated/
imblearn.ensemble.BalancedRandomForestClassifier.html Imbalanced learn:
BalancedRandomForestClassifier

18. https://imbalanced-learn.org/stable/references/generated/
imblearn.ensemble.EasyEnsembleClassifier.html Imbalanced learn: EasyEnsem-
bleClassifier

19. https://imbalanced-learn.org/stable/references/generated/
imblearn.ensemble.RUSBoostClassifier.html Imbalanced learn: RUSBoost-
Classifier
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Results & Discussion

4.1 Supervised fraud analysis
In this chapter the results of the supervised learning phase are shown and dis-
cussed. As explained in 3.1, different machine learning model (KNN, Decision tree,
bagging, balanced bagging, random forest, balanced random forest, easy ensemble,
RUSBoost) were trained to classify the users in two groups: fraudulent and non
fraudulent. The ground truth data to train the models (fraud label) was provided
by the company. We can consider this information reliable as it has been provided
and validated by legal experts in the financial field.

4.1.1 Results
The data, i.e., time series, are represented as described in the 2.3 section, i.e., each
user is described by transaction values over time. In other words, each user time
series x is a row in the matrix X of all users analyzed. The last column of X are
the values of the "Fraud" label to be predicted. The number of fraudulent users is
only 34 as there are only 34 users with minimun 20 transactions, while the non
fraudulent users are 604.

Regarding the division into train set and test set, the dataset is divided ensuring
the stratify property using a standard test_size = 0.25 (25%). Given the strongly
unbalance of the dataset, we will refer to this case as "unbalanced".

In fact, to ensure that the number of fraudulent user is equal to the number of
non fraudulent users, a second split was made on a smaller balanced dataset. We
will refer at this case a "balanced". The smaller dataset contains 34 fraudulent
users and 34 non-fraudulent.

To perform the tuning of the hyperparameters of the KNN classifier, a pipeline
consisting of two steps was used. First, the data are normalized using min-max
normalization. Next, they are sent to a KNN classifier. For the KNN classifier,
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the n_neighbors and weights hyperparameters are tuned using the cross validation
approach. Specifically, n_split = 2 was used for the StratifiedKFold with an initial
shuffle and seed = 42; for the KNN classifier, models were constructed with k_nn
(number of neighbors) = 5 and 25 with different weights (uniform, distance ) and
with different metrics (DTW, L2, SAX+MINDIST)

KNN

Tables 4.1 and 4.2 shows the results of the proposed model (KNN - k nearest
neighbors time series classifier) in two cases, unbalanced on table 4.1 and balanced
on table 4.2, comparing the first 20 transactions, on all users. The tables represent
the users in the two cases, balanced and unbalanced. A significant problem in fact is
that fraudulent users have few transactions and often the fraudulent user manages
to create more users with few transactions, so it is more difficult to be identified
by any model. Tables show results for different n neighbors (5, 25), different knn
weights (uniform, distance) for two different folds.

n neighbors knn weights score fold 1 score fold 2
5 uniform 0.99 0.99
5 distance 0.99 0.99

25 uniform 0.99 0.99
25 distance 0.99 0.99

Table 4.1: Results of knn with different n neighbors (5, 25) and different knn
weights (uniform, distance); unbalanced case

n neighbors knn weights score fold 1 score fold 2
5 uniform 0.53 0.56
5 distance 0.53 0.56

25 uniform 0.53 0.50
25 distance 0.53 0.53

Table 4.2: Results of knn with different n neighbors (5, 25) and different knn
weights (uniform, distance); balanced case

Table 4.3 shows the results of the k neighbors time series classifier in the two
cases, the unbalanced case (with all users) and the case balanced 50% by fraudulent
users and 50% by non-fraudulent users. These values were obtained using n
neighbors = 3.
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case DTW L2 SAX+MINDIST(L2)
unbalanced 0.99 0.98 0.99

balanced 0.59 0.71 0.65

Table 4.3: Nearest neighbor classification comparison using DTW, L2 and SAX
(Symbolic Aggregate Approximation)

Comparison with other classifiers applied to time series

The models parameters are the default proposed by the scikit-learn library ([40]).
The number of estimators was set to 50 for Bagging and balanced Bagging,Random
forest and balanced random forest; the numbers of estimators for AdaBoostClassifier
[41], Easy ensemble and RUSBoost was set to 10.

In Figure 4.1 where the results obtained for 604 non-fraudulent users and 9
fraudulent users are compared since they had at least 25 transactions that had
passed the prerequisites of section 2.2, i.e. 25 transactions considered valid for
various models, starting from the left Decision Tree Classifier, Bagging classifier
and Balanced bagging classifier with the following scores:

Classifier Balanced accuracy Geometric mean
Decision tree 0.55 0.33

Bagging 0.50 0.00
Balanced bagging 0.74 0.72

Table 4.4: Results of Decision tree, bagging and balanced bagging classifiers

In Figure 4.2 where the results obtained for 604 non-fraudulent users and 9
fraudulent users are compared since they had at least 25 transactions that had
passed the prerequisites of section 2.2, i.e. 25 transactions considered valid for
various models, starting from the left Random Forest Classifier, Balanced Random
Forest, Easy Ensemble classifier and RUSBoost classifier with the following scores:

4.1.2 Discussion
The label Fraud subject of the supervised prediction was manually assigned by
personnel capable of recognizing fraudster or fraud attempts and was provided with
the dataset under analysis thanks to the collaboration with the partner company
to the thesis. Therefore, we can consider this information reliable as it has been
provided and validated by legal experts in the financial field.

Determining the accuracy of the learned feature in general depends strongly
on how the input object is represented. In this dataset, which for reasons of
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Figure 4.1: Comparison of classifiers on a subset of users having at least 25
transactions, which are 604 non-fraudulent and 9 fraudulent users. On the left
side you can see the Decision Tree results, on the right side Bagging and Balanced
bagging classifiers.

Classifier Balanced accuracy Geometric mean
Random forest 0.50 0.00

Balanced random forest 0.74 0.74
Easy ensemble 0.69 0.69

RUSBoost 0.75 0.75

Table 4.5: Results of random forest, balanced random forest, easy ensemble and
RUSBoost classifiers

anonymization and the inherent nature of the PSD2 system, has lost much of its
information, it is not easy to estimate accuracy.

Notably, multiple analyses were conducted to compensate for the problem of
imbalance in fraudulent data across various user groups. Given the low scores
obtained, less than 80 % accuracy, prediction models were also conducted on certain
ranges of transactions by filtering transactions between a minimum and maximum
threshold but this increased accuracy only slightly. Having reached a value of not
satisfactory precision, these supervised analyses will be considered only in minimal
measure in the evaluation of the risk in the score of the user.
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Figure 4.2: Comparison of classifiers on a subset of users having at least 25
transactions, which are 604 non-fraudulent and 9 fraudulent users. On the left side
you can see the Random Forest results in its unbalanced and balanced form, on
the right side EasyEnsemble and RUSBoost balanced classifiers.

4.2 Time series clustering
In this section the outcome of the unsupervised learning phase are discussed.
The proposed clustering models were scaled using ’TimeSeriesScalerMeanVariance’
Scaler for time series. That is, the time series were scaled so that their mean (or
standard deviation) in each dimension is mu (or std) with mu=0.0 and std=1.0.
As explained in 3.2, clustering is used for two separate analyses:

• Users Clustering.

One to separate users into clusters of membership similar to each other i.e.,
having similar time series. All individuals (i.e all the time series) within
the same cluster have the same spending behaviour. Upon confirmation by
experts, the same credit score should be assigned to users belonging to the
same cluster. In fact, it must be noted that the company didn’t provide the
users credit risk score and therefore we cannot confirm the hypothesis that
users belonging to the same cluster have the same credit score.

• User behaviour clustering. One of pattern recognition (i.e. user behaviours
clustering) to identify significant behaviors or series of transactions for the
purpose of reconstructing the user’s time series. To select the appropriate
number of clusters of each behavior, the number of clusters that reduced the
reconstruction error was used. Using the clusters with lower reconstruction

54



Results & Discussion

error it is possible to assume that these behaviors are significant, however they
should be subjected to analysis by experts in finance and econometrics.

Users clustering

Unsupervised learning algorithms are used to find recurring or significant behaviors
in the training dataset, i.e., common transactions or spending patterns. Therefore,
clustering techniques are used in which the algorithm automatically groups the
training records into categories with similar characteristics, categorizing wallets
and users. As in the case of k-shape also in the case of the k-means kernel the
clusters produced depend strongly on the order of the time series of trains. This
also depends strongly on the type of data we are providing, in fact as we increase
the number of minimum transactions owned by the series, the better the clustering
will be, increasing the degree of differentiation of the series. With the data in
our possession it is difficult to evaluate the effectiveness of clustering, in fact, by
increasing the number of transactions per series we reduce the number of users
who meet this condition.
The cluster obtained can not be validated as we miss the ground truth, which must
be provided by domain experts. Future works should analyze how the centroids
of the cluster can influence the credit score. Users belonging to the same cluster
should be therefore assigned with a similar credit score.

User behaviour clustering: time series reconstruction error

User behaviour clustering was applied to a user’s time series. It was also applied to
the same users but by ordering the time series considering increasing amount and
considering the label guessed category. This means that the transactions are not
ordered in time. Figure 4.3 compares the various errors in the 3 cases discussed.
In particular, the maximum reconstruction error and the 98th percentile for the
reconstruction error were analyzed. The calculated value on the amount error,
on the y-axis, varying the number of clusters, x-axis, is compared. Specifically in
the same figure 4.3, graph [1] refers to the original time series analyzed in figure
3.5; graph [2] refers to the time series of the same user sorted by label category
analyzed in figure 3.6; graph [3] refers to the time series of the same user sorted by
increasing amount analyzed in figure 3.7. It is possible to observe that the best
results (i.e. the minimum number of cluster needed to reconstruct the time series)
were obtained by sorting the time series by their amount.
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Figure 4.3: Representation of maximum reconstruction error and 98th percentile
of reconstruction error. The calculated value on the amount error, y-axis, varying
the number of clusters, x-axis. The graph [1] refers to the original time series
analyzed in figure 3.5; the graph [2] refers to the time series of the same user sorted
by label category analyzed in figure 3.6; the graph [3] refers to the time series of
the same user sorted by increasing amount analyzed in figure 3.7.

4.3 Time series forecasting
In this chapter ARIMA and PROPHET forecasting methods are evaluated and
compared using the following metrics: RMSE, MSE, R2, U as explained in chapter
3.3.1. auto_ARIMA tuning process was used to find ARIMA optimal differencing
parameter d [42]. Since PROPHET method detected a weekly seasonality of the
data, the parameter seasons = 7 was set for ARIMA.

4.3.1 Results
Figure 4.4 shows the mean performances of the two forecasting methods on all
the users. For each user, each method was trained using the first 2 months of
transactions and tested on the third months.

The metrics express how good the methods predict the third month of transac-
tions. According to the metrics, Prophet has better performances (smaller RMSE,
MSE and R2 and higher U).It must be noted the the mean values of the transactions
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is 834 EUR and the mean standard deviations values is 1576 EUR.

Figure 4.4: Prophet and ARIMA forecasting methods performances

Figure 4.5 shows a clear example for which prophet performs better than ARIMA
(the metrics related to this example are reported in Figure 4.6

Figure 4.5: Prophet and ARIMA predictions on a single user. PROPHET has
better performances.
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Figure 4.6: Prophet and ARIMA performances on a single user. PROPHET has
better performances.

4.3.2 Discussion
The results obtained are not satisfactory. Prophet seems to perform better than
ARIMA, as it more suited for seasonal data. It is not possible to assume that the
models are descriptive for all users, and it would be appropriate for domain experts
to evaluate for each user and for each time series which model is most appropriate
and useful for the case study.
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Chapter 5

Conclusions

The collected results reveal how complex and competitive it is to find valid and
complete solutions to correctly estimate a representative probability of default risk.

In the first place, it is evident that fraudulent individuals are able to implement
complex schemes that are difficult to automate and identify. In many situations,
fraudulent individuals are able to generate multiple accounts and users and use
them only for certain transactions, consequently making any time series approach
useless. Furthermore, in the context of microtransactions and online transactions
in which we live today, transactions can easily be modified and take countless forms
through countless intermediaries via refund systems and account transfers.

The main criticism in not being able to collect satisfactory results was in fact the
impossibility of using much of the main information related to the transaction and
the confidential information of the user. The context of anonymization has been
so severe as to remove much of the usable information from current and modern
transaction analysis systems, and PSD2 standards themselves do not provide for the
possibility of sharing much of the information that is exchanged between banking
systems and anti-fraud monitoring systems.

The most interesting results have been in gathering and standardizing the
current state of the art implemented through the use of open source libraries using
various approaches that would be possible to use in professional contexts, even at
the financial level, without having to invest money in licenses or further private
risk profiling analysis.

The current state of the art, allows us to easily understand that there is no
globally accepted method that has proven to be better than others except on specific
datasets that are not particularly significant at the level of structured research
in the field. Hence the importance of further analysis in this area by comparing
different machine learning techniques for credit risk analysis. The results obtained
from the various calculations are not fully comparable with the results present in
the state of the art as they do not contain the same information. In order to extract
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additional and financially meaningful information, further analysis by a domain
expert would be required to add value to the clusters and predictions presented in
this thesis. The same domain experts could validate and classify certain behaviors
and/or users as virtuous based on the economic analysis in order to identify the
set of users that most closely match those behaviors and propensities. Through
these final steps, it would be possible to extend the analyzed methods by providing
an additional tool for credit risk score analysis.
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Appendix

The following tables A.1, A.2, A.3, A.4, A.5, A.6 provide a list of the articles that
were reviewed by [13] classifying them by risk type, including the risk management
method/instrument and the algorithms. These researches were taken as examples
for the study of models and methods that are implementable to our problem.
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Risk Type Risk
Manage-
ment
Method/-
Tool

Reference Algorithm

Compiance Risk Man-
agement

Risk Moni-
toring

Mainelli and Ye-
andle 2006 [43]

SVM

Compiance
Risk Manage-
ment—Concentration
Risk

Stress Test-
ing

Pavlenko and
Chernyak 2009
[44]

Bayesian Net-
works

Credit Risk Man-
agement—Consumer
Credit

Exposure
(PD, LGD,
EAD)

Yeh and Lien
2009 [45]

Bayesclassifier,
Nearest neigh-
bor, ANN,
Classification
trees

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Bellotti and
Crook 2009 [46]

SVM

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Galindo and
Tamayo 2000
[47]

CART, NN,
KNN

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Wang et al. 2015
[48]

Lasso logistic re-
gression

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Hamori et al.
2018 [49]

Bagging, Ran-
dom Forest,
Boosting

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Harris 2013 [50] SVM

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Huang et al.
2007 [51]

SVM

Table A.1: algorithms referenced 1, taken from [13]
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Risk Type Risk
Manage-
ment
Method/-
Tool

Reference Algorithm

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Keramati and
Yousefi 2011[52]

NN, Bayesian
Classifier, DA,
Logistic Re-
gression, KNN,
Decision tree,
Survival Analy-
sis, Fuzzy Rule
based system,
SVM, Hybrid
mode

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Khandani et al.
2010 [53]

CART

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Lai et al. 2006
[54]

SVM

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Lessmann et al.
2015 [55]

Multiple algos as-
sessed

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Van-Sang and
Nguyen 2016
[56]

Deep Learning

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Yu et al. 2016
[51]

Deep belief net-
work, Extreme
Machine Learn-
ing

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Wang et al. 2005
[51]

SVM, Fuzzy
SVM

Credit Risk Man-
agement—Consumer
Credit

Scoring
Models

Zhou and Wang
2012 [51]

Random Forest

Table A.2: algorithms referenced 2, taken from [13]
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Risk Type Risk
Manage-
ment
Method/-
Tool

Reference Algorithm

Credit Risk Man-
agement—Coporate
Credit

Exposure
(PD, LGD,
EAD)

Bastos 2014 [57] Bagging

Credit Risk Man-
agement—Coporate
Credit

Exposure
(PD, LGD,
EAD)

Barboza et al.
2017 [58]

Neural Network,
SVM, Boost-
ing, Bagging,
Random Forest

Credit Risk Man-
agement—Coporate
Credit

Exposure
(PD, LGD,
EAD)

Raei et al. 2016
[59]

Neural Networks

Credit Risk Man-
agement—Coporate
Credit

Exposure
(PD, LGD,
EAD)

Yang et al. 2011
[60]

SVM

Credit Risk Man-
agement—Coporate
Credit

Exposure
(PD, LGD,
EAD)

Yang et al. 2017
[51]

SVR

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Ala’Raj and Ab-
bod 2016b [61]

Multiclassifer
system (MCS),
Ensemble neural
networks (NN),
support vector
machines (SVM),
random forests
(RF), decision
trees (DT) and
naïve Bayes
(NB).

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Ala’raj and Ab-
bod 2016a [62]

GNG, MARS

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Bacham and
Zhao 2017 [63]

ANN, Random
Forest

Table A.3: algorithms referenced 3, taken from [13]
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Risk Type Risk
Manage-
ment
Method/-
Tool

Reference Algorithm

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Cao et al. 2013
[64]

SVM

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Van Gestel et al.
2003 [65]

SVM

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Guegan et al.
2018 [66]

Elastic Net,
random forest,
Boosting, NN

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Malhotra and
Malhotra 2003
[67]

NN

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Wójcicka 2017
[68]

Neural networks

Credit Risk Man-
agement—Coporate
Credit

Scoring
Models

Zhang 2017 [69] KNN, Random
Forest

Credit Risk Man-
agement—Coporate
Credit

Stress Test-
ing

Blom 2015 [70] Lasso regression

Credit Risk Man-
agement—Coporate
Credit

Stress Test-
ing

Chan-Lau 2017
[71]

Lasso regression

Credit Risk Manage-
ment—Credit Card
Risk

Exposure
(PD, LGD,
EAD)

Yang et al. 2017
[51]

SVM

Credit Risk
Management—Cross-
risk

Stress Test-
ing

Jacobs 2018 [72] MARS

Credit Risk Manage-
ment—Wholesale

Stress Test-
ing

Islam et al. 2013
[73]

Cluster analysis

Table A.4: algorithms referenced 4, taken from [13]
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Risk Type Risk
Manage-
ment
Method/-
Tool

Reference Algorithm

Liquidity Risk Man-
agement—Liquidity
Risk

Risk Lim-
its

Gotoh et al.
2014 [74]

vSVM

Liquidity Risk Man-
agement—Liquidity
Risk

Risk Moni-
toring

Sala 2011 [75] ANN

Liquidity Risk Man-
agement—Liquidity
Risk

Scoring
Models

Tavana et al.
2018 [76]

ANN, Bayesian
Networks

Management—Consumer
Credit

Scoring
Models

Brown and Mues
2012 [77]

Gradient, Boost-
ing, Random
Forest, Least
Squares—SVM

Market Risk Manage-
ment—Equity Risk

Value at
Risk

Zhang et al.
2017 [78]

Gradient, Boost-
ing, Random For-
est, GELM

Market Risk Manage-
ment—Equity Risk

Value at
Risk

Mahdavi-
Damghani
and Roberts
2017 [79]

Cluster analysis

Market Risk Manage-
ment—Equity Risk

Value at
Risk

Monfared and
Enke 2014 [80]

NN

Market Risk Manage-
ment—Equity Risk

Value at
Risk

Kanevski and Ti-
monin 2010 [81]

SOM, Gaussian
Mixtures, Clus-
ter Analysis

Operational
Risk Manage-
ment—Cybersecurit

Risk As-
sessment
(RCSA)

Peters et al.
2017 [82]

Non-linear clus-
tering method

Table A.5: algorithms referenced 5, taken from [13]
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Risk Type Risk
Manage-
ment
Method/-
Tool

Reference Algorithm

Operational Risk Man-
agement—Fraud Risk

Operational
Risk Losses

Pun and
Lawryshyn
2012 [83]

Neural Net-
works, k-Nearest
Neighbor, Naïve
Bayesian, Deci-
sion Tree

Operational Risk Man-
agement—Fraud Risk

Operational
Risk Losses

Sharma and
Choudhury 2016
[84]

SOM

Operational Risk Man-
agement—Fraud Risk

Risk Moni-
toring

Ngai et al. 2011
[85]

neural networks,
Bayesian be-
lief network,
decision trees

Operational Risk Man-
agement—Fraud Risk

Risk Moni-
toring

Sudjianto et al.
2010 [86]

SVM, Classi-
fication Trees,
Ensemble Learn-
ing, CART, C4.5,
Bayesian belief
networks, HMM

Operational Risk
Management—Money
Laundering/Financial
Crime

Risk Moni-
toring

Khrestina et al.
2017 [87]

ogistic regression

Table A.6: algorithms referenced 6, taken from [13]
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