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 Abstract 
Synthetic methanol produced from CO2 and H2 is one of the technical solutions nec-

essary to combat anthropogenic climate change. It can replace fossil fuel feedstocks 

currently used in the chemical industry and be used as an alternative fuel in some 

types of engines and turbines. Because of this, methanol synthesis has recently 

gained increased attention from researchers of industry and academia. 

 

This thesis covers the topic of heat transfer in a laboratory scale power to methanol 

reactor, which was built with the purpose to investigate different catalysts and 

working conditions for synthetic methanol production. The design and construc-

tion of the reactor setup was a subject of a previous master thesis. The focus of this 

thesis is computational fluid dynamics (CFD) modelling of transient heat transfer 

in a fixed bed catalytic reactor with a simplistic and effective approach. The exper-

imental setup is shortly introduced, and the experimental methods of early stage 

reactor operation are presented. 

 

Calibrating a CFD model with experimental data is a further part of this thesis, the 

aim of which is to achieve representative simulation accuracy. Afterwards, the re-

sults from measurements are presented. The CFD model is used to recreate the ex-

periments, with the intention to extrapolate preceding temperature results to the 

whole reactor volume.  

 

After calibration, the model achieved sufficiently low simulation error of reactor’s 

bed temperature (< 10°C), both in steady state and transient operation. With that, 

its readiness to aid future experiment planning and ensuring safety of operation has 

been achieved. Methanol % yield of steady state operation was estimated as 8.6%.  

 

Keywords  Methanol, E-methanol, Synthetic fuel, Thermal Analysis, Heat trans-

fer, Experimental Reactor, Laboratory Scale, Carbon Dioxide, Hydrogen. 
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Symbols and abbreviations 
Symbols 
 

𝝆 density 

𝒕 time  

𝒗 velocity vector 

𝒈 gravitational force field vector 

𝒑 pressure 

𝝁 fluid dynamic viscosity 

𝝁′ fluid dynamic viscosity secondary term for complex molecules 

𝑿 vector of mass fraction of different chemical species 

|𝒗| absolute value of velocity 

𝒉 vector of specific enthalpies of separate chemical species 

𝑫𝒊𝒋 binary diffusion coefficients between different chemical species 

𝑴𝒋 molar weight of chemical species j 

𝑹 a vector of rate of production of chemical species 

𝒀 molar weight 

𝝓 concentration of a physical quantity 

𝒒 volumetric source term 

𝒏 a vector normal to surface 

𝒓 rate of chemical reaction 

𝒌𝒆𝒇𝒇 forward rate constant of reaction 

𝑪𝑿 concentration of reactant X 

𝑨𝒆𝒇𝒇 preexponential factor 

𝑬𝒆𝒇𝒇 effective activation energy 

𝑹 gas constant 

𝑻 absolute temperature 

𝒂, 𝒃 reaction order 

𝒉 Planck constant 

𝒒̇ external heat 

𝒗𝒓𝒆𝒂𝒄𝒕𝒂𝒏𝒕𝒔 volumetric flow rate of reactants 

𝜹𝑻 measurement uncertainty of temperature 

𝜹𝒑 measurement uncertainty of pressure 

𝜹𝑻𝒔𝒊𝒎 measurement uncertainty of simulated temperature 

𝒑𝒅𝒆𝒄𝒓𝒆𝒂𝒔𝒆 pressure decrease 

𝒗𝒐𝒍𝒇𝒍𝒖𝒊𝒅 reactor internal void space available for fluid 

𝒓𝒂𝒕𝒊𝒐𝑴𝒆𝑶𝑯 ratio of molecules of MeOH produced to total molecules attrib-

uting to volume decrease in CO2 hydrogenation reaction 

𝒗𝑴𝒆𝑶𝑯 volumetric rate of produced MeOH 

𝚫𝐇 reaction enthalpy 

%𝒀𝒊𝒆𝒍𝒅  per cent yield of a reaction towards a selected species 

𝑸𝑴𝒆𝑶𝑯 total reaction heating power generated from CO2 hydrogenation 

𝑸𝑴𝒆𝑶𝑯+𝑹𝑾𝑮𝑺 total reaction heating power 
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𝑸𝑹𝑾𝑮𝑺 total reaction heating power generated from RWGS reaction 

𝒄𝒇𝒃 coefficient of heat transfer between process fluid and fixed bed 

particles 

𝒄𝒃𝒐 coefficient of heat transfer between fixed bed particles and cool-

ing oil 

𝒄𝒐𝒆 coefficient of heat transfer between cooling oil and environment 

𝒄𝒃𝒆𝒕 coefficient of heat transfer between fixed bed particles and envi-

ronment through top lid 

𝒄𝒃𝒆𝒃 coefficient of heat transfer between fixed bed particles and envi-

ronment through bottom lid 

 

Operators 
 

∇*A divergence of vector A 

∇B gradient of scalar B 

ΔA laplacian of vector A 

∇ × A curl of vector A 

𝜕

𝜕𝑡
 partial derivative with respect to variable t 

∑
𝑁

𝑗=1
 

sum over index i until maximum value N 

∯

𝜕𝑉𝑐=𝑆

 

surface integral over area S, which is also a boundary  

of volume Vc  

∰

𝑉𝑐

 

volume integral over volume Vc 

∏

𝑗

 repeated multiplication over index j 

Δ𝐺𝑖̂ change of variable of state 𝐺𝑖   from reactant to transition state 

 

Abbreviations 
 

CFD Computational Fluid Dynamics 

DFT Density Functional Theory 

FVM finite volume method 

GC gas chromatograph 

LHHW Langmuir-Hinshelwood-Hougen-Watson kinetics 

MASI most abundant surface intermediate 

MFC mass flow controller 

RTD resistance temperature detectors 

RWGS reverse water-gas shift reaction 
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1 Introduction 
 

 

Mitigation of climate change is the biggest challenge of human civilisation in 

XXI century. Climate change is caused by greenhouse gas emissions originat-

ing from utilisation of fossil fuels [1]. To end the demand of fossil fuels, the 

development of a variety of highly advanced technical solutions is required, 

along with targeted carbon taxes across all the sectors of economy [2]. Two 

of these sectors are power industry and chemical industry [3]. In the case of 

the former, the power systems require the capability of ramping up and down 

the level of power supply. This means utilisation of flexible power sources, 

such as gas turbines and engines powered by alternative sustainable fuels [4]. 

When it comes to chemical industry, sustainable feedstock fuels are also 

needed to cut down on both greenhouse gas emissions and fossil fuel depend-

ence [5]. This would enable production of climate friendly alternatives for 

many products, such as textiles, polymers, paints, fertilisers or pharmaceuti-

cals [6] [7]. 

 

Synthetic methanol (e-methanol) is a chemical compound, which is going to 

have an enormous relevance in addressing the sustainable fuel demand in 

the following decades [8] [9] [10] [11]. It is produced through synthesis of 

two reactants: carbon dioxide and hydrogen, and the reaction is usually car-

ried out in a fixed bed reactor [12]. There are, nevertheless, certain sustaina-

bility conditions related to sourcing of these gases. Firstly, hydrogen needs to 

be obtained from water electrolysis process powered by low-carbon electric-

ity. Secondly, in order for e-methanol to qualify as sustainable, it needs to 

follow the circular economy concept, in which the carbon atoms circulate be-

tween being components of methanol, components of end products made 

from methanol and components of carbon dioxide [13]. Such carbon atoms 

should never end up in the atmosphere. To achieve this circularity, carbon 

dioxide needs to be captured either directly from the atmosphere or from the 

same industrial point source, which is going to utilise later such recycled 

methanol. 

 

Methanol demand is estimated for 500Mt annually in 2050 [11]. Synthesis of 

e-methanol is already a commercial process, with several companies, includ-

ing Carbon Recycling International and Fairway Methanol, already produc-

ing it volumes and planning further development into hundreds thousands 

of tons yearly [14] [15]. Despite the fact of existing production, there is room 

for improvements in the process technology, with the ultimate goal of bring-

ing down the production costs and allowing for rapid global scale up of e-

methanol. One of such possible process improvements is using a new type of 

catalyst for the chemical reaction and the second one is optimizing the reac-
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tion conditions inside the reactor [12]. These efforts have potential to in-

crease the reaction yield, causing a decrease of the costs of auxiliary energy 

demand related to product gas separation [16]. 

 

With the aim to test such improved processes, researchers conduct tests in 

different scales. One of the necessary test phases is a laboratory scale (bench 

scale) process evaluation, for which the construction of experimental reactor 

setup is needed. In parallel, computational modelling of the reactor internal 

space is a common practice. The intention of such modelling is to better un-

derstand the physical phenomena occurring in the reactor, as well as to opti-

mize the conditions inside the reactor. Since the 1990s, researchers have 

been using computational fluid dynamics (CFD) as a tool in reactor model-

ling and many methods were established and improved since then [17]. The 

modelling usually includes heat and mass transfer, as well as reactions of 

chemical species. The level of detail in these chemical reaction models can be 

very precise, to the stage when every catalyst particle of the reactor bed is 

reproduced with its exact shape and position [18]. However, simulations 

based on such models not only require high computational performance, but 

also a significant amount of effort and cost for the development process. In 

many cases that is not necessary, as less specific results are representative 

with enough level of accuracy.  

 

With newly designed chemical laboratory scale reactors, it is practical to 

model their behaviour during transient operation, such as start-up and shut-

down. However, simulating such operation with a sophisticated CFD model 

is a massively time-demanding procedure. Because of that, there might be a 

preference for easy to implement, simplistic models, which would return re-

sults with lower, but still valuable level of precision. This thesis presents a 

new CFD model for studying transient operation of a laboratory scale e-

methanol synthesis reactor, which had been built in Aalto University. Besides 

the development of the computational model, also results of multiple exper-

iments are presented, including measurements of pressure and temperature 

during different stages of operation of the reactor. Based on these methods, 

the thesis intends to answer the following research questions: 

 

 

1. What is the thermal behaviour of the Power to methanol reactor dur-

ing different stages of operation?  

 

2. Is it possible to calibrate a heat transfer model of the Power to metha-

nol reactor with sufficient accuracy to achieve simulation results com-

parable with experimental data? 

 



11 

 

3. What is the yield of reaction products during steady state operation of 

the Power to methanol reactor? 

 

The main outcomes of the thesis are the results of model validation with ex-

perimental data. The observations of heat transfer and chemical reactions 

occurring in the reactor during transient operation are also included. The 

presented results can help researchers to assess if simplistic CFD modelling 

could be an aid in their future work with laboratory scale chemical reactors. 
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2 CFD modelling of fixed bed reactors 
 

Chemical reactors are the main components of chemical plants, where the 

desired reactions take place. One of reactor types used widely in large-scale 

industrial production of chemicals and intermediates is a catalytic fixed bed 

(packed bed) reactor [19]. In these reactors, internal space is filled with par-

ticles of specifically chosen size and shape, which are usually porous and have 

their surface covered with a specific catalyst. The role of a fixed bed is to pro-

vide large surface area for the catalytic reactions to take place, converting re-

actants into products. A schematic of a fixed bed reactor is illustrated in Fig-

ure 1. 

 

 Figure 1: A fixed bed reactor. Source: [19]. 
 

Most of chemical reactors operate at steady state conditions during long-

term production runs. In such runs, small variations in product yield can lead 

into significant financial loss for the production plant. Therefore, it is key to 

maintain optimal reaction conditions of the reactor, including desired pres-

sure and temperature. In cases of highly exothermic or endothermic reac-

tions taking place in isothermal reactors, there is a requirement for effective 

heat transfer between catalyst and circulating heat transfer medium. One of 

the most common setups of a fixed bed reactor is a multi-tubular fixed bed 

reactor, where the catalyst is packed into neighbouring tubes, which are 

cooled by a stream of heat transfer medium [20]. A schematic of a multi-tub-

ular fixed bed is presented in Figure 2. 
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 Figure 2: A multitubular fixed bed reactor. Source: [19]. 
 

In such type of reactor, effective heat transfer is ensured by tubes of small 

diameter, each of them working as a separated fixed bed, instead of having a 

bulk fixed bed in the whole reactor area. These tubes have a higher specific 

heat transfer area than a bulk reactor and ensure easier temperature control, 

and by result, easier selectivity control [21]. The following requirement of a 

fixed bed is to maintain low pressure drop along the flow of process gas. This 

requirement is in favour of larger catalyst particles, while heat and mass 

transfer is more effective with smaller catalyst particles due to them having 

higher surface area. Because of these conflicting goals, reactors beds need to 

be assembled in a way to provide a middle ground for optimal results [17]. 

Low pressure drop is especially important in case of chemical reactions char-

acterised by low single pass conversion, in which the use of product recircu-

lation is necessary. This is because product recirculation implies significant 

energy losses, which should be minimised where possible. Because of these 

matters, reactor setups with a small tube-to-particle diameter ratio are often 

preferred [22].  

 

Due to significant influence of fluid dynamic phenomena on reaction conver-

sion, it is of interest of both industry and academia to research into possible 

improvements of the fixed bed reactors. Computational modelling enables 

the investigation of possible improvements of reactor layout, as well as opti-

mal reactor conditions [23]. The areas of these improvements include bed 

morphology, pressure drop, mixing characteristics, heat and mass transfer 

and surface chemistry.  
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2.1 Geometry of a fixed bed 
 

With the aim to meet all the requirements related to heat transfer, mass 

transfer and pressure drop, many types of catalyst arrangements have been 

proposed for fixed bed configurations. The catalyst may be in the form of ran-

dom packings of particles, such as spheres, solid and hollow cylinders, as well 

as monolithic shapes with parallel channels, stacked plates or corrugated-

plate packets [19]. In general, beds with random packing provide good reac-

tion surface area with supreme mixing conditions, which allows minimising 

the mass transport resistance between gas and catalyst surface. The resulting 

turbulence in inter-particle area is an important factor. Such turbulence im-

proves greatly convective heat transfer from the bed, despite low heat con-

ductivity of gases compared to solid particle material [24].  

 

In many cases, there is no need to develop a computational model with a high 

level of complexity, due to practical reasons. CFD simulations of fixed bed 

reactors are often carried out with modelling assumption of quasi-homoge-

neous (single-phase) bed [25] [26]. Such assumption implies that the fixed 

bed is a continuous medium with averaged properties of packing and void 

space. The temperature of the process fluid and the surrounding particle is 

therefore always equal and heat transfer properties of such a single phase, 

called effective properties, have the averaged values of its two-phase compo-

nents [27]. The underlying simplicity of implementation of quasi-homogene-

ous models, as well as sufficient accuracy and reliability allows to utilisation 

of these models in many applications [28]. Another way to model a fixed bed 

is heterogeneous (double phase) modelling approach [29], [30], [31]. Such 

models take into consideration the co-existence of solid medium of the par-

ticles together with void space, allowing the two media to exchange heat and 

mass between them and maintain different temperatures. A group of re-

searchers concluded, that in steady state conditions the results obtained by 

homo and heterogeneous models are similar [32]. 

 

With continuous advances in computational modelling, researchers are in-

terested in development of models of higher accuracy than homo or hetero-

geneous approach [33] [34] [35] [36]. This is possible with a method of single 

particle modelling, which is also called three-dimensional (3D) particle-re-

solved modelling. The difference between particle-resolved and heterogene-

ous methods is that in the prior the solid phase is not considered a continuum 

medium, but rather a dispersed phase, with separate thermal conditions at 

each separate particle. A comparison of these models is illustrated in Figure 

3. 
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 Figure 4: A difference in morphology between a homogeneous bed model and a particle-resolved model of a fixed-bed reactor. Source: [22]. 
 

In order to model reactors with small tube-to-particle ratio, particle-resolved 

models are the only choice with sufficient accuracy level. This is because both 

homo and heterogeneous models do not include local inter-particle and in-

tra-particle phenomena, such as turbulence, mass transport, unequal veloc-

ity profiles across particles or the existence of hot and cold spots in the cata-

lyst bed.   

 

Particle-resolved CFD modelling requires the creation of fixed bed packing 

geometry with a very high level of detail. There are different ways to obtain 

such a geometry, including tomography of a real reactor, regular generation 

and random generation of the bed geometry using software [37] [38]. The 

latter is highly important, when the catalyst particles do not have spherical 

shape – such as cylinders [39]. Such cylindrical pellets would never assume 

regular distribution inside a fixed bed, so a dedicated algorithm is necessary 

to generate a representative arrangement of these particles. In literature, 

there were many reports of algorithms dedicated to generation of such bed 

geometries [40], [41], [42], as well as experiments leading to validation of the 

algorithms [43].  

 

One of the biggest challenges in particle-resolved modelling fixed bed reac-

tors is representation of the contacts between different particles. The pres-

ence of contact points, lines and sometimes areas leads to severe convergence 

errors in the simulations, along local anomalies in fluid flow as well as heat 



16 

 

and mass transfer. Researchers explored solutions to address these issues, 

usually by combining geometrical simplifications of particle shapes [44].  

 

The most popular shape simplifications are the caps method and the bridges 

method [22]. Both of these simplifications are local geometry modifications, 

affecting only areas of inter-particle contact and particle-wall contact. Their 

role is to make it easy for the CFD model to compute balance equations, by 

reducing geometry and mesh complexity. The bridges method relies on plac-

ing a small extrusion-like connection between the contact points, while the 

caps method is the opposite, as it subtracts the volume of the particles in the 

close distance from the contact points. Geometry changes resulting from 

these methods are presented in Figure 5, which shows an example of two cy-

lindrical catalyst particles and a wall. Both of these techniques have their ad-

vantages and disadvantages. The bridges method tends to overestimate heat 

transfer between objects in contact, while the caps method has a tendency to 

underestimate heat transfer, while overestimating the fluid flow through the 

void space of the bed [45]. After the geometry of a modelled component is 

created, the next step is the discretization of such geometry into a mesh of 

finite elements or volumes. 

  
Bridges method Caps Method 

  Figure 5: Two methods of modification of contact point geometry for two cy-lindrical catalyst particles and a wall. 
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2.2 Governing balance equations 
 

In order to develop a representative CFD model, all physical phenomena 

need to be expressed with a set of equations. For a chemical reactor, these 

equations include balance of mass, momentum, energy and mass of chemical 

species. The equations are presented below. 

 

Mass balance: 

 
𝜕𝜌

𝜕𝑡
 +  𝛻 ∗ (𝜌𝒗) = 0 

 
(1) 

where: 

𝜌 − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦,  𝒗 − 𝑓𝑙𝑢𝑖𝑑 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟. 

 

 

Momentum balance in vector form: 

 

𝜌 (
𝜕𝒗

𝜕𝑡
 +  𝒗(𝛻 ∗ 𝒗)) = 𝜌𝒈 − 𝛻𝑝 + 𝜇Δ𝒗 + (

𝜇

3
+ 𝜇′) ∗ 𝛻(𝛻 ∗  𝒗) (2) 

 

where: 

𝜌 − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦,  𝒗 − 𝑓𝑙𝑢𝑖𝑑 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟,  

𝒈 − 𝑔𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑓𝑜𝑟𝑐𝑒 𝑓𝑖𝑒𝑙𝑑 𝑣𝑒𝑐𝑡𝑜𝑟, 𝑝 − 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑓𝑖𝑒𝑙𝑑, 

𝜇 − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦,  

𝜇′ − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑡𝑒𝑟𝑚 𝑓𝑜𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 

 

 

Energy balance: 

 

𝜌
𝜕

𝜕𝑡
(
|𝑣|2

2
+ ℎ) = 𝜌(𝒈 ∗ 𝒗) − 𝛻 ∗ (𝑝𝒗) + 

+𝛻 ∗ (𝜇 ∗ 𝛻(|𝑣|2) − 𝜇𝒗 ∗ (𝛻 × 𝒗) + (𝜇′ −
2

3
𝜇)𝒗 ∗ (𝛻 ∗ 𝒗)) + 

+𝛻 ∗

[
 
 
 

−𝑘𝛻𝑇 + 𝒉 ∗ 𝛻𝑿 ∗ (−𝜌) ∗

(

 
1 − 𝑌𝑖

∑
𝑌𝑗
𝐷𝑖𝑗

𝑁
𝑗≠𝑖 )

 

]
 
 
 

 = 𝑄̇ 

 

   (3) 

 

where:  

𝑿 =
𝑚𝑖

𝑚
 − 𝑎 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑚𝑎𝑠𝑠 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 (𝑖 = 1,2, … ,𝑁), 

𝜌 − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦,  𝒗 − 𝑓𝑙𝑢𝑖𝑑 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟,  

𝒈 − 𝑔𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑓𝑜𝑟𝑐𝑒 𝑓𝑖𝑒𝑙𝑑 𝑣𝑒𝑐𝑡𝑜𝑟, 𝑝 − 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒, 
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|𝑣| − 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑓𝑙𝑢𝑖𝑑 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦,  

𝜇 − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦, ℎ − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 of a mixture 

𝜇′ − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑣𝑖𝑠𝑐𝑜𝑠𝑖𝑡𝑦 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑡𝑒𝑟𝑚 𝑓𝑜𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠, 

𝒉 − 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑖𝑒𝑠 𝑜𝑓 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒 𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙 𝑠𝑝𝑒𝑐𝑖𝑒𝑠,  

𝑄̇ − ℎ𝑒𝑎𝑡 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑒𝑟𝑚,  

𝐷𝑖𝑗 − 𝑏𝑖𝑛𝑎𝑟𝑦 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑠𝑝𝑒𝑐𝑖𝑒𝑠, 

and molar weight 𝑌 of the species 𝑖 is described as: 

 

𝑌𝑖 =
1

∑
𝑋𝑗

𝑀𝑗

𝑁
𝑗=1

𝑋𝑖

𝑀𝑖
 

 

(4) 

where 𝑀𝑗 is the molar weight of species j. 

 

 

Mass balance of chemical species: 

 

𝜌 (
𝜕𝑿

𝜕𝑡
+ 𝒗 ∗ 𝛻𝑿) + 𝛻 ∗

(

 
 

−𝜌 ∗ 𝛻𝑿 ∗

(

 
1 − 𝑌𝑖

∑
𝑌𝑗
𝐷𝑖𝑗

𝑁
𝑗≠𝑖 )

 

)

 
 

= 𝑹 
 (5) 

 

where: 

 

𝑿 =
𝑚𝑖

𝑚
 − 𝑎 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑚𝑎𝑠𝑠 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 (𝑖 = 1,2, … ,𝑁), 

𝜌 − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦,  𝒗 − 𝑓𝑙𝑢𝑖𝑑 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟,  

𝑹 − 𝑎 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙 𝑠𝑝𝑒𝑐𝑖𝑒𝑠, 

and molar weight 𝑌 of the species 𝑖 is described as: 

 

𝑌𝑖 =
1

∑
𝑋𝑗

𝑀𝑗

𝑁
𝑗=1

𝑋𝑖

𝑀𝑖
 (6) 
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Finite Volume Method (FVM) is a leading technique of CFD modelling for 

variety of applications, which include also modelling of fixed bed reactors 

[22]. It relies on discretization of the volume of analyzed component into a 

mesh of finite, non-overlapping volumes [46] and discretisation of complex 

differential equations of balance into relatively simple algebraic form for each 

mesh volume (cell). This creates a large system of equations, which is solva-

ble in steady state, given enough boundary conditions at external surfaces. 

For transient simulations, additional information is needed in the form of 

initial conditions of each variable for which the time-dependent solution is 

looked for. Figure 6: shows an example of a 2D hexahedral mesh element 

with sources and fluxes of any given physical quantity. This quantity could be 

mass, momentum, energy or mass of chemical species. This chapter provides 

only the brief description of the FVM method, as the full explanation would 

exceed the volume of this thesis. An interested reader is encouraged to look 

into the exhaustive literature available on the topic [46]. 

 

 

 Figure 6: A 2D hexahedral mesh element with sources and fluxes of a given physical quantity. 
 

FVM is inherently conservative, which means that all the physical quantities, 

including mass, momentum and energy are always conserved along the mesh 

of finite volumes by the nature of the model. This is due to the fact that the 
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surfaces of mesh cells are used as flux areas for transport of physical quanti-

ties, such as mass or energy, and the flux entering a particular cell from a 

given direction is always equal to flux leaving the adjacent cell from the same 

direction. Another advantage of FVM is that the unknown quantity is always 

evaluated in the bulk of the cell, instead of in its surface, which makes it easy 

to implement various surface boundary conditions. When it comes to mesh 

type in particle-resolved simulations, in the literature the most accurate 

modelling results were obtained using polyhedral mesh cells, as they were 

less vulnerable to numerical diffusion than other types of mesh cells, while 

being more precise in areas of complex fluid flow [47].   

 

After choosing of governing equations and a numerical method, the next step 

is the discretization process, in which the balance equations are discretized 

(or integrated) over the finite volumes (mesh elements). The general term for 

any conservation equation in its integral form can be presented as: 

 

∰𝜌
𝜕𝜙

𝜕𝑡
 𝑑𝑉

𝑉𝑐

+ ∯ 𝜌𝜙

𝜕𝑉𝑐=𝑆

𝒗 ∗ 𝒏𝑑𝑆 = ∯ Γ𝛻𝜙 ∗ 𝒏 𝑑𝑆 +

𝜕𝑉𝑐=𝑆

∰𝑞 𝑑𝑉

𝑉𝑐

  (7) 
 

where: 

𝜌 − 𝑓𝑙𝑢𝑖𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦, 𝜙 − 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑣𝑒 𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦,   

𝒗 − 𝑓𝑙𝑢𝑖𝑑 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟,  𝑞 − 𝑣𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑐 𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑒𝑟𝑚 , 

𝒏 − 𝑎 𝑣𝑒𝑐𝑡𝑜𝑟 𝑛𝑜𝑟𝑚𝑎𝑙 𝑡𝑜 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑆 𝑜𝑓 𝑎 𝑓𝑖𝑛𝑖𝑡𝑒 𝑣𝑜𝑙𝑢𝑚𝑒 𝑉𝑐.  

Γ − 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝑓𝑜𝑟 𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑜𝑓 𝜙.  

  

This equation is valid for each finite volume, as well as for the whole domain. 

To obtain the result of such integration, surfaces as well as volumes of each 

cell need to be calculated. Convective and diffusive fluxes across all cell sur-

faces are transformed using the Gauss theorem (8), which allows to trans-

form volume integrals into surface integrals. This ultimately leads to the so-

lution of the discreet equations over each element. 

 

∯ 𝒇

𝜕𝑉𝑐=𝑆

∗  𝒏 𝑑𝑆 = ∑(𝒇

𝑛

𝑖=1

∗ 𝒏𝒊) ∗ 𝑆𝑖 = ∰(𝛻 ∗ 𝒇)

𝑉𝑐

𝑑𝑉  (8) 
 

where: 

𝒇 − 𝑎 𝑓𝑙𝑢𝑥 𝑓𝑖𝑒𝑙𝑑 𝑣𝑒𝑐𝑡𝑜𝑟 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑔𝑖𝑣𝑒𝑛 𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦,  

𝒏 − 𝑎 𝑣𝑒𝑐𝑡𝑜𝑟 𝑛𝑜𝑟𝑚𝑎𝑙 𝑡𝑜 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑆 𝑜𝑓 𝑎 𝑓𝑖𝑛𝑖𝑡𝑒 𝑣𝑜𝑙𝑢𝑚𝑒 𝑉𝑐.  

 

 

The last steps are expressing the quantity fluxes – diffusive and convective – 

in terms of the difference of quantity values of adjacent cells, as well as 
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providing boundary conditions on external boundaries of the component. Af-

terwards, a system of algebraic equations is obtained and it is possible to be 

solved.  

 2.3 Chemical reactions 
 

In majority of cases of chemical reactions occurring in fixed bed reactors, the 

reactions happen mostly at the surface of catalyst particles. However, there 

are additional necessary steps for a chemical reaction to take place, such as 

transport of the molecule from bulk of the fluid to the catalyst surface, as well 

as the other way around after the reaction is finished. In general, 7 different 

steps can be distinguished for each molecule taking part in a chemical reac-

tion: 

 

1. Transport from the fluid to the catalyst surface 

2. Transport from the catalyst surface through a pore to the reaction site 

3. Surface adsorption 

4. Surface reaction 

5. Surface desorption 

6. Transport from the reaction site through a pore to the catalyst surface 

7. Transport from the catalyst surface to the fluid 

 

The computational methods covering steps 3-5 are called microkinetic mod-

els. There are also conjugate approaches including all the steps 1-7, which are 

named macrokinetic models.  

 

Two typical engineering objective of a chemical reaction is to achieve a high 

reactant conversion and a decent reaction rate. These two parameters are the 

main indicators about the reaction performance. Literature provides differ-

ent pathways for modelling of the reaction rates [48]. One of these pathways 

is power-law kinetics, which was years ago the most common type of expres-

sion for reaction rate (I). Power-law kinetics is a closed-form empirical ki-

netic model, which means that the coefficients present in the equation are 

estimated based on experimental results.  

 

𝑟 = 𝑘𝑒𝑓𝑓𝐶𝐴
𝑎𝐶𝐵

𝑏 = 𝐴𝑒𝑓𝑓𝑒
−

𝐸𝑒𝑓𝑓

𝑅𝑇 𝐶𝐴
𝑎𝐶𝐵

𝑏 (I) 
where: 

𝑟 − 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛, 

𝑘𝑒𝑓𝑓 − 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛,  

𝐶𝑋 − 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑋,  𝐴𝑒𝑓𝑓 − 𝑝𝑟𝑒𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑡𝑜𝑟, 

𝐸𝑒𝑓𝑓 − 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦,  𝑅 − 𝑔𝑎𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 

𝑇 − 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒, 𝑎, 𝑏 − 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑟𝑑𝑒𝑟. 
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Despite the limitations of power-law kinetic approach, it is still commonly 

used in both in reactor design and process design due to its simplicity and 

possibility of straight-forward regression based on experimental data.  

 

Another way of modelling rate of reaction is Langmuir-Hinshelwood-

Hougen-Watson (LHHW) kinetics [22]. In LHHW models, the surface mech-

anisms are described with a high level of detail. Additionally, there are incor-

porated assumptions on slow and fast reaction steps. One of the underlying 

assumptions is that adsorption-desorption processes are in partial equilib-

rium. Further requirement is to choose manually the rate determining step 

of reaction. Similarly, to power-law kinetics, the LHHW model needs to be 

fitted with experimental data in order to create a representative description 

of reaction rate. If the modelling results are in good correlation with experi-

mental ones, e.g., the conversion and selectivity data, the rate constants are 

fixed at the corresponding values.  

 

Because of procedures mentioned above, LHHW is inherently subjected to 

many uncertainties, such as measurement or modelling uncertainties. For 

example, even if model reproduces the data with satisfying accuracy, it may 

be due to a coincidence of two simultaneous errors. Consequently, the result-

ing reaction rate is prone to uncertainty propagation. Other examples include 

inability of the model to predict the most abundant surface intermediate 

(MASI), which is responsible for blocking catalyst sites, or the effective reac-

tion orders. Even if practically correct in a range of operating conditions, the 

reaction rate coefficients obtained with LHHW often show no physical sig-

nificance other than being a numerical parameter built into the model. 

 

Mean-field approximation is the third method of estimation of reaction rates. 

Unlike power-law approach, it is not regressed into a narrow range of exper-

imental conditions, making it more universal. It includes elementary reac-

tions, which opens the possibility to investigate reaction intermediates and 

reaction rates. What is also an important advantage, it allows for estimation 

of sensitivity of certain model parameters.  

 

This kind of model assumes the uniform distribution of adsorbate and cata-

lyst sites at the surface. The reaction rate of elementary, irreversible reaction 

is outlined with the following equation: 
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𝑟𝑖 = 𝑘𝑖 ∏𝑐𝑗
𝑗

= 𝐴𝑖exp (−
Δ𝐸𝑖

𝑘𝐵𝑇
) ∏𝑐𝑗

𝑗

 (II) 
where: 

𝑘𝑖 − 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑖,  

𝑐𝑗 − 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑗, 𝐴𝑖 − 𝑝𝑟𝑒𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑡𝑜𝑟, 

Δ𝐸𝑖 − 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦, 𝑘𝐵 − 𝐵𝑜𝑙𝑡𝑧𝑚𝑎𝑛𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 

𝑇 − 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒.  

 

 

The rate constant is assumed independent of local conditions of the reac-

tion’s location. A modified form of this equation, originating from transition 

state theory (TST), refers the rate constant to Gibbs free energy of reactants, 

products and transition states [48]: 

 

 

𝑘𝑖 =
𝑘𝐵𝑇

ℎ
exp(−

Δ𝐺𝑖̂

𝑘𝐵𝑇
) =

𝑘𝐵𝑇

ℎ
exp(

Δ𝑆̂

𝑘𝐵
)exp (

−Δ𝐻𝑖̂

𝑘𝐵𝑇
) (III) 

 

where: 

𝑘𝑖 − 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑖,  

𝑘𝐵 − 𝐵𝑜𝑙𝑡𝑧𝑚𝑎𝑛𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 𝑇 − 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒, 

ℎ − 𝑃𝑙𝑎𝑛𝑐𝑘 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡,  

Δ𝐺𝑖̂ − 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝐺𝑖𝑏𝑏𝑠 𝑓𝑟𝑒𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑓𝑟𝑜𝑚 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑡𝑜 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑒, 

Δ𝑆̂ − 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑓𝑟𝑜𝑚 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑡𝑜 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑒, 

Δ𝐻𝑖̂ − 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 𝑓𝑟𝑜𝑚 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡 𝑡𝑜 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑠𝑡𝑎𝑡𝑒. 

 

 

Additionally, the reaction equilibrium constant can be calculated in relation 

to Gibbs free energy: 

 

𝐾𝑖 = exp (−
ΔGi

𝑘𝐵𝑇
) = exp (

Δ

𝑘𝐵
) exp (

−Δ𝐻𝑖

𝑘𝐵𝑇
) (IV) 

where: 

𝐾𝑖 − 𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑖, 

ΔGi − 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝐺𝑖𝑏𝑏𝑠 𝑓𝑟𝑒𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑖, 

Δ𝑆𝑖 − 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑖, 

Δ𝐻𝑖 − 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑒𝑛𝑡𝑎𝑙𝑝ℎ𝑦 𝑜𝑓 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑖. 

𝑘𝐵 − 𝐵𝑜𝑙𝑡𝑧𝑚𝑎𝑛𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 𝑇 − 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒. 

 

 

In recent years, it became possible to estimate some parameters, such as ac-

tivation energies of adsorbates, using semi-empirical methods, which are not 

only simple in implementation, but also have a higher level of accuracy when 
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compared to empirical methods. This is a major improvement, since with the 

early days of kinetic modelling, the rate constants could only be determined 

with fitting them empirically to experimental results. The semi-empirical 

method returns good quality results with small molecules. The most precise 

and in-depth level of modelling can be achieved with a microkinetic method 

called Density Functional Theory (DFT). The description of DFT is outside of 

the scope of this thesis. An interested reader is encouraged to look into avail-

able literature [49] [50]. 

 

In general, methanol synthesis is described by 3 chemical reactions [51]: 

 

 𝐶𝑂 + 2𝐻2 ↔ 𝐶𝐻3𝑂𝐻   (∆°𝐻 = −
91𝑘𝐽

𝑚𝑜𝑙
) 

 

(V) 

𝐶𝑂2 + 3𝐻2 ↔ 𝐶𝐻3𝑂𝐻 + 𝐻2𝑂   (∆°𝐻 = −
49.5𝑘𝐽

𝑚𝑜𝑙
) 

 

(VI) 

𝐶𝑂 + 2𝐻2 ↔ 𝐶𝐻3𝑂𝐻   (∆°𝐻 = −
91𝑘𝐽

𝑚𝑜𝑙
) (VII) 

  
The reactions depicted by equations (V) (VI) (VII) are called consecutively 

CO hydrogenation, CO2 hydrogenation and reverse water-gas shift (RWGS).  

 

Reactor kinetic models of methanol synthesis through CO2 hydrogenation 

have been described and compared by researchers in both steady state and 

transient conditions [52]. In the same study, the kinetics of methanol synthe-

sis was also reported, along with assumptions and schemes of implementa-

tion. However, the kinetics and exact pathway of production of methanol are 

still a matter of scientific discussion, despite many studies dedicated to these 

problems. The existing LHHW kinetic models differ between each other 

about the source of carbon atoms for methanol molecule. Some of the studies 

assume that only carbon monoxide takes part in the hydrogenation reaction 

[53] [54], while others consider only carbon dioxide [55] [56], and some as-

sume that both pathways happen in parallel [57] [58]. 

 

CO2 has been demonstrated to be the main reactant in methanol synthesis 

[59], while other study showed that CO2 restrains CO hydrogenation, but not 

its own hydrogenation to methanol. These observations led to a hypothesis 

of separate catalyst sites being responsible for CO and CO2 hydrogenation. 

This was further supported by different experiments [60]. Graaf et. al. pro-

posed a model where separate catalyst sites are responsible for CO/CO2 and 

H2/H2O adsorption. [57] [61]. They suggested that CO and CO2 hydrogena-

tion takes place consecutively, afterwards being followed by RWGS reaction 
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following a formate-based path. The formulations of reaction rates based on 

this hypothesis have been validated multiple times with experimental data 

and are amongst the most popular in modelling of the reactors [62] [63]. 

 

In another type of kinetic model developed for methanol synthesis, certain 

variations of operating conditions influence active surface of the particles, 

which results in change of the number of oxygen vacancies at Zn-O-Cu inter-

faces. This was an improvement of a model proposed in former studies [64]. 

According to the model, depending on ratio of CO/CO2 of mixture in contact 

with catalyst surface, the number of available active sites at the catalyst would 

change [65]. The authors report an improved description of the kinetic meas-

urement over working methanol catalyst compared to a static kinetic model. 

 

An extended microkinetic model based on DFT was proposed by Grabow and 

Mavrikakis, which included novel reaction intermediates and allowed new 

possible reaction by-products [66]. The proposed model included 49 elemen-

tary steps and no assumption on rate determining step. They estimated that 

about 2/3 of methanol is produced through CO2 hydrogenation, however also 

other pathways were included, such as formation reaction of several by-prod-

ucts and intermediates. Another kinetic model based on a three-site adsorp-

tion n (Cu+1, Cu0 and ZnO) was proposed [67] [68], as an extension to pre-

vious research [69]. 

 

It is recommended for an interested reader to explore available review liter-

ature on kinetic models [52]. The only presented formulation of kinetics in 

this thesis is the most popular relation developed by Graaf [57] : 

 

 

𝑟𝐶𝑂→𝐶𝐻3𝑂𝐻 =
𝑘1𝐾𝐶𝑂[𝑓𝐶𝑂𝑓𝐻2

3/2
− 𝑓𝐶𝐻3𝑂𝐻/(𝑓𝐻2

1/2
𝐾1

𝑒𝑞
)]

(1 + 𝐾𝐶𝑂𝑓𝐶𝑂 + 𝐾𝐶𝑂2𝑓𝐶𝑂2)[𝑓𝐻2

1/2
+ (𝐾𝐻2𝑂/𝑘𝐻2

1/2
)𝑓𝐻2𝑂] 

  
 

(VIII) 

𝑟𝑅𝑊𝐺𝑆 =
𝑘2𝐾𝐶𝑂2

[𝑓𝐶𝑂2
𝑓𝐻2

− 𝑓𝐻2𝑂𝑓𝐶𝑂/𝐾2
𝑒𝑞

]

(1 + 𝐾𝐶𝑂𝑓𝐶𝑂 + 𝐾𝐶𝑂2𝑓𝐶𝑂2)[𝑓𝐻2

1/2
+ (𝐾𝐻2𝑂/𝑘𝐻2

1/2
)𝑓𝐻2𝑂] 

 
 

(IX) 

𝑟𝐶𝑂2→𝐶𝐻3𝑂𝐻 =
𝑘3𝐾𝐶𝑂2

[𝑓𝐶𝑂2
𝑓𝐻2

3
2 − 𝑓𝐶𝐻3𝑂𝐻𝑓𝐻2𝑂/(𝑓𝐻2

3/2
𝐾3

𝑒𝑞
)]

(1 + 𝐾𝐶𝑂𝑓𝐶𝑂 + 𝐾𝐶𝑂2𝑓𝐶𝑂2)[𝑓𝐻2

1/2
+ (𝐾𝐻2𝑂/𝑘𝐻2

1/2
)𝑓𝐻2𝑂] 

 
 

(X) 
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3 Research methods 
 

The main purpose of this thesis was to create and validate a computational 

fluid dynamics (CFD) heat transfer model for the laboratory Power to meth-

anol reactor, which was designed and built at Aalto University. Such a model 

enables the possibility to simulate and investigate the thermal behaviour of 

the reactor in transient operation, predicting the temperature distribution 

across its volume over time. The possibility to predict the temperature levels 

prior to the actual experiments with the chemical reactor setup is useful for 

experiment planning and ensuring the experimental setup remains in its 

safety margins all the time during its operation. 

 3.1 Experimental setup 
 

The core part of the experimental setup is the methanol reactor. It is shown 

in Figure 7 in a disassembled state. It is a catalytic fixed bed reactor with di-

rection of the fluid flow from top to bottom. Main dimensions of the reactor 

are presented in Tab 1. The inlet fluid in a steady state operation is a gaseous 

mixture of CO2 and H2 in the ratio of 1:3. The reactor’s internal space is filled 

with a fixed bed made of particles of inert material and catalyst pellets. The 

catalyst pellets are fixed in the internal space of the reactor in a way to form 

a uniform layer in the shape of a cylindrical plug. Chemical composition of 

the catalyst is shown in Tab 2. 
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 Figure 7: A methanol synthesis reactor in a disassembled state. 

Tab 1: Main dimensions of the reactor  

 

Tab 2: Chemical composition of cata-

lyst 

 

Volume 0.57 𝑙 

Length 500 𝑚𝑚 

Nominal 

Flow rate  
500

𝑛𝑙

ℎ
 

Reactor 

diameter 
38 𝑚𝑚 

Oil jacket 

dimensions 
𝑑𝑜𝑖𝑙 𝑚𝑖𝑛 = 50 𝑚𝑚 

𝑑𝑜𝑖𝑙 𝑚𝑎𝑥 = 55 𝑚𝑚 

Inert  

material 

SiC  

particles 

Al2O3 10.1 % 

CuO 63.5 % 

ZnO 24.7 % 

MgO 1.3 % 

 

 

The Power-to-X reactor setup was designed and built in Aalto University to 

research into how different operating conditions influence the composition 

of reaction products. The reactor’s design and construction had been covered 

by another master’s thesis prior to writing of this thesis [70]. These operating 

conditions include temperature and pressure inside the reactor, both inlet 

and outlet volumetric flow rates of the fluid, as well as heating and cooling 

rates through the oil jacket.  

 

To achieve necessary data readings and control over operating conditions, 

the equipment is fitted with multiple sensors and actuators. Figure 8 shows 

the layout of the complete experimental setup with the reactor located in its 

central part. 
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 Figure 8: Layout of complete experimental setup with a Power to methanol reactor in its central part. 
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3.1.1 Process fluid system 
 

The role of a process fluid system is to carry the stream of reactants to the 

reactor and carry the stream of products further, through subsequent com-

ponents, such as a phase separator. The process fluid system has three states 

of operation: 

 

1. Inlet valves are completely shut, there is no fluid flow. 

2. The supply fluid is the inert N2 gas. 

3. The supply fluid is the mixture of CO2 and H2 with volume ratio 1:3. 

 

N2 is chemically inert against all other process fluid system elements in the 

operating conditions of the reactor. It is used as a process fluid in stages of 

start-up (heating up) and shut down (cooling down) of the experimental 

equipment. It is also necessary for safety reasons if any unexpected situation 

happens. 

 

In the steady state operation, a reactant gas (CO2 and H2 mixture) flows out 

of a pressurised gas cylinder. Next, the gas flows through a first mass flow 

controller (MFC), which controls the volumetric flow rate and can be set to a 

desired value. Subsequently, the gas is heated by an oil-gas pre-heater and 

enters the reactor from the top. 

 

The reactants flow through the reactor and partially react into products. The 

product gas stream contains H2, CO2, MeOH, H2O, CO and an amount of 

other products, which are accounted as impurities. After exiting the reactor, 

the gas flows through a water-gas cooler, after which some of the stream com-

ponents are expected to partially condensate: MeOH, H2O and possibly other 

impurities.  

 

The next step for the stream is to flow through a pressure-reducing valve into 

a separator tank where the liquid phase is separated from the gas phase. The 

liquid outlet located at the bottom of the tank leads to another pressure re-

ducing valve which reduces the pressure of that stream to the atmospheric 

level, allowing the liquid phase of products to accumulate in the liquid tank. 

The other stream exiting the separator tank is a gas stream. It leads to a sec-

ond MFC, after which the stream is directed to the exhaust channel. 

 3.1.2 Oil system 
 

The role of the oil system is to control the temperature level of the reactor 

and incoming process fluid stream. The oil is Shell Heat Transfer Oil S2, 

which has its operating range between 0℃ and 340℃. At first, the oil is 

heated by a resistance oil heater of a maximum power of 10kW. Although this 
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value is significant, the heating power which effectively can be transferred to 

the reactor internal space is lower. This is due to relatively small area of oil 

jacket around the reactor, heat transfer between the reactor and the environ-

ment remaining in room temperature, and low temperature difference be-

tween reactor internals and heating oil due to a constraint for maximum oil 

temperature of 250°C because of limits of certain components in the oil sys-

tem. Also, there are significant heat losses to the environment due to rela-

tively small volume/area ratio of the reactor as well as piping. 

 

Subsequently, the oil stream passes through an oil cooler, which is an oil-air 

heat exchanger with forced airflow. This oil cooler is used instead of the oil 

heater during its operation in high loads. This is required when the total sys-

tem heat balance becomes positive and there arises the need for additional 

cooling instead of heating to stabilise the temperature.  

 

Next, oil flows through an oil jacket of the reactor. The oil jacket is shorter 

than the inside space of the reactor, beginning with 60mm offsets from both 

ends of the reactor. During the operation, the oil flows in a counter-current 

manner in relation to the process fluid. After flowing through the reactor, the 

exiting oil stream is used to preheat incoming process fluid in the gas-oil pre-

heater. The last element of the oil system is an oil pump, which controls oil 

flow rate through appropriate engine inverter setup. 

 3.1.3 Sensors 
 

The experimental setup is equipped with different sensors both to ensure the 

necessary operating conditions and to gather results from experiments re-

ported in this thesis. The key results of these experiments are the volumetric 

concentrations of product fluids outflowing from the reactor. These concen-

trations are necessary data to calculate fundamental indicators for any chem-

ical reactor: reaction yield and selectivity. 

 

The measurement of these product fluid compositions is performed with two 

gas chromatographs (GC): first one for analysis of liquid samples from the 

liquid product tank and the second one for gaseous phase analysis from the 

top of the separator tank. 

 

Suitable operating conditions of the experimental setup are ensured with 

measurements pressure sensors, temperature sensors. There are 12 re-

sistance temperature detectors (RTDs) of type PT100, which 3 of which are 

in the reactor to measure process fluid temperature, 4 are in different parts 

of the process fluid system (before and after the reactor), and 5 are assigned 

to oil system. These process fluid system RTDs are named PT1, PT2, … , PT7, 
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while the oil system RTDs are named O1, O2, … , O5. The sensors measuring 

the temperature inside the reactor are PT2, PT3, PT4, O2, O3, O4. 

 

There are 3 thin-film-on-steel pressure transmitters. They are named P1, P2, 

P3. All of them measure the pressure inside the reactor. 

 

The location of all reactor sensors is shown in Figure 9. 

 

 Figure 9: Location of the reactor sensors 
 3.1.4 Actuators 
 

Actuators serve to setting desired operating conditions in the reactor. Setting 
the temperature is performed by turning a knob of the resistance oil heater 
to a desired value, with maximum power of the oil heater is 10kW.  
 
In high reactor loads (close to its designed operating conditions), oil cooling 
is used instead of heating. Oil cooling is controlled by opening a pressurised 
air valve, which opens the airflow of a room temperature air into the oil 
cooler. The flow rate of the airflow is controlled with a knob. 
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Another parameter of reactor’s operation is the flow rate of process fluid. This 
flow rate is adjustable by two MFCs, one of which is dedicated for the reactant 
gas inflowing to the reactor, while the second one controls the product fluid 
outflowing from the reactor. The MFCs are set to desired flow rate values with 
the common control panel.  The presence of two units of MFCs is dictated by 
the quality of expected chemical reactions, as CO2 hydrogenation reaction is 
a reaction with changing volume. This means that with the purpose of main-
taining constant pressure in the reactor, inflow shall be different from out-
flow. 
 
The next essential functionality in a laboratory scale chemical reactor is gas 
selection between process gas and inert gas. The gas selection valve is a man-
ual valve with only two positions: either process gas or inert gas. This valve 
provides not only safe start up and shut down, but also the precise control of 
process gas injection timespan. The latter feature is useful in initial tests of 
the equipment and had a key role in performance of experiments reported in 
this thesis.  
 
Finally yet importantly, there are two additional condition necessary to set 
the pressure in the reactor to a desired set point. The first condition is that 
pressure in the pressurised gas cylinders (both process gas and inert gas) is 
required to be higher than the pressure in the reactor. This pressure is con-
trolled via manual reduction valves assembled on top of the gas cylinders. 
The second condition is that a manual pressure reducing valve between the 
reactor and the separator needs to be set to a set point between being open 
too much (pressure after the valve would be too high) and being completely 
closed, which would allow no fluid flow. 
 
The photograph of the experimental equipment is presented in Figure 10. 

This photograph was taken in the stage of setting up the system, before glass 

wool thermal insulation was applied onto hot parts. The vertical columns lo-

cated in the central part of the photograph are the separator tank and the 

reactor. The separator tank, on the left, is thinner and longer, while the reac-

tor, on the right, has lower length-to-width ratio. 
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 Figure 10: Experimental equipment without insulation. The reactor and sep-arator vessels are seen in the middle. 
 

 3.2 CFD model for heat transfer 
 

Another method used in this thesis is the simulation of thermal conditions in 

the methanol reactor with a CFD model. The model was developed specifi-

cally as an aid in experimental research on this particular power to methanol 

reactor. The main purpose of simulating heat transfer is to provide a wide 

overview of the thermal conditions in the reactor, which cannot be deter-

mined from the experiments alone. Such a model allows to recreate the ex-

periments using simulations with specified accuracy, thus providing the tem-

perature results for every part of the reactor. These results present a bigger 

picture in contrast to a limited number of sensor measurements from exper-

iments. Another case for aiding experimental research with CFD simulations 

is the possibility to simulate certain scenarios in advance of performing the 

experiments. Such simulations enable early prediction of results, parallel to 

evaluation of safety, which allows timesaving and planning further experi-

ments with higher precision. Results of these simulations are temperature 

values in all areas of the reactor, available in intervals of 1 sec. 
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3.2.1 Geometry and mesh 
 

In CFD modelling, the first step of creating a new model is forming its geom-

etry, with specified simplifications. For the model introduced in this thesis, 

such simplifications include the representation of the whole reactor compo-

nent as a shape made of cylindrical shapes. Figure 11a illustrates complete 

volume of the reactor model. The oil jacket is represented as an orange tub-

ular shape, with the direction of oil flow signalized by white arrows. The re-

actor internals, which are surrounded by the oil jacket, are marked with pur-

ple colour.  

 

The presence of the steel walls of the reactor structure was omitted during 

model development, meaning that there is no physical mass nor heat capacity 

of the steel walls included into the model. Although the reactor is surrounded 

with a layer of glass wool in the experimental setup, the presence of such wool 

was also omitted, meaning that there is no mass nor heat capacity related to 

it neither. The external surfaces of the reactor are in direct contact with the 

environment, which is at room temperature. Although both structural steel 

and isolating wool were not included into the model, their effects related to 

heat conductivity across the material interfaces are included into the physics, 

due to heat transfer coefficient calibration described in chapter 3.3.1. 

 

The internal volume of the reactor, which is marked with purple colour, is a 

closed space, which is filled with fixed bed consisting of SiC particles and a 

layer of catalyst particles. During reactor’s operation, the process fluid is also 

moving through that space. Because of complexity of such fixed bed space, 

another geometric simplification was implemented. The internal reactor vol-

ume was divided into two sub-volumes, which can be seen in Figure 11b. The 

first sub-volume is of cylindrical shape (blue colour) and represents the fluid 

moving through the reactor, while the second sub-volume is of tubular shape 

(green colour) and portrays the solid mass of fixed bed particles. This partic-

ular simplification allowed to easily separate the physical parameters of fixed 

bed from such parameters of moving fluid, while also allowing these media 

to have different temperature values across all simulations. These kinds of 

models, where bed particles are detached from the fluid moving across the 

bed are called heterogeneous models. The modelled space is 2D axisymmet-

ric, based on geometric properties on the infinitesimal axial section shown in 

red colour in Figure 11. 
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 Figure 11a  

 

  Figure 11b 
Figure 11: Representation of the reactor volume by a CFD model. 
 

 

After defining geometry, the model was divided into a mesh, which is shown 

in Figure 12. In the model visualization, length of the reactor is represented 

by a vertical axis. The second dimension is radius with relation to the axis of 

the model. The space has been divided into 300 elements in total, which are 

100 elements lengthwise and 3 elements radius wise. In the bottom and cen-

tral part of the reactor, starting from the axis, the first finite element layer 

represents fluid inside the reactor, the next finite volume layer stands for 

solid and the last finite volume layer refers to oil. Such a space discretization 

method means that in each of the mediums (fluid/solid/oil) the temperature 

is uniform in the radius direction, because there is only one element layer per 

each medium. Therefore, there is no radial temperature distribution present 

inside these separate layers and the only radial heat transfer is through in-

terfaces with other mediums. Additionally, all the movement of both oil and 

process fluid is reduced to one-dimensional case with only vertical flow al-

lowed.  

 

In the top part of the mesh shown in Figure 12, there is a distinctive dark 

area, which depicts the top part of the reactor. In this part, there is no fixed 

bed any more, but rather the space is completely filled by fluid. This space 
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was left without fixed bed fill intentionally with the aim to compensate ther-

mal expansion.  

 

 

 Figure 12: Mesh of the 2D axisymmetric CFD model of the reactor. 
 

 

The next simplification relates to unification of fixed bed properties. The 

properties of the whole fixed bed were unified to parameters of SiC fixed bed, 

which means there is no distinction in thermal parameters between the 7 cm 

thick catalyst layer and the supporting inner material.  

 3.2.2 Physics simplifications 
 

Further physical simplification of the model is the assumption of constant 

properties of all the materials, independent of temperature and process fluid 

composition. These constant properties include material density and heat 

conductivity. Both the fluid inside the reactor and the oil in the oil jacket have 

the velocities explicitly specified and set at constant values. Due to these 
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modelling assumptions, the outlet flow rate of the process fluid has the same 

value as the inlet flow rate in every simulation. 

 

Due to the fluid movement being reduced to 1D case with only one element 

of each medium radius-wise, several fluid mechanics phenomena, such as 

turbulence, natural convection or law of the wall, are not taken into account 

in the modelling physics. Furthermore, heat transfer by radiation is also not 

included. The only two mechanisms present in the model governing heat 

transfer in process fluid and oil are heat diffusion and forced convection, 

which are described with a convection-diffusion equation: 

 

𝜌𝑓𝐶𝑝𝑓

𝜕𝑇

𝜕𝑡
 + 𝑉𝑓𝜌𝑓𝐶𝑝𝛻𝑇 =  𝛻(𝑘𝑓𝛻𝑇) + 𝑞̇ (9) 

  

where: 

 𝜌𝑓 – fluid density [
𝑘𝑔

𝑚3],  𝐶𝑝𝑓
 – fluid heat capacity [

𝐽

𝑘𝑔𝐾
], 

𝑇 – fluid temperature [𝐾],  𝑉𝑓 – fluid velocity [
𝑚

𝑠
],  

𝑘𝑓 – fluid heat conductivity coefficient [
𝑊

𝑚𝐾
],  𝑞̇ – external heat [

𝑊

𝑚3]. 

 

 

Heat transfer between the fluid and any other medium is assigned to the term 

of external heat 𝑞̇, which is quantified as: 

 
𝑞̇ = 𝛼(𝑇1  −  𝑇2) (10) 

 where: 

𝛼 – heat transfer film coefficient across the interface of adjacent media [
𝑊

𝑚2𝐾
 ], 

𝑇1, 𝑇2 – temperatures of adjacent media [𝐾]. 
 

 

Inside the solid medium, representing reactor’s fixed bed in the model, the 

heat transfer physics is reduced further and its only mechanism is diffusion. 

Therefore, the heat transfer in solid follows the law of heat conduction (Fou-

rier’s Law): 

 

𝜌𝑠𝐶𝑝𝑠

𝜕𝑇

𝜕𝑡
=  𝛻(𝑘𝑠𝛻𝑇) + 𝑞̇ (11) 
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where: 

 𝜌𝑠 – solid density [
𝑘𝑔

𝑚3], 𝐶𝑝𝑠
 – solid heat capacity [

𝐽

𝑘𝑔𝐾
], 𝑇 – solid tempera-

ture [𝐾], 𝑘𝑠 – fixed bed heat conductivity coefficient [
𝑊

𝑚𝐾
], 𝑞̇ – external heat 

[
𝑊

𝑚3]. 

 

The parameter 𝑘𝑠 refers to the conductivity coefficient of fixed bed of SiC par-

ticles. 

 3.2.3 Numerical method 
 

The continuum discretization method of choice for the model is FVM. FVM 

is an alternative of Finite Difference Method (FDM), which utilizes discreti-

zation of space into volumes, allowing to take into account physical conser-

vation laws for each enclosed finite volume. These conservation laws include 

conservation of mass and energy, which are particularly important in energy 

applications related components. Euler first order implicit method was cho-

sen to solve the resulting set of ordinary difference equation. The simulation 

time step was set to a length of 1 sec. For convection modelling, the upwind 

differencing scheme was selected because of its simplicity in implementation. 

The whole numerical model was developed in MATLAB and the solver was 

chosen automatically based on mldivide function for solving linear system of 

equations. 

 3.3 Performed experiments and simulations 
 3.3.1 Calibration of coefficients of heat transfer 
 

One of the necessary steps in creating a useful heat transfer FVM model is 

determination of heat transfer coefficients between adjacent finite volumes. 

These coefficients can be estimated based on dimensionless equations from 

literature. In case of complex geometries, which are simplified for the sake of 

obtaining a simple model, it is, however, likely for these estimations not to 

achieve desired level of accuracy. In these cases, estimating the heat transfer 

coefficients based on experimental results can lead to higher modelling pre-

cision. In literature, there are several examples of evaluating experimental 

heat transfer coefficients of fixed bed reactors [71] [72] [73], including exper-

iments designed especially for identification of these coefficients [74] [75] 

[76] [77] . 

 

In the model presented in this thesis, the heat transfer coefficients needed to 

be estimated across five interfaces:  
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𝑐𝑓𝑏 – interface between fluid and bed,  

𝑐𝑏𝑜 – interface between bed (solid) and oil, 

𝑐𝑏𝑒t – interface between bed and environment (at the top),  

𝑐𝑏𝑒𝑏 – interface between bed and environment (at the bottom), 

𝑐𝑜𝑒 – interface between oil and environment. 

 

These interfaces are marked with green lines in Figure 13 and marked with 

titles of corresponding coefficients.  
 

 Figure 13: Heat transfer coefficients and their corresponding material inter-faces in the CFD model. 
 
 

All of the coefficients presented above refer to complex heat transfer geome-

tries, although in the model they are represented as simple 2D boundaries. 

For instance,  𝑐𝑏𝑜 is the assumed film coefficient between bulk solid mass of 

fixed bed and oil, while in reality it represents the heat transfer between po-

rous bed and the stream of oil across thick metal reactor wall, with two ma-

terial interfaces on both sides. As a following example, 𝑐𝑓𝑏 represents heat 

transfer between bulk solid mass of uniform fixed bed material and uniform 

process fluid stream. The coefficient 𝑐𝑓𝑏 is derived from previously reported 
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simplifications of physics and relates to simple heat conduction between bed 

and oil. On the contrary, in reality the fluid is a mixture of different com-

pounds, the bed is composed of SiC particles and catalyst pellets of different 

porosity, and the physics is governed by complex phenomena, such as turbu-

lence. 

 

There is no possibility to measure the values of these coefficients separately 

in isolated conditions. The change of one of such coefficients affects the dy-

namics of heat transfer, influencing the whole model. However, it is possible 

to numerically estimate such heat transfer coefficients by fitting the simu-

lated temperature curves with minimum possible error to the experimental 

temperature curves obtained from measurements of installed sensors.  

 

One such a method is non-linear regression. It allows to find the coefficients 

of a non-linear function, which satisfy the condition of minimising the least-

square error between given the function results and reference data:  
𝒎𝒊𝒏

𝒄
‖𝑭(𝒄) − 𝒚𝒅𝒂𝒕𝒂‖𝟐 =

𝒎𝒊𝒏

𝒄
∑(𝑭(𝒄) − 𝒚𝒅𝒂𝒕𝒂𝒊)

𝟐

𝒊

 (12) 
  
where 𝒄 are wanted coefficients, 𝒚𝒅𝒂𝒕𝒂 are the reference experimental re-

sults, and 𝑭(𝒙) are simulation results from the model.  

 

The reference 𝒚𝒅𝒂𝒕𝒂 was extracted from one of the experiments, which in-

cluded dynamic heating and cooling of the reactor by the oil flowing through 

oil jacket. Such data was specifically chosen to for the coefficient calibration 

to capture the dynamic relation between measured values from different sen-

sors. The steep changes in oil temperature were achieved through manipu-

lating the oil cooling through switching it on and off. Through this experi-

ment, the reactor was not operational, which means there was no chemical 

reaction proceeding, as the only fluid flowing through the reactor was N2. 

This allowed to ensure the independence of results from the chemical reac-

tion conditions. With the aim to keep the clarity of the figures, the tempera-

ture curves from this experiment were divided into 6 pieces of a unified 

length of 2200 seconds. The curves are presented in Figures 14-17.  
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 Figure 14: Temperature measurements at the catalyst layer (PT3) - dynamic heating and cooling.  
 

 Figure 15: Temperature measurements at the bottom part of the reactor (PT4) - dynamic heating and cooling.  
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 Figure 16: Temperature measurements at the oil outlet from the reactor (O4) - dynamic heating and cooling. 
 

 

 Figure 17: Temperature measurements at the top part of the reactor (PT2) - dynamic heating and cooling.  
 Non-linear regression was performed with MATLAB function lsqcurvefit. The acceptable level of simulation error using the calibrated model is in the order of 10°C. If the error is within that range, the model is accurate enough to be an aid in answering the stated research questions. 
 3.3.2 Experiments in partial load of the reactor 
 

After calibrating the model with the data originated from, the next step was 

to run the reactor with a chemical reaction proceeding in partial load. The 
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reason for not performing it on full load was safety concern about possible 

overheating of the catalyst layer. Process temperature conditions inside the 

reactor have been reduced in relation to the nominal ones, being as following: 

 

𝑝 = 50 𝑏𝑎𝑟,   𝑇 = 215 °𝐶,   𝑣𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠 = 500
𝑁𝑙

ℎ
 

 

In total, three experiments were performed. Prior to the beginning of each 

experiment, the reactor was required to achieve steady-state conditions in 

terms of pressure, temperature and volumetric flow of inert N2 gas through 

its bed. In these conditions, the reactant injection began with gas selection 

valve switch from ”inert gas” position to ”process gas”. After a specified time 

span of the experiment, the gas selection valve was switched back to its pri-

mary position. The experiments were all performed in similar conditions, 

with the varying parameter being process gas injection timespan. The aim of 

varying this timespan was to capture differences in reaction dynamics be-

tween shorter and longer reaction timespans, as well as to investigate the 

time required for the reactor to achieve steady state conditions. Pressure data 

was also recorded during each of experiments, allowing to capture any trends 

in pressure change due to chemical reactions occurring. This is due to the fact 

that both MFCs installed at the inlet and at the outlet of the system were set 

to allow for the same volumetric flow rates. 

 3.3.3 Recreation of experiments with simulations 
 

The model presented in this thesis does not include any chemical reaction 

kinetics. However, from the perspective of expected simulation results, the 

only necessary information is the rate of heat generation (or heat absorption) 

in the volume of the catalyst. Such heat generation can, with further model-

ling simplifications, be assumed to take place uniformly in the catalyst layer 

of reactor’s fixed bed. Under that assumption, it is possible to compare ex-

perimental results of temperature inside the reactor with the results of sim-

ulations. The estimation of heat generation during unsteady reactor opera-

tion can be difficult and subjected to additional errors, therefore all the esti-

mations of heat generation with the model introduced in this thesis were per-

formed referring the steady-state reaction conditions. 

  

Two sources of information were used to estimate the total amount of heat 

generated. The first one was the rate of pressure drop in the reactor during 

steady-state chemical reaction, the trend of which was estimated from results 

presented further in chapter 4.2. The second source of that information was 

the temperature measurement from the longest one of three experiments, 

where the steady state of reaction was achieved. By comparing this value with 

the corresponding steady state value from the simulation, it was possible to 
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estimate the rate of heat generation, at which the simulated result would be 

the closest possible to the experimental one. All reaction enthalpy values in 

this thesis were estimated using Kirchhoff's Law based on reference values of 

standard enthalpies of reaction and enthalpy values at specific operating con-

ditions found in the thermodynamic tables. 

 3.3.4 Uncertainties in experimental and simulation results 
 

Measurements performed inside the reactor are subject to measurement un-

certainties, specified by digital sensor suppliers. For the temperature sen-

sors, Nokeval PT2T, the total uncertainty is 0.05% of full scale (700°C range) 

together with 0.05% linearity error of the measured value. For the pressure 

sensors, Trafag EXNT100.0A, the uncertainty is 0.5% of full scale (100 bar 

range). Therefore, total measurement uncertainties of pressure and temper-

ature measurements presented in this thesis are the following: 

 

𝛿𝑇 =
0.05

100
∗ 700 °C +

0.05

100
∗ 200 °C = 0.45 °C  (13) 

𝛿𝑝 =
0.5

100
∗ 100 bar = 0.5 bar (14) 

 

The numerical model has been calibrated using experimental values, which 

are subject to such uncertainties. By result, the accuracy of resulting heat 

transfer coefficients is also affected. It is difficult to quantify the exact uncer-

tainty in the coefficient themselves, because the model is a complex non-lin-

ear function of these coefficients. A quantification of influence of such uncer-

tainties would require conducting a proper sensitivity analysis of the model, 

and it was outside of the scope of this thesis.  

 

Another source of uncertainty in temperature measurement is the presence 

of hot and cold spots in the reactor’s fixed bed, where the measured values 

can differ greatly within short distance apart. When it comes to modelling 

results, other sources of uncertainties are also present. These include model-

ling simplifications, including geometry, physics, discretization and mathe-

matical solver errors. 
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4 Results 
 4.1 Calibration of coefficients of heat transfer 
 

The multiple regression curve fitting process outlined in 3.3.1 brought the 

results in the form of the following coefficients of heat transfer (note: in the 

numerical model, they appear with negative units): 

 

𝑐𝑓𝑏 =  100 
𝑊

𝐾
 𝑐𝑏𝑜 =  0.0234 

𝑊

𝐾
 𝑐𝑏𝑒t =  0.1032 

𝑊

𝐾
 

𝑐𝑏𝑒𝑏 =  0.03255 
𝑊

𝐾
 𝑐𝑜𝑒 =  0.008532 

𝑊

𝐾
 

 

These coefficients refer to certain interfaces in the model introduced in this 

thesis. They are represented in [
𝑊

𝐾
] units instead of being converted into [

𝑊

𝑚2𝐾
] 

units. This is due of the fact that they refer to particular finite volume inter-

faces, which are specific for this CFD model. These coefficients take into ac-

count all the assumptions and geometry simplifications of the model men-

tioned previously. Consequently, they should not be compared to reference 

values originated from literature.  

 

4 of 5 obtained coefficients are in the anticipated range [
0.1 𝑊

𝐾
] , whereas 𝑐𝑓𝑏 

reached its upper boundary limit of 100
𝑊

𝐾
. Considering large surface area of 

fixed bed, it is technically possible that without the upper boundary condition 

the regression model would find even higher 𝑐𝑓𝑏 coefficient value, which 

would result in more precise simulation result. However, with the value of 

this order, the heat transfer between fluid and bed is nearly instantaneous. 

Further increase in the upper boundary condition would not have any signif-

icance on the results, while it could prolong calculation times and lower pre-

cision of the regression model in relation to other coefficients. 

 

The results of model calibration using derived coefficients are presented in 

Figures 18-21. The graphs show both experimental and simulated tempera-

ture values at different sensor locations: PT3, PT2, PT4, and O4. Experiments 

are represented by dotted lines, while simulations are shown in solid lines. 

Different colours illustrate various experimental pieces of data gathered from 

the experiments, which the curve fitting process was based on. 
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 Figure 18: Temperature values of curve fitting data at PT3 sensor (reactor internals at catalyst layer) - experiments (dotted lines) and simulations (solid lines). 
 

 

 Figure 19: Temperature values of curve fitting data at PT4 sensor (reactor internals at the bottom) - experiments (dotted lines) and simulations (solid lines). 
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 Figure 20: Temperature values of curve fitting data at O4 sensor (oil outlet at the top) - experiments (dotted lines) and simulations (solid lines). 
 

 

 

 Figure 21: Temperature values of curve fitting data at PT2 sensor (reactor internals at the top) - experiments (dotted lines) and simulations (solid lines).  
 

Simulation outcomes shown in Figures 18-20 reproduce the results of dy-

namic experiments with useful level of accuracy, in terms of both shape and 

the order of errors. These errors do not exceed 5°C in Figure 18 and 10°C in 

Figures 19,20, which means that the necessary level of simulation precision 

has been reached at the measurement points of PT3, PT4 and O4, that allows 
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to evaluate future experiment plans and safety of reactor operation. This or-

der of error is acceptable from the perspective of answering the research 

questions, while taking into account the experimental accuracy of the setup. 

 

In Figure 20, there are visible oscillations of simulated oil outlet temperature 

in some of the curves, happening typically at lower temperatures. These oil 

oscillations are the consequence of temperature oscillations of the oil inflow-

ing to the reactor. The origin of the oscillations are oil vibrations in the oil 

system, which cause time differences in heat transfer intensity at the oil 

heater. The possible reason for the model not dampening these oscillations 

to the necessary extent is the model simplification of not taking into account 

physical existence of steel oil jacket walls, which would help transferring heat 

lengthwise, smoothing out the oil outlet temperature. 

 

Simulation results presented in Figure 21, however, are not a valuable repro-

duction of the experimental data, as the order of error exceeds 50°C and the 

shape of the curves is by no means similar. Thus, the temperature of PT2 

measurement point cannot be evaluated using the reported model. The data 

mismatch at Figure 21 showing PT2 sensor is most likely caused by the fact 

that this sensor is in the upper part of the reactor, above the level of fixed 

bed. Such position implies that in direct proximity of the sensor there is only 

fluid, which makes the sensor highly susceptible to various fluid-related phe-

nomena causing unstable temperature reading. These phenomena include 

turbulence, natural convection and wall effects, which highly influence heat 

transfer coefficient between the fluid and the sensor. The consecutive reason 

for the error of PT2 data is the modelling method.  

 

Although the model is precise enough to represent the temperature in the 

fixed bed area, its assumptions and simplifications limit its use so that it can-

not represent well the behaviour of gaseous volume in the top of reactor. Spe-

cifically, the mesh of the model is too coarse and the time step of 1𝑠 is too 

short to process the aforementioned phenomena typical for fluids. Another 

limiting factor is that the velocity is assumed as explicitly known, steady, and 

radially uniform in the whole volume of the reactor. However, these issues 

are not disqualifying the validity of the whole model to plan experiments and 

access safety of operation, as the empty reactor space in its top part is not an 

expected area of high thermal loads.  

 4.2 Reactor operation in partial load 
 

Figures 22-24 illustrate three temperature readings during experiments per-

formed in mild conditions of the experimental setup. Two black vertical lines 

mark the beginning and the end of process gas injections to the system. Fig-

ure 22 shows the result of operation through experiment a) lasting 
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3 min 30 s. Figure 22 shows the result of operation through experiment b) 

lasting 10 min. Figure 24 shows the result of operation through experiment 

c) lasting 23 min 26 s. The X-axes of Figures 22-24  represent real time of the 

experiments and are in different scales in each of the figures. 

 

 

 

Figure 22: Temperature values during experiment a). Vertical lines mark the beginning and the end of process gas injection.   
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 Figure 23: Temperature values during experiment b). Vertical lines mark the beginning and the end of process gas injection. 
 
 

 Figure 24: Temperature values during experiment c). Vertical lines mark the beginning and the end of process gas injection. 
 
 

In all cases a), b), and c), the rise of temperature in the catalyst layer (PT3) 

can only be noticed after approximately 1 min from the beginning of reactants 

injection. This period of 1 min is the time, which is required for the process 
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gas to be transported through piping to the catalyst layer of the reactor. Only 

after this time, the reaction begins to take place.  

 

Initially, the temperature rises rapidly. This is due to introduction of process 

gas to fresh catalyst with plenty of unoccupied catalyst sites, where the reac-

tants easily adsorb and react, releasing energy in the form of heat. Subse-

quently, the temperature peak is reached soon after and a steady decline 

takes place, having a shape of an asymptotic curve. This temperature de-

crease, together with expected eventual temperature stabilisation are results 

of reaction kinetics reaching a balance between new reactant molecules being 

adsorbed to the catalyst sites and product molecules freeing the used catalyst 

sites. Such balance manifests itself in (PT3) temperature stabilisation on 

lower level than its peak value. This can be observed in Figure 24 showing 

experiment c), while in Figures 22,23 illustrating experiments a) and b) the 

balance has not yet been reached because of reactants injection interrup-

tions. It is expected that if these injections were longer in a) and b), the tem-

perature values of the catalyst layer (PT3) would also eventually reach a 

steady state. 

 

In all cases a), b), and c), approximately 1 min after the end of process gas 

injection, the temperature at sensor (PT3) begins to decline sharply. The re-

action kinetics balance of adsorption and desorption is violated with the con-

centration of reactants not sufficient to match the intensity of desorption  

with intensity of adsorption. The rate of chemical reaction drops and PT3 

temperature diminishes significantly further than what would be expected 

from the material simply cooling off. The shape of the declining curve is not 

exponential with an asymptote towards the initial temperature before the re-

action. Instead, the curve dips to values below that level, after which it slowly 

comes back to the steady state at the original value of PT3 temperature. This 

dip below the primary temperature value is an indication of heat absorption, 

meaning the dominance of an endothermic reaction step, such as product 

desorption, in the reactor shutdown stage. 

 

In all experiments a), b), and c), the shapes of the PT3 temperature curves 

after the end of reactants injection are notably similar. The timespan of neg-

ative temperature values, in relation to primary temperature at steady state, 

is approximately 10 min in each of the cases, indicating similar shutdown 

conditions in the reactor regardless of operational timespan. 

 

PT4 temperature readings, which refer to the reactor bed area at the bottom 

of the reactor, show similarities in shape to PT3 readings, however they have 

notably lower magnitude and typical dilution of shape over time. These result 

differences between PT3 and PT4 portrait typical effect of heat diffusion and 

advection through the internal reactor volume. On another hand, PT2 values, 
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which refer to the empty reactor area at the top, do not follow the same re-

gime. Heat diffusion-advection effects, which were seen previously in PT4 

readings, are, as expected, notably less influential in PT2 results due to the 

upstream direction from the catalyst layer, which is a heat source during the 

reaction. Another reason is that the heat conduction coefficients of gases are 

lower than the same coefficients of solid bed.  

 

The temperature spikes at PT2 sensor location in initial stages of each of the 

experiments a), b), and c) are believed to be caused by the dynamics of heat 

transfer between process fluids and piping. Overall, PT2 readings are ex-

pected to be strongly affected by the temperature and velocity of gases in-

coming into the reactor and can be treated as an indication of inlet gas con-

ditions. O4 sensor readings, which indicate oil outlet temperature, do not 

show any significant difference throughout any of the experiments, meaning 

that this temperature remains unaffected by reactor operation in mild condi-

tions.  

 
 

Figure 25 shows the relation of reactor pressure (P2) and temperature of the 

catalyst layer (PT3) during experiment b). Two black vertical lines mark the 

beginning and the end of process gas injection to the system. 

 

 Figure 25: Reactor pressure and temperature of the catalyst layer during experiment b). 
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The pressure decline observed in the graph is fully attributed to the chemical 

reaction with decreasing volume. This is because mass flow controllers con-

trolling both inlet and outlet flow rates were set to keep the pressure steady 

prior to the reactants injection, which excludes the influence of any leaks on 

such a pressure difference. Instantly after switching the inlet gas to reactants, 

pressure slightly rises, which is most likely the effect of mass flow controller 

transitioning its operation between inert gases and reactants. Subsequently, 

when the reaction starts occurring about 1 min later, the pressure begins to 

diminish over time.  

 

After approximately 4 min from the beginning of the reactants injection, the 

rate of pressure decrease reaches steady state and the linear trend in relation 

to time can be noticed. This trend is marked with a brown line in Figure 26. 

 

 Figure 26: Steady state trend of pressure decrease during experiment b). 
 

Inclination of the trend line denotes pressure decrease rate of  

𝑝𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒 = −0.02
𝑏𝑎𝑟

𝑠
 during steady state reactor operation in mild condi-

tions. With this value, it is possible to estimate the number of CO2 molecules, 

which underwent reaction, using the following formulas: 

 

Reactor internal void space volume available for fluid:  

 

𝑣𝑜𝑙𝑓𝑙𝑢𝑖𝑑 ≈ 3 ∗ 10−4  
𝑁𝑚3

𝑏𝑎𝑟
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Amount of moles occupying volume of compressed gas as a function of pres-

sure to facilitate calculations below: 

 

𝑣𝑜𝑙𝑚 =
1

22.4
𝑙 ∗ 𝑏𝑎𝑟
𝑚𝑜𝑙

∗
103𝑙

𝑚3
= 44.643  

𝑚𝑜𝑙

𝑚3 ∗ 𝑏𝑎𝑟
  

 

Volume decrease rate during steady state reaction in mild conditions: 

 

𝑣𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒 = 𝑣𝑜𝑙𝑓𝑙𝑢𝑖𝑑 ∗  𝑝𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒 = 3 ∗ 10−4
𝑁𝑚3

𝑏𝑎𝑟
∗ (−0.02)

𝑏𝑎𝑟

𝑠
=

=  5.968 ∗ 10−6   
𝑁𝑚3

𝑠
= 21.48 

𝑁𝑙

ℎ
 

 (15) 

 

Further calculations are done under the assumption, that CO2 hydrogenation 

to MeOH is the only reaction with decreasing number of molecules occurring 

in the reactor. The ratio of molecules of MeOH produced to total molecules 

attributing to volume decrease can be therefore estimated as: 

 

𝑟𝑎𝑡𝑖𝑜𝑀𝑒𝑂𝐻 = 0.5 

 

Under the assumptions listed above, the volumetric rate of produced MeOH 

can be estimated as: 

 

𝑣𝑀𝑒𝑂𝐻 = 𝑣𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒 ∗ 𝑟𝑎𝑡𝑖𝑜𝑀𝑒𝑂𝐻 =  2.984 ∗ 10−6   
𝑁𝑚3

𝑠
≈ 10.7 

𝑁𝑙

ℎ
 (16) 

 

𝑁𝑀𝑒𝑂𝐻 = 𝑣𝑀𝑒𝑂𝐻 ∗ 𝑣𝑜𝑙𝑚 =  1.3 ∗ 10−4   
𝑚𝑜𝑙𝑒𝑠

𝑠
 (17) 

 

Based on these results, as well as the volume and composition of process gas 

supplied to the reactor, the percent MeOH yield can be calculated:  

 

%𝑌𝑖𝑒𝑙𝑑𝑀𝑒𝑂𝐻 =
𝑣𝑀𝑒𝑂𝐻

𝑣𝐶𝑂2,   𝑖𝑛𝑙𝑒𝑡
∗ 100% =

10.74 
𝑁𝑙
ℎ

125 
𝑁𝑙
ℎ

∗ 100% ≈ 8.6 % 
 (18) 

 

The enthalpy of the CO2 hydrogenation reaction in the reactor operating con-

ditions has the value of  ΔHMeOH(50 𝑏𝑎𝑟,   215°𝐶) = −46.73 
𝑘𝐽

𝑚𝑜𝑙
.  

 

CO2 hydrogenation is, however, not the only reaction taking place in the re-

actor, and even in this reaction alone some steps are exothermic and some 

endothermic. However, with the aim of modelling heat generation in steady 
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state operation of the reactor, it is possible to use the simple formula for total 

reaction heat generated in the reactor considering only CO2 hydrogenation: 

 
𝑄𝑀𝑒𝑂𝐻 = 𝑁𝑀𝑒𝑂𝐻 ∗ ΔHMeOH(50 𝑏𝑎𝑟,   215°𝐶) =

= 1.332 ∗ 10−4  
𝑚𝑜𝑙𝑒𝑠

𝑠
∗ (−46.73) ∗ 103

𝐽

𝑚𝑜𝑙
 ≈  −6.2 𝑊 

(19) 

 

The value of 𝑄𝑀𝑒𝑂𝐻 has been derived under several assumptions, of which the 

major one was that the reaction takes place in steady state conditions. In ad-

dition, this result is based on previously reported physics simplifications in 

the model and its aim is to provide a level of reference for researchers about 

the heat generation scale in the reactor. The numerical results obtained in 

this thesis are strongly affected by these simplifications, therefore being sub-

jected to a range of error. This includes reaction heat, quantity of product 

molecules and product volume. 

 

Figures 27-32 illustrate the results of simulations a), b), and c), conducted 

with the model presented in chapter 3.2, under the assumptions introduced 

earlier in chapter 4.2. In each of the figures, the temperature values simu-

lated at PT3 and PT4 sensors are compared with experimental data from ex-

periments a), b) and c). The X-axes of Figures 27-32 represent duration of 

simulations as time reference. 

 

 Figure 27: Comparison of PT3 simulation a) results (solid lines) with experi-mental data (dotted lines). 
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 Figure 28: Comparison of PT4 simulation a) results (solid lines) with experi-mental data (dotted lines). 
 

 Figure 29: Comparison of PT3 simulation b) results (solid lines) with experi-mental data (dotted lines). 
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 Figure 30: Comparison of PT4 simulation b) results (solid lines) with experi-mental data (dotted lines). 
 

 

 Figure 31: Comparison of PT3 simulation c) results (solid lines) with experi-mental data (dotted lines). 
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 Figure 32: Comparison of PT4 simulation c) results (solid lines) with experi-mental data (dotted lines). 
 

 

In all of the simulations a), b), and c), the shapes of simulated PT3 curves are 

significantly different from the experimental ones. These simulated curves 

resemble exponential functions in shape, which is a behaviour typical for a 

material being heated up by the heat source with constant heat flux. The 

curves lead towards stabilisation over time at a certain steady PT3 values, 

indicating the balance of reaction heat generation flux with additional heat 

loss flux. Such balance has almost been reached during the longest of simu-

lations: simulation c) shown in Figure 31. After the interruption of reactants 

inflow, the simulated PT3 temperatures decreases to the prior steady state 

temperature, following asymptotic function shape 

 

The differences of dynamics between simulated and experimental PT3 tem-

peratures in all three simulations are caused by modelling simplifications of 

reactor physics, described broadly in chapter 3.2. The modelling assumption 

of steady state heat generation through the whole duration of chemical reac-

tion does not address changing reaction rate during different reaction steps, 

causing predominant exothermic behaviour during start-up and predomi-

nant endothermic behaviour during shut-down of the reactor. Thus, the most 

accurate representation of the thermal behaviour of the reactor is available 

only in a steady state operation timespans of the modelling simulations. 

 

Simulated PT4 curves are also not similar in shape to experimental curves in 

neither of the cases a), b), nor c). This is expected, as both in simulations and 

experiments, the shape of PT4 curves reflects the diluted shape of PT3 curves 

with a lower magnitude due to the effects of diffusion and advection. In sim-

ple terms, when both simulated and experimental PT3 shapes are not similar 

to each other, then the PT4 shapes are most likely not to be similar either.  
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The most important information obtained from the simulations is the maxi-

mum temperature level in different parts of the reactor. The maximum tem-

perature errors during all of the simulations occur at the catalyst layer (PT3) 

during reactor start-up, approximately 1 min after injection of process gas. 

This takes place right after a rapid rise of experimental temperature caused 

by exothermicity of initial reaction steps. This maximum error’s value was 

6.4°C. The second highest temperature errors take place soon after the be-

ginning of reactor shutdown, when experimental PT3 values have declined 

faster than in simulations due to endothermicity of final reaction steps. At 

that moment, the error reached 3.9°C. For comparison, the errors at PT4 re-

main under 3.9°C value during the whole time of all of the simulations. Over-

all, although the model’s main application is simulation of the steady state 

operation of the reactor, the errors are at the level below 10°C even in dy-

namic operation stages. Such an order of accuracy allows to utilise the model 

introduced in this thesis as a tool for planning further experiments and as-

suring operational safety.  

 

The values of PT3 temperature in simulations and experiments in case c) 

(Figure 31), did not reach similar values despite almost reaching the steady 

state. In the simulation, PT3 values stabilised at 218.7°C, while in the corre-

sponding experiment, the steady state temperature reached 216.2°C. This is 

a notable difference, taking into account the perfect match of these curves at 

primary steady state temperature of 213°C before the injection of reactants. 

The change in the simulated steady state catalyst layer temperature after the 

reactor start-up is 5.7°C, while reaching only 3.2°C in the experiments. Alt-

hough there are several sources, which partially contribute to this error, the 

main expected cause for such a substantial difference is the modelling of heat 

generation, which does not take into account other side chemical reactions, 

such as the RWGS reaction for the estimated value of total reaction heat dur-

ing steady state operation.  

 

Figures 33,34 present the results of further simulations marked as case d), 

which were conducted with the aim to find such a total reaction heat value 

𝑄𝑀𝑒𝑂𝐻+𝑅𝑊𝐺𝑆, so that the simulated PT3 temperature converged with the ex-

perimental PT3 temperature of the experiment c) during steady state. 
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 Figure 33: Comparison of PT3 simulation d) results (solid lines) with experi-mental data from experiment c) (dotted lines). The results converge at steady state. 
 

 

 Figure 34: Comparison of PT4 simulation d) results (solid lines) with experi-mental data from experiment c) (dotted lines). 
 
 

Figure 33 shows the simulated PT3 values under aforementioned assump-

tions, proving the condition of convergence between steady state PT3 tem-

peratures of simulation d) and experiment c). Simultaneously, the PT4 tem-

perature values from the same simulation reach the steady state difference of 

1.5°C between the simulation d) and the experiment c). 

 

The steady state reaction heat value, which was found to meet such a require-

ment, is: 

 

𝑄𝑀𝑒𝑂𝐻+𝑅𝑊𝐺𝑆 = −3.5 𝑊 
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Under the assumption of attributing the total difference of reaction heat be-

tween  𝑄𝑀𝑒𝑂𝐻 and 𝑄𝑀𝑒𝑂𝐻+𝑅𝑊𝐺𝑆 to RWGS reaction, the heat generated by this 

reaction can be estimated as:  

 
𝑄𝑅𝑊𝐺𝑆 = 𝑄𝑀𝑒𝑂𝐻+𝑅𝑊𝐺𝑆 − 𝑄𝑀𝑒𝑂𝐻 = 

−3.5 − (−6.22) ≈ 2.7  𝑊 

(20) 
 

The enthalpy of the RWGS reaction in such operating conditions has the 

value of  ΔHRWGS(50 𝑏𝑎𝑟,   215°𝐶) = 47.02 𝑊.  

 

Based on the values of total RWGS reaction heat and its enthalpy of reaction, 

it is possible to estimate the volumetric flow rate of CO produced in a steady 

state reactor operation: 

 

𝑁𝐶𝑂 =
𝑄𝑅𝑊𝐺𝑆

ΔHRWGS
=

2.72 𝑊

47.02 ∗ 103 𝐽
𝑚𝑜𝑙

≈  5.8 ∗ 10−5  
𝑚𝑜𝑙

𝑠
 (21) 

 

𝑣𝐶𝑂 =
𝑁𝐶𝑂

𝑣𝑜𝑙𝑚
=

5.78 ∗ 10−5  
𝑚𝑜𝑙
𝑠

44.643  
𝑚𝑜𝑙

𝑚3 ∗ 𝑏𝑎𝑟

= 1.3 ∗ 10−6  
𝑁𝑚3

𝑠
≈ 4.7 

𝑁𝑙

ℎ
 

(22) 

 

All values calculated in this chapter, including reaction heat, quantity of 

product molecules, product volume and yield are estimates based on several 

assumptions and simplifications. These estimates serve as tools in the pro-

cess of research, allowing to establish levels of reference and understand the 

scale of ongoing phenomena. The obtained results have value as an aid in 

experimental research, e.g., in originating hypotheses and proposals for fur-

ther experiments, despite their numerical values being subjected to errors.  

 

The model described in this thesis is a valuable tool to predict the thermal 

response of the experimental reactor, despite the fact that it does not simu-

late chemical reaction kinetics.  Its advantages include simplicity and the 

pace of results generation. It takes a couple of seconds to compute the results 

of 1-hour long transient simulation in comparison to heavy duty CFD  

programs, which require long time spans to obtain such results. The most 

significant advantage of this model was that the simulation could be used as 

a function in a curve fitting regression process to obtain the experimentally 

derived heat transfer coefficients reported in chapter 4.1. The process of cal-

ibration of five different coefficients takes approximately 30 min.  
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5 Conclusions 
 

Methanol is a chemical compound with a wide range of applications in the 

industry today. It is a feedstock in production processes of polymers, textiles, 

solvents, paints, pharmaceuticals, and many more products, which the civi-

lisation relies on. However, current methanol production originates with fos-

sil fuels. It means that when the materials produced from methanol at the 

end of their life are landfilled or incinerated, they release CO2, which is a 

greenhouse gas. With 2050 climate neutrality goals, it is necessary to replace 

the current supply chain of methanol with climate-neutral synthetic metha-

nol, enabling the production of climate-neutral products. Methanol has also 

many appreciated properties for energy storage purposes, so it can be used 

as a fuel or fuel feedstock in several applications, such as marine transport or 

carbon neutral gas power plants equipped with carbon capture technology.  

 

Methanol reactor synthesis through CO2 hydrogenation is a process, which 

still can be further improved. Switching from a currently favoured by indus-

try two-step process of RWGS to CO hydrogenation to a process of direct CO2 

hydrogenation could reduce the energy losses related to synthetic methanol 

production. However, these improvements require higher % yields to be 

achieved in power to methanol reactors. With the aim of achieving such im-

provements, more research on new catalysts and favourable reactor setups 

needs to be performed.  

 

This thesis investigates the heat transfer phenomena occurring in the labor-

atory scale power to methanol reactor, which was designed and built at Aalto 

University to study methanol synthesis yields with different catalysts and re-

action conditions. Experimental methods for measuring the conditions in-

side the reactor were reported, along with description of the instrumentation. 

A new CFD model for simulation of heat transfer was developed in order to 

enhance the measurements of the reactor’s temperature and provide aid in 

planning future experiments. The developed model is heterogeneous, which 

means that although fixed bed space is represented in continuous form, two 

phases of catalyst particles and void space exist separately. The following im-

plication is that both temperature data and thermal properties data are sep-

arately assigned to bed particles and to void space. 

 

The model represents simplistic approach to modelling of the fixed bed reac-

tors in comparison to existing particle-resolved 3D models existing in the lit-

erature. The result of that is less accurate representation of temperature dis-

tribution inside the reactor. Subsequently, the model does not include any 

representation of chemical reaction kinetics, but uses averaged volume heat 

generation approach to mimic heat of reactions. Although these simplifica-
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tions affect the accuracy of temperature simulations, the model is character-

ised by very low computation cost. Due to explicit fluid kinematics and de-

picting chemical reactions as volumetric heat generation, the only equation 

solved across the mesh volumes is heat balance. In result, the model enables 

fast simulations of transient heat transfer of runs with tens of minutes of du-

ration. The latter was particularly important in heat transfer coefficients cal-

ibration using regression, where many simulations needed to be performed. 

 

The CFD model was calibrated with experimental data, resulting in estima-

tion of heat transfer coefficients between several inter-material interfaces in-

side the reactor. The simulations achieved sufficient accuracy to help in ex-

periment planning and reactor safety assessment, with the error being in the 

range of 10°C. The data of bed temperature acquired from experiments in 

transient conditions was used to investigate the chemical reaction behaviour 

of the power to methanol reactor during start up, steady state operation and 

shutdown. 

 

The following reaction quantities were estimated based on the reactor’s 

steady state operation in partial load:  

 

Heat of CO2 hydrogenation to MeOH:  𝑄𝑀𝑒𝑂𝐻 = −6.2 𝑊, 

Heat of RWGS reaction:  𝑄𝑅𝑊𝐺𝑆 = 2.7  𝑊, 

Volumetric flow rate of MeOH product:  𝑣𝑀𝑒𝑂𝐻 = 10.7 
𝑁𝑙

ℎ
, 

Methanol product % yield:  %𝑌𝑖𝑒𝑙𝑑𝑀𝑒𝑂𝐻 = 8.6 %, 

Volumetric flow rate of methanol product:  𝑣𝑀𝑒𝑂𝐻 = 10.7 
𝑁𝑙

ℎ
. 

 

The results obtained in this thesis are subject to several limitations, including 

measurement errors and modelling simplifications. Measurement errors of 

some order exist every time an experiment is performed. However, in empir-

ical models, such as the model introduced in this thesis, measurement errors 

also affect results of modelling. This is due to uncertainty propagation, which 

happens whenever model parameters are fitted with experimental data. 

Modelling simplification such as heterogeneous bed representation, coarse 

meshing or explicit conditions for fluid kinematics also affect the model’s 

precision. 

 

The obtained value of heat transfer coefficient between fluid and bed parti-

cles had a relatively very high value of 𝑐𝑓𝑏 = 100 
𝑊

𝐾
, which was at the bound-

ary of specified limits. This means that the heat transfer between these media 

was assumed as nearly instantaneous, while the temperature difference was 

in all cases negligible. A conclusion from this is that in this case it would not 

make any difference if the developed model was homogeneous, instead of 
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heterogeneous. Such an approach could further reduce the model complex-

ity. 

 

Advances in CFD and other modelling methods in recent years are significant 

and allow for multi-level reactor modelling. However, aside from high preci-

sion simulations, there are also situations, when there is a preference for sim-

plistic approaches, such as homo or heterogeneous models due to their 

shorter development time and low demand of computational power. Com-

plexity of calculations is always accompanied with corresponding computa-

tional cost, therefore a proper method must be carefully chosen. In particular 

case of the power to methanol reactor reported in this thesis, the presented 

model can be further improved by mesh refinement with adding more radial 

layers, in order to create a representation of radial distribution of tempera-

ture. Another prospective improvement could be the inclusion of simple 

macrokinetics modelling, such as power law kinetics. These improvements 

would lead to better representation of the multiphysical phenomena occur-

ring in the reactor, while retaining relative simplicity of the model. When it 

comes to reactor design optimisation, more rigorous models are recom-

mended for that purpose, in order to include a detailed internal structure of 

the fixed bed into simulations. One of the prospective approaches to develop 

such a model would be to create a 3D particle resolved CFD and combine it 

with kinetic models derived from DFT studies on reaction mechanisms.  
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