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Abstract 
The analysis carried out in this thesis is aimed at checking whether the emergence of ICT 

specializations in Italian provinces is affected o not (and in case it is, to which extent) by an 

injection of capital from abroad through Foreign Direct Investments (FDIs). 

Firstly, information about Italian companies from 1999 to 2019 has been extracted from AIDA 

dataset. Thereafter, all the extracted data have been re-organized in a more compact structure that 

includes the variables of interest (like the initials of the provinces’ name or the timespan 

considered) for companies working in the ICT sector only. 

Secondly, the content of fDi Markets dataset has been analyzed and filtered in order to highlight 

Foreign Direct Investments directed in Italy in ICT sector, from 2003 to 2019. Then, again the 

whole dataset has been re-organized such that it matches the structure used in the previous dataset 

for Italian companies. 

Finally, the two datasets have been combined to create a single dataset containing all the 

information needed to carry on the analysis, linking the dependent variable (related to the 

specialization in ICT in a single province) to the independent ones (like the FDIs). Moreover, the 

dataset containing the number of ICT patents per Italian province has been re-organized and added 

to the final one, and so the number of patents is one of the independent variables as well. 

The linear regression has been used for understanding the effect of independent variables on the 

ICT specialization, and more specifically the regression with binary dependent variables’ theory 

has been applied (since the dependent variable here is a dummy). 

General results from another paper lead to acknowledge a non-significant effect of FDIs on 

industry specialization, while they are actually effective in case there is already a technological 

identity in the region where the capital is injected. This effect is even reinforced in case of 

involvement of R&D activities, and it is also negatively related to the prior existing knowledge 

of the region. Therefore, this thesis wants to analyze the global effect of Foreign Direct 

Investments on local ICT specialization and verify whether the results are comparable with 

previous studies’ ones or not. 
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1. Introduction 

Multinational enterprises (MNEs) are often considered to be one of the primary 

entities to influence the globalization process through the integration of production 

processes across national boundaries by the transfer of capital and technology. 

MNEs usually expand their activities in foreign countries for several reasons, such as 

exploitation of economies of scale, the use of specific advantage or just because their 

competitors are engaged in similar activities. Obviously, different countries, and so 

different economies might have policies altering things like corporate taxes, labor market 

conditions, subsides and so on, in order to be more attractive for injections of capital from 

abroad. One of the ways in which MNEs usually expand their operations in foreign 

countries is through Foreign Direct Investments (FDIs). 

The term “FDIs” refers to investments that are made to acquire a lasting interest in 

an enterprise operating abroad. In other words, FDIs are international financial flows 

aimed at controlling or participating in the management of an enterprise in a foreign 

country. Since the late 1980s, global flows of FDIs have been increasing significantly: 

for many decades the majority of FDI flows have gone to developed economies. However, 

during the recent years, the share of FDI flows directed to developing and transition 

economies has increased. Many academic articles argue that FDIs can have important and 

positive effects on a host country's development effort. In addition to the direct capital 

financing they supply, FDIs can be a source of valuable technology and knowhow while 

encouraging linkages with local firms, which can give an economy a further growth push. 

Therefore, developing countries, as well as emerging economies, are often based on the 

assumption that greater inflows of FDIs will bring certain benefits 

to their economy, as FDIs are considered a key factor of modernization and economic 

development. 
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The objective of this thesis paper is to check whether FDIs actually bring benefits to 

the host country, in terms of industry specialization, or not. More specifically, the 

analyzed scenario wants to estimate the effect that ICT-related FDIs have on the 

emergence of new technological (ICT) specialization among Italian provinces. Therefore, 

the host country will be Italy, the analyzed industry sector will be the ICT sector and the 

timespan considered will be a 20-year period, from 1999 to 2019. 

The thesis paper is organized as follows: Chapter 2 will give an overview of the main 

definitions and it will discuss a bit of the background literature on FDIs. Chapter 3 will 

provide the reader all the information about the linear regression and the probit regression 

model that have been used during the analysis, both theoretically and practically 

(describing the actual parameters of the probit regression model). Chapter 4 will describe 

what have been done in order to obtain the final database on which the analysis is based, 

what are the variables included in the analysis and it will provide a set of descriptive 

statistics. Finally, the results of the analysis are shown and commented in Chapter 5. 
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2. Background Literature 

In this section, a bunch of definitions will be given at first, in order to introduce the 

reader into the context of foreign direct investments, industry specialization and ICT. 

Then, an outlook of the studies made in the previous years will be provided, studies 

related to sectors different from ICT. The analysis carried out in this thesis will start from 

those results and is aimed at verifying the impact of foreign direct investments on ICT 

specialization in the Italian provinces, and if the obtained results are comparable with 

those related to other industry sectors. 

 

2.1 Foreign Direct Investments: definition, determinants and 

effects 

Investments (whether public or private, domestic or foreign) are crucial to the socio-

economic transformation of any economy (Asongu, Akpan, & Isihak, 2018).  

The whole thesis has been carried out focusing on the effect that foreign direct 

investments have on localized industry specialization, and so it is important to understand 

what FDIs are first, putting the attention on what the drivers that make foreign firms to 

invest are. 

Foreign direct investment (FDI) is an investment from a party in one country into a 

business or corporation in another country with the intention of establishing a “lasting 

interest”. 

An investment into a foreign firm can be considered an FDI only in the case it establishes 

a “lasting” interest for investors. To this end, investors have to obtain a minimum 

percentage of voting rights in the firm they are investing in (usually 10%). 

Despite the lasting interest is an essential element for an investment to be defined as FDI, 

what really differentiates FDIs to passive foreign portfolio investments is the element of 

https://corporatefinanceinstitute.com/resources/knowledge/finance/what-is-corporation-overview/
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control: investors want to be included in foreign firm’s management decisions and 

operations, having the possibility to influence them (while in foreign portfolio 

investments they passively hold securities from a foreign country). This is the reason why 

the minimum percentage of voting rights in the foreign company is necessary to define 

FDIs. 

It is generally possible to distinguish between horizontal and vertical FDIs. On the 

one hand, when a company aims at expanding its domestic operations to a foreign 

country, we are referring to a horizontal FDI (the company keeps doing the same activities 

as before, but now abroad as well). On the other hand, when a business wants to expand 

its activities to a foreign country by targeting a different level of the supply chain, we are 

referring to vertical FDI (the company does activities abroad that are different from those 

carried on domestically, but they are still related to the main business). 

 

 
Figure 1: Horizontal vs Vertical FDI. 
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Finally, it is possible to define platform FDI as a foreign direct investment from a source 

country into a destination country for the purpose of exporting to a third country. 

Once foreign direct investments have been defined, it is important to understand 

what the fundamental determinants of FDIs are. Since there are several findings and 

results, five particular determinants in the literature stand out. These are economic 

growth, market size, human capital, financial market development and infrastructure 

(Meivitawanli, 2021). 

More generally, there are fundamental determinants of FDIs that are acknowledged by all 

of the versions of the contending theories, notably policy indicators (e.g., tax, trade, 

privatization, and macroeconomic policies), business dynamics (e.g., incentives for 

investment), market-related factors (e.g., market structure, market growth, and market 

size), resource-oriented determinants (e.g., technology availability, labor costs, and raw 

materials), and drivers toward economic efficiency (e.g., labor productivity, and 

transportation and communication costs) (Asongu, Akpan, & Isihak, 2018). 

 

 
Figure 2: UNCTAD's Classification of FDI determinants (UNCTAD, 2002). 

 

The reason why firms engage in FDIs is related to the existence of specific assets 

whose value is higher under foreign control, which allows firms to compete in foreign 

environments. This view credits the genesis of FDIs to the possession of some assets, 

such as technology or know-how, that constitutes a significant gain for the host country. 
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This, in turn, suggests that FDIs can play an important role in accelerating and 

modernizing a country’s economic growth (Alfaro, 2016). The general effects of Foreign 

Direct Investments are various and depend on different aspects, literature says (Markusen 

& Venables, 1999) (Görg & Greenaway, 2004). 

FDIs are an important vehicle for transferring technology and promoting growth only 

when the host country has a minimum threshold of human capital (Borensztein, Gregorio, 

& Lee, 1998). However, most developing countries do not meet such a threshold (Xu, 

2000). 

Moreover, underdevelopment of local financial markets can limit an economy’s ability to 

exploit the potential of FDI spillovers (Alfaro, Chanda, Kalemli-Ozcan, & Sayek, 2004). 

The results of the analysis of growth on FDI to GDP, together with various controls 

variables, indicate that FDI, on its own, does not exert a robust positive impact on growth. 

When the interaction term is included, however, the regression results become positive 

and significant, leading to the result that the positive benefits of FDI is contingent a 

country’s possession of a strong financial sector. 

The relation between FDI and growth turns out to be stronger for industries that rely more 

on external financing (Alfaro & Charlton, 2013) and, obviously, host countries with more 

developed financial markets attract more multinational entry (Bilir, Chor, & Manova, 

2014). 

Another distinction that arises is in the effect on a country when considering horizontal 

or vertical FDIs (Alfaro, 2016): 

 horizontal FDIs may raise income in each country without necessarily changing 

its distribution; 

 vertical FDIs may reduce absolute wage differences across countries and alter 

relative wages within countries. 
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Finally, among the effects of Foreign Direct Investments, the one that drives this analysis 

is the development of technological specializations in the host country/region following 

an injection of capital from abroad. In particular, the effect of FDIs with respect to the 

development of a regional specialization is formalized in the following paragraph (2.1.4). 

 

2.1.1 Advantages and disadvantages of FDIs 

What people may generally think is that both the investor and the foreign host 

country benefit from FDIs, and so they usually have incentives to allow them. In reality, 

things are a little bit more complicated than that. Several studies have tackled this topic 

with the ultimate goal of defining whether Foreign Direct Investments are positive or not 

for both the investor and the foreign host country, but the results are still not so 

straightforward (Alfaro, 2016). What is clear is instead that Foreign Direct Investments 

provide advantages and disadvantages to both companies and the host country, and they 

are summarized as follows (Szanyi, 1998) (Obalade, 2014) (Bose, 2012) (Cuervo-

Cazurra, 2017). 

Some of the advantages of FDIs for companies are: 

 Market diversification; 

 Tax incentives; 

 Lower labor costs; 

 Preferential tariffs; 

 Subsidies. 

The following are instead some of the advantages for the host country: 

 Economic stimulation; 

 Development of human capital; 

 Increase in employment; 

https://corporatefinanceinstitute.com/resources/knowledge/economics/human-capital/
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 Access to management expertise, skills, and technology. 

Companies’ advantages are mostly related to cost-cutting and lowering risk, while for 

host countries they are mainly economic. 

However, there are still two main drawbacks to FDI: 

 Displacement of local businesses 

 Profit repatriation 

The entry of large firms in another country may displace local businesses. In the case of 

profit repatriation, the drawback is related to the fact that firms will not reinvest profits 

back into the host country, and this leads to large outflow of capital from the host country. 

The consequent result then, is that many countries have regulations limiting foreign direct 

investment. 

 

2.2 Italian provinces: examples of specializations 

The expression “industry specialization” refers to a series of strategies that 

companies follow to maximize productivity, knowledge and leadership in the targeted 

field. To this end, they aim at focalizing the whole business in the production of products 

and/or services related to that sector. 

Specialization may also refer to provinces of a region, regions of a country or even whole 

nations. Several countries around the world specialize in producing goods or delivering 

services that are native to their geographical area, and they import other goods and 

services. 

Italy is a country made of 20 regions and 107 provinces. First of all, it is possible to 

identify a subdivision, among municipalities of provinces, related to the economic sector 

they are more specialized in. 
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Figure 3: Italian subdivision among the three economic sectors (2012). 

 

What comes out from Figure 3 is that more than a half of Italy is specialized in primary 

sector activities (58.7%), followed by secondary sector activities that are very diffused as 

well (31.4%). Finally, tertiary sector activities occupy only a little part in the Italian 

economic sectors’ subdivision with the low percentage of 9.9%. 

Having discussed about the economic sectors’ subdivision, in Figure 4 (below) there is 

an example of industry specialization among the Italian municipalities in order to be a bit 

more specific on which kind of sectors are predominant among the whole country. 
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Figure 4: Example of industry specializations among municipalities (Komninos, 2005). 
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2.3 ICT industry sector 

The term “ICT” stands for Information and Communication Technology and commit 

to both communication networks and the various technologies used in them. 

ICT sector refers to equipment and services related to broadcasting, computing and 

telecommunications, all of which capture and display information electronically (2004). 

The contribution of this sector to technological progress and productivity growth is great, 

and its impact can be examined in two ways: 

 directly, focusing on how much it contributes to output, employment or 

productivity growth; 

 indirectly, as a driver of technological change influencing other parts of the 

economy. 

The Information and Communications Technology (ICT) industry can be subdivided into 

four main areas: 

 telecommunications services; 

 internet service providers, web search portals and data processing services; 

 computer system design and related services; 

 internet publishing and broadcasting. 

The following chart represents the employment level in each of the areas mentioned 

above, from 2000 to 2021 and a forecast of that index directly to 2025. 
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Figure 5: Employment level from 2000 to 2021 and 2025 employment projection for industry areas 

related to ICT. 
 

Analyzing the output of the chart in Figure 5, it is possible to state that the largest sector 

by far is Computer System Design and Related Services. This sector has seen strong 

growth over the past couple of decades, with the employment level increasing by nearly 

14% between 2020 and 2021. Moreover, the employment level is projected to reach a 

value close to 350,000 by 2025. 

The second largest sector is Telecommunications Services. Despite the trend between 

2001 and 2021 has been downward sloping, the projection to 2025 shows a slight increase 

in employment levels to about 82,000. 

Employment levels in the Internet Service Providers, Web Search Portals and Data 

Processing Services sector have dropped significantly from 2001 to 2021, although there 

was an increase in 2019. The level is projected to increase to about 9,000 in 2025. 
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2.4 FDIs’ effects on specialization 

The literature on the effect of FDIs considers several different situations in which 

the presence or the absence of one or more variables can have a higher or lower influence 

on the emergence of a new technological specialization. 

The first general conclusion on the effect of FDIs that comes out from the studies made 

by Castellani, Marin, Montresor and Zanfei. In 2020, they carried out the analysis of the 

effect of FDIs on regional specialization in environmental (green) technologies, and the 

first outcome of that is the following: FDIs as a whole have non-significant impact on 

regional specialization (Castellani, Marin, Montresor, & Zanfei, 2020).  However, this is 

just the first general result they obtained.  

What can really makes the difference is an already established technological identity 

in the place where capital injections are directed. This is the case in which FDIs turn out 

to be positive and significant on the specialization process of the region in which they are 

injected.  

Moreover, their effect is even stronger if they involve R&D activities. The influence of 

R&D activities is very powerful since they increase the knowledge of that place directly 

and favor the occurrence of technological improvements. 

As a consequence, FDIs in R&D activities allow regions to keep being specialized in a 

technological sector in time. This is true as long as they were already specialized in that, 

since if it is not, FDIs in R&D activities do not facilitate the switch from non-specialized 

to specialized region. In particular, this result is valid for average levels of relatedness of 

the new technologies to the pre-existing specializations of the region. On the contrary, for 

high levels of unrelatedness between new technologies and the previous existing 

technological specialization, FDIs in R&D activities can positively impact on the regions’ 

switch. 
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The relatedness to already mastered technologies is something that, according to recent 

developments in the geography of innovation (Balland, 2016), is expected to drive 

regions’ capacity to specialize and diversify into a specific technological domain. This 

variable is meant as a synthetic measure of the cognitive proximity of the former to the 

latter (Boschma, 2015). 

The literature on technological diversification has shown that many technologies 

develop in a path- and place-dependent way, conditionally on the existing (regional) 

knowledgebase (Berge & Weterings, 2014) (Tanner, 2016) (Barbieri, Perruchas, & 

Consoli, Specialization, diversification and environmental technology-life cycle, 2018) 

(Colombelli & Quatraro, 2019) (Corradini, 2019) (Barbieri & Consoli, 2019) (Montresor 

& Quatraro, 2019) (Consoli, Castellacci, & Santoahla, 2019) (Santoalha & Boschma, 

2019). 

Nevertheless, it is quite difficult to accurately forecast whether inward FDIs increase or 

not the knowledge base of places and affect their technological specialization (Castellani, 

Marin, Montresor, & Zanfei, 2020). This is mainly due to the combination of 

heterogeneous local Multi National Enterprises (MNEs) strategies (Marchi, Maria, 

Khrishnan, & Ponte, 2020) and region-specific regulation stringency and technological 

competencies/capabilities (Montresor & Quatraro, 2019).  

Studies have also shown that foreign firms’ activities in specific technological 

domain can contribute, indirectly, to increase the identity of domestic firms in that same 

domain (Albornoz, Cole, Elliott, & Ercolani, 2009) (Dechezlepretre & Glachant, 2014) 

(Cainelli, Mazzanti, & Montresor, 2012), but still depending on a set of circumstances 

(Rezza, 2013) (Tang, 2015). 

An additional aspect that has to be analyzed is related to the functional activities 

through which MNEs can affect the technological specialization of regions. They are 

those activities related to Research and Development and innovation. 
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R&D FDIs are likely to provide both higher direct contribution to local innovation and a 

potential for significant spillovers on the innovation of local firms (Braconier, Ekholm, 

& Knarvik, 2001) (Castellani & Zanfei, 2006) (Fu, 2008) (Marin & Sasidharan, 2010) 

(Todo, 2006) (Belitz & Molders, 2016).  

Concluding the discussion above, it is possible to say that the effects of inward FDIs on 

regional technological specialization are quite likely to depend on the nature of such 

activities both across industries and across functional domains. 

Another aspect that has to be considered during the analysis is the capacity of regions 

to diversify their technological identity over time. 

In regions with an already established specialization, inward FDIs (especially those 

related to the specialization) can inject additional knowledge and competencies to 

maintain that level of specialization over time, or even reinforce it. In fact, a region’s 

capacity to maintain a specialization could diminish over time. The absorption of external 

knowledge and experience through FDIs could reduce the risk of an “inverse transition”, 

from specialization to non-specialization (Castellani, Marin, Montresor, & Zanfei, 2020). 

Moreover, there may be reason to believe that FDIs will also help regions gain a new tech 

advantage from scratch, should they not have it already, but the actual contribution of 

FDIs in acquiring a specialization from scratch, or in keeping an existing one is something 

with respect to which literature does not provide an empirical answer a priori. 

Finally, it is possible to state that the relatedness of pre-existing technologies to the 

new ones in the regional knowledgebase is something that for sure can favor the regional 

specialization in that specific technological field. 

Considering some previous studies made, factors that can (positively or negatively) 

influence the effect of relatedness on technological specialization have been identified. 

On the one hand, FDIs bring to the hosting region external knowledge and competencies, 

which make the development of specific technologies less place dependent.  
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On the other hand, the specific technological content of inward FDIs could overlap with 

the actual regional knowledge base and reinforce previous specialization patterns. 
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3. Empirical Methods 

3.1 Linear Regression 

Once all variables have been determined and explained, and once the empirical 

correlation between specialization and foreign direct investments has been analyzed, the 

validity of the results of the descriptive statistics has to be checked. 

The impact that foreign direct investments have on the emergence of a new ICT 

specialization has been estimated by the parameters of the linear regression model and 

so, a brief overview of the linear regression itself will be given at first. 

Linear regression represents a method of estimation of the linear relationship 

between two variables. To this end, the objective is to determine the value of the slope 

parameter of the population regression line, which is the expected effect on Y of a unit of 

change in X  (i.e., ∆𝑌

∆𝑋
). 

The general notation of the population regression line is the following: 

                                           𝑌𝑖 =  𝛽0 + 𝛽1𝑋𝑖 + 𝑢𝑖 ,      𝑖 = 1, … , 𝑛                                 (3.1) 

where: 

 X is the independent variable of “regressor”; 

 Y is the dependent variable of “regressand”; 

 𝛽0 is the intercept of the population regression line; 

 𝛽1 is the slope of the population regression line; 

 𝑢𝑖 is called “regression error” or simply “error”. 

While the intercept and the slope of the population regression line are not known and 

must be estimated using sample data, the error term represents unobserved variables that 

still affect Y but are different from X. 
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One way of estimating the two parameters 𝛽0 and 𝛽1 is by using the Ordinary Least 

Squares (OLS) estimator. It minimizes the average squared difference between the actual 

values of Y and the prediction based on the estimated line, the “predicted value”. 

Therefore, the values of the slope and the intercept of the population regression line, 

estimated by using the OLS estimator, are respectively: 

                                               𝛽1̂ =
∑ (𝑋𝑖−�̅�)(𝑌𝑖−�̅�)𝑛

𝑖=1

∑ (𝑋𝑖−�̅�)2𝑛
𝑖=1

                                              (3.2) 

                                                                𝛽0̂ = �̅� − 𝛽1̂�̅�                                                                     (3.3) 

Whereas the OLS predicted values and residuals are respectively: 

                                            𝑌�̂� = 𝛽0̂ + 𝛽1̂𝑋𝑖 ,      𝑖 = 1, … , 𝑛                                         (3.4) 

                                              𝑢�̂� = 𝑌𝑖 − 𝑌�̂�,      𝑖 = 1, … , 𝑛                                            (3.5) 

Something that is notable to mention is that there might be situations in which the value 

of the intercept is different from zero, but it can be meaningless (it makes no sense in 

practice). In that case, it is said that the intercept has geometrical interpretation only. 

The following step is to check for the goodness of fitting of the estimated linear 

regression line (that is, whether it represents data in a proper way or not). To this end, 

two complementary statistics are used: 

 The coefficient of determination 𝑅2, that measures the fraction of variance of Y 

that is explained by X; it is unitless and it ranges between 0 (no fit) and 1 (perfect 

fit); 

 The standard error of the regression SER, that measures the magnitude of a typical 

regression residual in the units of Y (it measures the dispersion of the distribution 

of u). 

Firstly, the coefficient of determination is expressed as follow: 
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                                                   𝑅2 =
𝐸𝑆𝑆

𝑇𝑆𝑆
=

∑ (𝑌�̂�−�̅̂�)2𝑛
𝑖=1

∑ (𝑌𝑖−�̅�)2𝑛
𝑖=1

                                              (3.6) 

On the one hand, when the variable X does not explain the variance of Y, then the 

coefficient of determination will be equal to zero (𝑅2 = 0 that means 𝐸𝑆𝑆 = 0). On the 

other hand, when the variable X explains all of the variance of Y, the coefficient of 

determination will be equal to one (𝑅2 = 1 that means 𝐸𝑆𝑆 = 𝑇𝑆𝑆 and 𝑌 = �̂�). 

Secondly, the standard error of the regression is computed as: 

                                                    𝑆𝐸𝑅 = √
1

𝑛−2
∑ 𝑢�̂�

2𝑛
𝑖=1                                               (3.7) 

The division by 𝑛 − 2 is a “degree of freedom” correction related to the fact that for the 

SER, two parameters have been estimated (𝛽0 and 𝛽1, by 𝛽0̂ and 𝛽1̂ respectively). 

Moreover, another way to check for the goodness of fitting is that of using the root mean 

squared error (RMSE). It is closely related to SER, and it is expressed as follow: 

                                                     𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ 𝑢�̂�

2𝑛
𝑖=1                                               (3.8) 

This measures the same thing as the SER, with the only difference in the division by 1 𝑛⁄  

instead of 1 𝑛 − 2⁄ . 

Apart from the general scenario presented before, there can be situations in which a 

regressor is binary. When it is the case, the only admissible values that the regressor can 

assume are 0 and 1. Moreover, binary regressors are usually called “dummy” variables 

and it is notable to say that it does not make sense to call 𝛽1 as the “slope” of the regression 

line if the regressor is a dummy variable. 

Considering the general expression of the population regression line (3.1), when X is 

binary: 

 when 𝑋𝑖 = 0, then 𝑌𝑖 =  𝛽0 + 𝑢𝑖 (the expected value of 𝑌𝑖 is 𝛽0); 
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 when 𝑋𝑖 = 1, then 𝑌𝑖 = 𝛽0 + 𝛽1 + 𝑢𝑖 (the expected value of 𝑌𝑖 is 𝛽0 + 𝛽1). 

Finally, let now us consider the case in which there is more than one regressor 

(multiple regression). The expression (3.1), considering two regressors, becomes: 

                                      𝑌𝑖 = 𝛽0 + 𝛽1𝑋1𝑖 + 𝛽2𝑋2𝑖 + 𝑢𝑖,      𝑖 = 1, … , 𝑛                       (3.9) 

where: 

 Y is the dependent variable; 

 𝑋1 and 𝑋2 are the two independent variables or regressors; 

 𝛽0 is the unknown population intercept; 

 𝛽1 is the effect on Y of a change in 𝑋1, holding 𝑋2 constant; 

 𝛽2 is the effect on Y of a change in 𝑋2, holding 𝑋1 constant; 

 𝑢𝑖 is the regression error (related to omitted factors that are different from 𝑋1 and 

𝑋2 but still affect Y). 

In case of multiple regression, there are two types of measures of the fit: 

 Those based on residuals size, that are the standard deviation of 𝑢�̂� with (SER) and 

without (RMSE) degrees-of-freedom correction; 

 Those based on the explained variance fraction, that are the fraction of variance 

of Y explained by X (𝑅2) and the “𝑅2 adjusted” (𝑅2̅̅̅̅ ), that is the 𝑅2 with a degrees-

of-freedom correction for estimation uncertainty (𝑅2̅̅̅̅ < 𝑅2). 

The two measures based on residuals size are: 

                                                    𝑆𝐸𝑅 = √
1

𝑛−𝑘−1
∑ 𝑢𝑖

2̂𝑛
𝑖=1                                         (3.10) 

                                                    𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ 𝑢𝑖

2̂𝑛
𝑖=1                                              (3.11) 

Whereas the two measures based on the explained variance fraction are: 



30 
 

                                                             𝑅2 =
𝐸𝑆𝑆

𝑇𝑆𝑆
                                                        (3.12) 

                                                  𝑅2̅̅̅̅ = 1 − (
𝑛−1

𝑛−𝑘−1
)

𝑆𝑆𝑅

𝑇𝑆𝑆
                                              (3.13) 

with 𝑆𝑆𝑅 = ∑ 𝑢𝑖
2̂𝑛

𝑖=1  and TSS that is the same as before, expressed in (3.6). 

The addition of another regressor never makes 𝑅2 decrease and so this is a problem, being 

𝑅2 a measure of fit. For this reason, 𝑅2̅̅̅̅  has been introduced. It corrects this problem by 

giving a sort of “penalization” for increasing the number of regressors. 

 

3.2 Regression with binary dependent variables 

So far, the independent variables of the linear regression model have been considered 

either binary or non-binary, with no particular issues in both cases. But what happens 

when the dependent variable is binary? This is the case here, since the dependent variable 

aims at highlighting the presence of a local ICT specialization or not. Therefore, the only 

admissible values are 0 and 1. In this case, things are obviously more difficult since the 

regression function has to be interpret as a predicted probability (Stock & Watson, 2014). 

The linear multiple regression model applied to a binary dependent variable is called 

the linear probability model (“linear” because it is a straight line and “probability” model 

because it models the probability that the dependent variable equals 1). 

Within this model, the population coefficient 𝛽1 related to the regressor X represents the 

change in the probability that 𝑌 = 1 associated to a unit change in 𝑋1, holding the other 

regressors constant (and so on for 𝑖 = 1, … , 𝑘). The same changes apply to the estimated 

predicted values. 

The linear probability model is the linear multiple regression model expressed as follows: 

                                           𝑌𝑖 = 𝛽0 + 𝛽1𝑋1𝑖 + ⋯ + 𝛽𝑘𝑋𝑘𝑖 + 𝑢𝑖                                (3.14) 

Since Y is binary, we have that: 
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                                 Pr(𝑌 = 1|𝑋1, … , 𝑋𝑘) = 𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑘𝑋𝑘                       (3.15) 

The regression coefficients can be estimated by OLS and, apart from 𝑅2, the OLS 

standard errors can still be used. The problem with 𝑅2 is the following: while for 

continuous dependent variables it can equal 1 (all data lie exactly on the regression line), 

this is impossible for binary dependent variables (unless the regressors are binary as well). 

One of the main issues related to a binary dependent variable is related to the fact that, 

since probabilities range between 0 and 1, the effect on the probability that 𝑌 = 1 of a 

given change in X must be non-linear. Very high (low) values of X might lead to values 

of the binary dependent variable higher (lower) than one (than zero): this is totally 

nonsense since we are talking about a probability. To address this problem, the probit and 

logit regression models have been introduced. 

Probit and logit regression are nonlinear regression models specifically designed for 

binary dependent variables, since they force predicted values to be between 0 and 1 using 

cumulative probability distributions (c.d.f.’s). Probit regression uses the standard normal 

cumulative probability distribution, whereas logit regression (also called logistic 

regression) uses the “logistic” cumulative probability distribution. 

 

3.2.1 Probit Regression 

The probit regression model with a single regressor X is: 

                                                  Pr(𝑌 = 1|𝑋) = Φ(𝛽0 + 𝛽1𝑋)                                 (3.16) 

Where Φ is the cumulative standard normal distribution function (tabulated in Appendix 

Table 1 and Table 2). 

In the probit model, the term 𝛽0 + 𝛽1𝑋 is the so-called “z” in the cumulative standard 

normal distribution (Table 1 and Table 2). The probit coefficient 𝛽1 in the equation (3.16) 

is the change in the z-value associated to a unit change in X. Considering: 
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 𝛽1 > 0: an increase in X increases the value of z and thus the probability that 𝑌 =

1 increases; 

 𝛽1 < 0; an increase in X decreases the probability that 𝑌 = 1. 

It is notable to say that, although the effect of X on the z-value is linear, its effect on the 

probability is nonlinear. 

Considering now not one but two regressors (probit regression with multiple 

regressors), the equation (3.16) becomes: 

                                       Pr(𝑌 = 1|𝑋1, 𝑋2) = Φ(𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2)                       (3.17) 

In the case in which the population regression function is a non-linear function of X , the 

expected change in Y due to a change in X is still estimated in three steps (being the 

expected change in Y due to a change in X the change in the probability that 𝑌 = 1). First 

of all, compute the predicted value of Y with the original value of X. Then, compute the 

predicted value of Y with the new value of X. Finally, compute the difference between the 

two predicted values of Y. 

The general expression of the (3.17) with multiple regressors is the following: 

                                Pr(𝑌 = 1|𝑋1, … , 𝑋𝑘) = Φ(𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑘𝑋𝑘)                (3.18) 

The probit coefficients are estimated by the method of maximum likelihood, which 

produces efficient estimators in a wide variety of applications. The maximum likelihood 

estimator in consistent and normally distributed in large samples, so t-statistics and 

confidence intervals for the coefficients can be constructed in the usual way. 

 

3.2.2 Logit Regression 

The logit regression model of the binary dependent variable Y with multiple 

regressors is: 
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Pr(𝑌 = 1|𝑋1, … , 𝑋𝑘) = 𝐹(𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑘𝑋𝑘) 

                                                = 1

1+𝑒−(𝛽0+𝛽1𝑋1+⋯+𝛽𝑘𝑋𝑘)                                        (3.19) 

Logit regression is similar to probit regression except for the cumulative distribution 

function, which is different from the cumulative standard normal distribution function. In 

particular, here the cumulative standard logistic distribution function is used, denoted by 

F. Its form is defined in terms of exponential function, which is given by the equation 

(3.19). 

As with probit, the logit coefficients can be estimated by maximum likelihood. The 

maximum likelihood estimator is consistent and normally distributed in large samples, so 

t-statistics and confidence intervals for the coefficients can be constructed in the usual 

way. 

The differences between probit and logit regression functions are small and they 

often produce similar results. Logit regression used to be preferred because of the faster 

computation of the logistic cumulative distribution function, but now with more efficient 

computers this difference is no longer important. 

 

3.2.3 Maximum Likelihood Estimation 

After having defined them, it is possible to state that the probit and logit regression 

functions are a non-linear function of the coefficients (i.e., the coefficients 𝛽0, 𝛽1,…, 𝛽𝑘  

appear inside the cumulative standard normal distribution function in case of probit 

regression, and inside the cumulative standard logistic distribution function in case of 

logit regression). For this reason, the coefficients 𝛽0, 𝛽1,…, 𝛽𝑘  cannot be estimated by 

OLS, but they are instead estimated by maximum likelihood. 

The likelihood function is the joint probability distribution of the data, treated as a 

function of the unknown coefficients. The maximum likelihood estimator (MLE) of the 



34 
 

unknown coefficients consists of the values of the coefficients that maximize the 

likelihood function, which is in turn the joint probability distribution. 

The likelihood function for 𝑛 = 2 independent and identically distributed observations 

(𝑌1, 𝑌2) on a binary dependent variable with no regressors is: 

                                          𝑓(𝑝;  𝑌1, 𝑌2) = 𝑝(𝑌1+𝑌2)(1 − 𝑝)2−(𝑌1+𝑌2)                          (3.20) 

where the only unknown parameter to estimate is the probability p that 𝑌 = 1, which is 

also the mean on Y. 

The maximum likelihood estimator of p is the value of p that maximizes the likelihood 

function in the equation (3.20). For general n, the MLE �̂� of the Bernoulli probability p 

is the sample average (that is, �̂� = �̅�). 

 

3.2.4 Measures of Fit 

As mentioned before, the 𝑅2 is a poor measure of fit for the linear probability model, 

and this is also true for probit and logit regression. The two measures of fit used for 

models with binary dependent variables are the “fraction correctly predicted” and the 

“pseudo-𝑅2”. 

The fraction correctly predicted says that if 𝑌𝑖 = 1 and the predicted probability is 

higher than 50%, or if 𝑌𝑖 = 0 and the predicted probability is lower than 50%, then 𝑌𝑖 is 

correctly predicted. Otherwise, 𝑌𝑖 is said to be incorrectly predicted. The fraction correctly 

predicted is the fraction of the n observations 𝑌1, … , 𝑌𝑛 that are correctly predicted. 

The pseudo-𝑅2 measures the fit of the model using the likelihood function. Since the 

MLE maximizes the likelihood function, adding another regressor to the probit or logit 

model increases the value of the maximized likelihood. Therefore, the fit is measured by 

comparing values of the maximized likelihood function with all the regressors to the value 

of the likelihood with none. 
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Specifically, the pseudo-𝑅2 for the probit model is: 

                                               𝑝𝑠𝑒𝑢𝑑𝑜 − 𝑅2 = 1 −
ln(𝑓𝑝𝑟𝑜𝑏𝑖𝑡

𝑚𝑎𝑥 )

ln(𝑓𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖
𝑚𝑎𝑥 )

                                (3.21) 

 

3.3 Empirical Model 

The dependent variable considered for the analysis is a binary variable that equals 1 

when there is an established ICT specialization in the province i at time t, and 0 if not. It 

is named 𝑠𝑝𝑒𝑐𝐼𝐶𝑇𝑖𝑡
0,1 and, it is obtained by considering the number of companies that are 

operating in the ICT sector, per Italian province. The next chapter will provide all the 

information needed about the variables and how they are obtained/computed. 

The baseline specification is a probit estimation of the following model: 

                                 𝑠𝑝𝑒𝑐𝐼𝐶𝑇𝑖𝑡
0,1 = Φ(𝛼 + 𝐹𝐷𝐼𝑖𝑡𝛽 + 𝑋′

𝑖𝑡𝛾 + 𝜆𝑡 + 𝜀𝑖𝑡)                   (3.22) 

where: 

 Φ is the cumulative standard normal distribution function; 

 𝐹𝐷𝐼𝑖𝑡 is the independent variable related to FDIs in ICT; 

 𝑋′
𝑖𝑡 is the vector of control variables (FDI in complementary sectors to ICT, 

already established ICT specialization and the number of ICT patents before the 

injection of foreign capital); 

 𝜆𝑡 is a series of period-specific dummies to account for time-varying unobserved 

features; 

 𝜀𝑖𝑡 is the error term with standard properties; 

 𝛼, 𝛽 and 𝛾 are the coefficients of the probit regression model. 

As already said, the definition of the single variables will be presented in the following 

chapter. 
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4. Empirical Applications 

4.1 Data Collection 

To begin with, the timespan considered for the analysis is a 20-year period, going 

from 1999 to 2019. The 20-year timespan has been then subdivided into five subperiods: 

 from 1999 to 2002; 

 from 2003 to 2006; 

 from 2007 to 2010; 

 from 2011 to 2014; 

 from 2015 to 2019. 

The first subperiod has been considered as a sort of baseline, since no Foreign Direct 

Investments are available for that period and so it can be considered as a starting point. 

Moreover, it might be interesting to consider the period from 2011 to 2014 since it is the 

first subperiod following the Italian crisis that took place in 2008 (during the third 

subperiod). 

The final database is a combination of two other datasets: the first one, containing the 

number of companies operating in each Italian province during the considered period, and 

the second one related to the Foreign Direct Investments done in the past years. 

The first dataset has been taken from the AIDA website, downloading information 

about Italian companies related to the period of interest. Information like the name of the 

company, where it operates, the net income, the number of employees during the years 

have been considered. AIDA is the database created and distributed by Bureau van Dijk 

S.p.A., containing the financial statements, the personal and product data of all the active 

and defaulted Italian companies (with the exception of Banks, Insurance Companies and 

Public Bodies). 
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The second dataset comes from the fDi Markets website. It contains all the Foreign 

Direct Investments made in several countries and several industry sectors among the 

years, specifying information like the destination city, the date and obviously the industry 

sector. fDi Markets is the most comprehensive online database of cross-border 

investments available, covering all countries and sectors worldwide. It is provided by the 

Financial Times, and it gives access to real-time monitoring of investment projects, 

capital investment and job creation. It is also possible to track and profile companies 

investing overseas, as well as conduct in-depth analysis to uncover trends. 

 

4.1.1 Database AIDA (1999-2019) 

The first database is made up of 10 variables on columns and 184,972 observations 

on rows. For each Italian province, and for each subperiod and each industry sector, it 

shows whether there was an ICT specialization or not in that province, and in that 

subperiod. 

As shown in Table 3 in the Appendix, four variables “count” have been created in order 

to compute the specialization index. Here there are all the variables: 

 “sigla” refers to the initials of the single Italian province to which the observation 

is referred; 

 “subperiod” states to which subperiod among the ones above the observation is 

referred; 

 “ateco_3d” indicates the first three digits of the ATECO code (2007) that identify 

the industry sector to which the observation is referred; 

 “count_prov_sector” reports the number of firms operating in the industry sector 

indicated by the ATECO code, for the specified Italian province in that subperiod; 

 “count_prov” reports the number of firms operating in the Italian province during 

the specified subperiod; 
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 “count_sector” reports the number of firms operating (in Italy) in the industry 

sector indicated by the ATECO code, during that subperiod; 

 “count_tot” reports the total number of firms operating in Italy during the 

specified subperiod; 

 “spec” reports the so-called “coefficient of localization”, which is computed as in 

the Equation (4.1) and it gives the value related to the actual specialization of the 

province (the province is said to be specialized when spec is higher than 1) in the 

industry sector specified by the ATECO code; 

 “ICT” is a dummy variable that checks whether the industry sector related to the 

observation is ICT or not (being the first three digits of the ATECO code for ICT 

equal to 620); 

 “specICT” is the dummy, dependent variable considered for the analysis that 

equals 1 when “spec” is higher than 1 and “ICT” is equal to 1 (i.e., when there is 

an ICT specialization in the Italian province, in that subperiod), otherwise it is 

zero. 

Lately, the variable “specICTl1” has been added. It reports whether there was an already 

established specialization in ICT in the Italian province or not in the subperiod 

immediately before the one considered. The “l” in the variable name stands for “lag”. 

 

4.1.2 Database FDIs (2003-2019) 

The second database is made up of 19 variables on columns and 2901 observations 

on rows. It contains all the information about every Foreign Direct Investment in Italy, 

specifying details like the source state, the investing company, the Italian destination 

province, the industry sector and the capital invested. An extract of the database is shown 

in Table 4 in the Appendix, and here there are all the variables: 

 “ProjectDate” refers to the date of the foreign investment; 
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 “InvestingCompany” reports the name of the foreign investing company; 

 “ParentCompany” reports the name of the parent company of the investing one, 

in case they differ; 

 “SourceCountry” reports the name of the source country; 

 “SourceState” specifies the state of the source country from which the investment 

is made; 

 “SourceCity” specifies the city of the source state from which the investment is 

made; 

 “DestinationCountry” reports the destination country (Italy) of the Foreign Direct 

Investment; 

 “DestinationState” specifies the Italian region in which the capital is injected; 

 “AdminRegion” specifies the Italian province in which the capital is injected; 

 “DestinationCity” specifies the city of the Italian province in which the capital is 

injected; 

 “IndustrySector” reports the industry sector in which the Foreign Direct 

Investment is directed; 

 “SubSector” specifies the sub-sector in which the capital is injected; 

 “Cluster” reports the activities’ operation area in which the capital is injected; 

 “IndustryActivity” specifies the activity operation where the investment is 

directed; 

 “CapitalInvestment” reports the amount of capital invested; 

 “Estimated” tells whether the value of invested capital is real or estimated; 

 “JobsCreated” reports the number of additional jobs created following the 

investment; 

 “S” tells whether the number of jobs created is real or estimated; 
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 “ProjectType” tells if the investment project is related to an expansion of an 

already existing project, or to a brand new one. 

 

4.1.3 Final database 

The final research sample is a combination of the two previous datasets, from which 

the main variables have been taken. It is made up of 44 variables on columns and 436 

observations on rows. An extract of the final database is shown in Table 5 in the 

Appendix. Apart from the already defined variables deriving from the previous datasets, 

there are a few new variables (introduced as “control variables”) that will be better 

explained in the next paragraph. The most important ones are: 

 “ict_patents” reports the number of patents in the field of ICT published in the 

specified subperiod; 

 “patents_pre” reports the number of patents in the field of ICT in a specific Italian 

province related to the first subperiod, going from 1999 to 2002; 

 “fdi_ict” is a variable that counts for the number of Foreign Direct Investments in 

the field of ICT, in a specific Italian province and in a specific subperiod; 

 “pre_specICT” is the variable that reports whether there was already a 

specialization in ICT in a province in the first subperiod (1999-2002); 

 “pre_spec” reports the so-called “coefficient of localization”, which is computed 

as in the Equation (4.1), and it gives the value related to the actual ICT 

specialization of the province (the province is said to be specialized when spec is 

higher than 1) in the first subperiod (1999-2002); 

 “comple_fdi” is a dummy variable that equals 1 when there are Foreign Direct 

Investments in complementary sectors to ICT (in a specific Italian province and 

subperiod), and 0 if not. 
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Moreover, the industry sectors that have been considered as complementary to ICT are: 

 electronic components; 

 consumer electronics; 

 semiconductors. 

 

4.2 Variables 

This section will provide the reader a brief overview of all the variables of interest 

used during the analysis. Firstly, it will be shown how the dependent variable is defined. 

Thereafter, the independent variables considered for the analysis will be presented. 

Finally, all the considered control variables will be introduced. 

 

4.2.1 Dependent variable 

Being the objective of this analysis the evaluation of the effect of Foreign Direct 

Investments on the emergence of ICT specializations, the dependent variables of the 

probit regression model is a dummy variable that equals 1 when the Italian province is 

said to be specialized in ICT during the specific subperiod, and 0 if not. The actual value 

of specialization comes from the variable “spec”, that is computed as follow: 

                                      𝑠𝑝𝑒𝑐 =
(

𝑐𝑜𝑢𝑛𝑡_𝑝𝑟𝑜𝑣_𝑠𝑒𝑐𝑡𝑜𝑟

𝑐𝑜𝑢𝑛𝑡_𝑝𝑟𝑜𝑣
)

(
𝑐𝑜𝑢𝑛𝑡_𝑠𝑒𝑐𝑡𝑜𝑟

𝑐𝑜𝑢𝑛𝑡_𝑡𝑜𝑡
)

⁄                               (4.1) 

The value of the variable “specICT” depends on the value of the variable “spec”: when 

the value of “spec” is equal or higher than 1, then the value of “specICT” will be 1 and 

the related Italian province is said to be specialized in ICT in the considered subperiod. 

On the contrary, when “spec” is lower than 1, the value of “specICT” will be 0 and there 

is no ICT specialization in the province. 
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4.2.2 Independent variables 

The independent variable of the probit regression model is, in general, the one that 

shows the presence (and in case, the number) or absence of ICT-related Foreign Direct 

Investments in Italian provinces. Therefore, the variable will be the one called “fdi_ict” 

presented before, that is defined in the final research sample shown in Table 5 in the 

Appendix (an extract of it). 

Nevertheless, it may be useful to consider the amount of capital injected in the Italian 

province by Foreign Direct Investments instead of considering just the number of ICT-

related investments. To this end, more than only one probit regression has been made, 

considering two different independent variables: “fdi_ict” for the number of ICT-related 

FDIs, and “ict_capital” for the amount of capital injected in the Italian province when the 

investment is in the field of ICT. 

 

4.2.3 Control variables 

Finally, a set of control variables has been included in the analysis. The addition of 

these control variables is due to the fact that the error term 𝜀𝑖𝑡 may not include factors 

that can have an influence (good or bad) on the dependent variable. Indeed, the error 

arises because of factors, or variables, that influence the dependent variable but are not 

included in the regression function. In general, there are always “omitted variables” and 

when it is the case, the final result of the estimation is said to be biased.  

The control variables included in the analysis are: 

 “patents_pre”, that considers the number of ICT-related patents developed in the 

province, in the first subperiod (1999-2002, before the injection of capital through 

FDIs); 

 “specICTl1”, that checks whether the considered province was already specialized 

in ICT in the subperiod before the injection of capital through FDIs; 
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 “comple_fdi”, that reports the number of Foreign Direct Investments in industry 

sectors complementary to ICT that have taken place in that subperiod; 

 “comple_capital”, that specifies the amount of capital injected in industry sectors 

complementary to ICT through FDIs, in that subperiod. 

 

4.3 Descriptive Statistics 

The main aspects of the final dataset are now analyzed more specifically. Starting 

from the categorial variables, the frequencies of each observation in case of subperiods 

(identified by the variable “subperiod”) and in case of Italian provinces (identified by the 

variable “sigla”) and are reported in Figure 6 and Figure 7, respectively. 

 

 
Figure 6: Frequencies of observations in subperiods. 

 

As shown in Figure 6, the number of observations is almost identical for each subperiod 

considered, with a number of observations equal to 110. Only the last subperiod, from 

2015 to 2019 has 4 missing observations due to some missing observations in the original 

source (that is, the AIDA database). In Figure 7 it is possible to see which are the four 

missing provinces in the last subperiod, being the frequency of each province equal to 4 
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and only the frequencies of Carbonia-Iglesias (CI), Ogliastra (OG), Olbia-Tempio (OT) 

and Medio Campidano (VS) are equal to 3. 

 

 
Figure 7: Frequencies of observations in Italian provinces. 
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Among the continuous variables, the most important ones have been summarized in 

the following. More specifically, those related to the variables included in the probit 

regression model have been selected, like the coefficient of localization, the number of 

patents and the capital invested. 

 

 
Figure 8: Variable ict_capital summarized. 

 

The variable ict_capital, reporting the amount of capital injected in Italian provinces 

through ICT-related FDIs, shows a mean value of 70.72 but the standard deviation is very 

high (589.31). This is due to the fact that there are provinces that do not receive capital 

(as shown by the minimum value of zero), whereas other provinces (like Milan) attract 

investments a lot more than others (and indeed, the maximum value is far higher than 

zero). 

 

 
Figure 9: Variable comple_capital summarized. 

 

As for the previous case, the standard deviation for the variable comple_capital reported 

in Figure 9 is high as well. Being this variable reporting the amount of capital injected in 

Italian provinces in complementary sectors to ICT, the reasoning is the same as before 

(having a minimum value of zero, and a maximum value of 2708.1). 

 



46 
 

 
Figure 10: Variable patents_pre summarized. 

 

The variable patents_pre shows the number of ICT-related patents in the first subperiod 

(1999-2002) before the first injection of capital through FDIs that took place in the second 

one (2003-2006). The mean value, as reported in Figure 10, is about 215. Having about 

215 ICT-related patents in each Italian province before FDIs would be great for the 

development of ICT specializations, but as for the previous cases, the standard deviation 

is very high (about 387). As for the capital invested, there is a substantial heterogeneity 

among Italian provinces on patents field as well. There are provinces with one single ICT-

related patent only, as some others with way more with a maximum value of 3101 (again, 

the case of Milan).  

 

 
Figure 11: Variable ict_patents summarized. 

 

Same situation for the number of ICT-related patents in the following subperiods, despite 

the injection of capital through Foreign Direct Investments. The same reasoning as before 

applies, considering for example the huge difference between the minimum and the 

maximum number of ICT patents in Italian provinces shown in Figure 11. 
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Figure 12: Variable spec summarized. 

 

The coefficient of localization expressed by the variable spec, summarized in Figure 12, 

shows a mean value of about 0.75 and a standard deviation of about 0.3. As for the 

previous cases, there are provinces showing very low levels of ICT specialization (some 

provinces have even no specialization at all, with minimum value equal to zero) whereas 

others show high specialization in ICT field, with values going from 1 to about 1.83. 

However, despite the mean value is relatively close to 1 (specialization threshold), the 

distribution of local specialization is not homogeneous, since about 87% of observations 

do not show ICT specialization in the single subperiod, and only the remaining 13% is 

said to be specialized. This means that many observations come close to the threshold at 

most, but they do not reach it unfortunately. 

Finally, the (binary) dependent variable specICT is summarized in Figure 13. Being 

binary, the only admissible values are of course 0 and 1, with no missing values among 

the 436 observations. The figure shows numerically what it has been said about the 

coefficient of localization: among the 436 total observations, the value 0 (no 

specialization) appears in 378 cases and so about 87% of the observations fall on the 
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“non-specialized” side, whereas the value 1, that indicates ICT specialization, appears in 

the remaining 58 cases (13%). 

 

 
Figure 13: Variable specICT summarized. 

 

Considering the outcome from summarizing the variables of interest, the first thing 

that comes out is that there is no homogeneity among the Italian provinces in terms of 

attractiveness for Foreign Direct Investments. Several provinces do not receive capital at 

all in terms of investments in ICT field, whereas all the capital is focused on few specific 

provinces. As shown in Figure 14, the most attractive Italian province is of course Milan, 

receiving 16 Foreign Direct Investments in ICT during the considered timespan, from 

2003 to 2019, with a total amount of capital of almost 22 billion euros. Besides Milan, 

the only Italian province that attracts more than one FDI throughout the whole period is 

Rome (4 FDIs with a total amount of capital of about 4.8 billion euros, way less than 

Milan). Finally, the only Italian provinces left with at least one FDI are Turin, Palermo, 

Cagliari, Pisa and Bari, but only Turin received an amount of capital higher than one 

billion euros (about 2.6 billion euros). 
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Figure 14: Most targeted Italian provinces by FDIs. 

 

Changing viewpoint and considering now the patents field, the situation is a little bit 

different. The reigning province is still Milan, with 3101 ICT-related patents from 1999 

to 2002 and 10120 from 2003 to 2019. Surprisingly, the second province on the list is 

Turin, whereas Rome (that is the second targeted province by FDIs) is only fifth. This 

means that, despite having more ICT-related patents than Rome during the subperiod 

before the first injection of capital, provinces like Bologna and Monza and Brianza did 

not receive any capital in the field of ICT by Foreign Direct Investments throughout the 

whole considered timespan. Therefore, it seems not to exist a direct relationship between 

the already existing number of ICT patents in a province and the attractiveness of that 

province for ICT-related FDIs.  
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Figure 15: Number of ICT-related patents in Italian provinces. 

 

Let us consider now the subperiods individually, checking for the number of Foreign 

Direct Investments that have been done. Figure 16 shows that, from 2003 to 2006, only 

one province received a FDI in the ICT sector. That province is Milan, receiving an 

investment of almost 3.7 billion euros. 
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Figure 16: Number of ICT-related FDIs from 2003 to 2006. 

 

Going on from 2007 to 2010, only three Italian provinces receive one single Foreign 

Direct Investment in ICT. They are Cagliari, Pisa and Turin receiving about 0.39, 0.36 

and 2.65 billion euros respectively. Moreover, during this subperiod there have been one 

province that received four FDIs in ICT. This province is Milan, receiving about 5.8 

billion euros.  

 

 
Figure 17: Number of ICT-related FDIs from 2007 to 2010. 
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During the third subperiod, from 2011 to 2014, three provinces have received FDIs in 

ICT: Bari received one single FDI of 0.19 billion euros, Milan received four FDIs for a 

total of 3.9 billion euros and Rome received three FDIs for a total of 2 billion euros. 

 

 
Figure 18: Number of ICT-related FDIs from 2011 to 2014. 

 

During the last subperiod, from 2015 to 2019, there have been three provinces receiving 

FDIs: Palermo and Rome received only one FDI each for the amount of 0.5 billion euros 

and 2.7 billion euros respectively, while Milan (of course) received seven FDIs for the 

total amount of 8.36 billion euros. 
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Figure 19: Number of ICT-related FDIs from 2015 to 2019. 

 

Finally, the evolution of ICT specialization in Italian provinces throughout the four 

considered subperiods, from 2003 to 2019, is shown in Figure 20. On the vertical axis it 

is possible to notice two subdivisions, both with 0 and 1. The first subdivision refers to 

the ICT specialization of Italian provinces at time (𝑡 − 1), identified by the variable 

specICTl1, while the second subdivision refers to the ICT specialization of Italian 

provinces at time 𝑡, identified by the binary dependent variable specICT. 

As shown in the figure below, the ICT specialization is not very spread among Italian 

provinces, and it is more likely to be developed (at time 𝑡) in provinces that already had 

an established ICT identity at time (𝑡 − 1). 

Between 2003 and 2006, among the not-specialized provinces in the previous 

subperiod (1999-2002), only two of them managed to develop an ICT specialization. On 

the other hand, among those who already exhibited such a specialization, only 4 provinces 

“lost” their ICT identity whereas 14 kept it. 

During the second subperiod (2007-2010), no province has developed an ICT 

specialization if it was not already ICT-specialized. Only 12 provinces managed to keep 

their ICT identity that came from the previous subperiod, while 4 provinces even lost it. 
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The third subperiod (2011-2014) keeps showing the same trend as the previous ones: 

only 2 provinces managed to get an ICT specialization while not being already specialized 

in the previous subperiod, whereas 11 provinces kept their ICT identity unchanged. 

Lastly, in the fourth subperiod (2015-2019) the maximum number of ICT-

specialized provinces has been reached with 17 provinces: 12 of them maintained their 

ICT identity from the previous subperiod, while 5 of them developed their ICT 

specialization during the last subperiod considered. 

 

 
Figure 20: Evolution of ICT specialization in Italian provinces (2003-2019). 
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5. Results 

This chapter will provide an overview of the results obtained from the probit 

regression model. The analysis has been conducted in two ways: the first one considers 

the number of Foreign Direct Investments in ICT as independent variable, and the dummy 

variable comple_fdi as control variable for FDIs in complementary sectors to ICT; the 

second one considers the logarithm of the amount of capital invested in ICT through FDIs 

as independent variable, and the logarithm of the amount of capital invested in 

complementary sectors to ICT as one of the control variables.  

Let us now take a look at the results. 

 

 
Figure 21: Results of the probit regression model (first analysis). 
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As shown by the coefficients in Figure 21, the relationship between the number of 

ICT-related FDIs in Italy and the ICT specialization is negative. However, this result is 

not statistically significant since the p-value (0.564) is higher than the significance level 

(5%). Therefore, it is not possible to reject the 𝐻0 hypothesis that there is no statistically 

significant relationship between the dependent and the independent variable. 

On the other hand, the influence that every other control variable has on the dependent 

one comes out to be positive. Moreover, the p-value of the control variables is always 

lower than 5% but for comple_fdi (for which it is slightly higher, 7.1%) and so, the 

obtained results for control variables are statistically significant with a significance level 

of 5% (significance level of 7.1% for comple_fdi). It is then possible to reject the 𝐻0 

hypothesis that there is no statistically significant relationship between the dependent 

variable and the control variables. 

About the subperiods, the reference category is the subperiod from 2003 to 2006 and all 

the results are related to the comparison of the indicated subperiod with the previous one 

(the subperiod 2007-2010 is compared with the reference category). However, the results 

related to subperiods are still not statistically significant, reporting a p-value higher than 

5% in all the three cases. 

Considering instead the second analysis, the results are shown in the following 

figure. 
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Figure 22: Results of the probit regression model (second analysis). 

 

Comparing the results in Figure 22 with those in Figure 21 it is possible to say that they 

are pretty similar. Looking at the coefficient of log_kict, the relationship between the 

logarithm of the capital invested in ICT and the ICT specialization in Italian provinces is 

still negative but not statistically significant, with a p-value equal to 0.398. It is then not 

possible to reject the 𝐻0 hypothesis that there is no statistically significant relationship 

between the dependent and the independent variable. Moreover, the positive relationship 

between the dependent and the control variables comes out in the second analysis as well, 
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with the difference that now there is a significance level of 5% for every control variable 

considered in the analysis, also for the one related to FDIs in complementary sectors, 

since the p-value is always lower than 5%. Again, it is possible to reject the 𝐻0 hypothesis 

that there is no statistically significant relationship between the dependent variable and 

the control variables. The same considerations as before are valid for the subperiods. 

A third analysis has been conducted considering the total amount of capital invested 

in ICT through FDIs and in complementary sectors to ICT (instead of the logarithm of 

the amount), and the obtained results are essentially identical to the previous two cases. 

Overall, the results highlighted a negative non-significant relationship between ICT 

specialization in Italian provinces and Foreign Direct Investments in ICT, while the 

specialization in ICT is favored by the number of already existing ICT-related patents in 

the province, the injection of capital in complementary sectors to ICT and whether the 

province has an already established ICT identity of not. 

 

5.1 Average Marginal Effects 

Among the results shown in Figure 21 and Figure 22, the interpretation of the 

coefficients can be very difficult. Being the dependent variable binary and so the model 

a probit regression model, the coefficients can be seen as “log odds”. In order to convert 

them in “odds”, it would be useful to calculate the exponential value of the coefficients 

themselves. For example, the coefficient associated to log_kcomple in Figure 22 is 0.18 

(rounded up) and so 𝑒0.18 ≅ 1.20. This means that the odds that an Italian province 

develops an ICT specialization following the injection of capital in complementary 

sectors to ICT through FDIs are 1.20 times higher. This is already more precise than just 

observing the positive or negative relationship that the mere coefficients report. 
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Still, one way to convert and interpret the coefficients as percentage points is through 

the use of the so-called “average marginal effects”. The following figures report the 

marginal effects associated to both the first and the second analysis. 

 

 
Figure 23: Average marginal effects (first analysis). 

 

The interpretation of the coefficients in Figure 23 is the following: 

 when one more injection of capital in ICT through FDIs occur in one specific 

Italian province, the probability of that province to develop an ICT specialization 

lowers by about 0.89%. However, this result is not statistically significant; 

 the fact that an Italian province has already shown an ICT specialization at time 

(𝑡 − 1) increases the probability that that province will be specialized in ICT at 

time 𝑡 by about 11.75%; 

 a one-point higher coefficient of localization will make the probability of the 

province to develop an ICT specialization increase by about 19.97%; 
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 when one more injection of capital in complementary sectors to ICT through FDIs 

occur in one specific Italian province, the probability of that province to develop 

an ICT specialization increases by about 4%. As said, this result is significant with 

a significance level of 7.1% (not 5%); 

 increasing by one unit the number of ICT-related patents in one Italian province 

at time (𝑡 − 1) will increase the probability of that province to develop an ICT 

specialization by about 1.78%. 

 

 
Figure 24: Average marginal effects (second analysis). 

 

Considering instead the second analysis, the interpretation of the coefficients in Figure 

24 is similar as before but with some very slight differences: 

 when one more injection of capital in ICT through FDIs occur in one specific 

Italian province, the probability of that province to develop an ICT specialization 

lowers by about 0.46%. Still, this result is not statistically significant; 
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 the fact that an Italian province has already shown an ICT specialization at time 

(𝑡 − 1) increases the probability that that province will be specialized in ICT at 

time 𝑡 by about 12%; 

 a one-point higher coefficient of localization will make the probability of the 

province to develop an ICT specialization increase by about 19.64%; 

 when one more injection of capital in complementary sectors to ICT through FDIs 

occur in one specific Italian province, the probability of that province to develop 

an ICT specialization increases by about 1.09%. In this case, the result is 

statistically significant with a significance level of 5%; 

 increasing by one unit the number of ICT-related patents in one Italian province 

at time (𝑡 − 1) will increase the probability of that province to develop an ICT 

specialization by about 1.91%. 
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6. Conclusions 

The objective of this thesis paper was to estimate the effect that Foreign Direct 

Investments in ICT have on the emergence of ICT specializations among Italian 

provinces. Based on the obtained results, the coefficient of the independent variable 

related to FDIs in ICT comes out to be negative. This is due to the fact that when MNEs 

actually invest their capital to bring their activities abroad, this might lead to the so-called 

“crowding-out” effect. It is true that MNEs bring, through FDIs, valuable technology and 

knowledge, together with capital, but the entrance in the market of such big entities can 

drastically lower the piece of the market pie of local businesses, or even force them to 

leave. For this reason, the process of attracting FDIs has to be carried out carefully when 

the province has an already established ICT identity, since it might lead to unintended 

consequences like the exit of local businesses from the industry. 

However, the estimations highlighted a non-significant direct effect of FDIs in ICT on 

the emergence of ICT specializations in Italian provinces. Therefore, it is not possible to 

reject the 𝐻0 hypothesis that there is no statistically significant relationship between the 

dependent and the independent variables considered in the analysis. 

On the other hand, the main driver of ICT specializations among Italian provinces 

seems to be the existence of an already established ICT specialization in the province 

before the injection of capital. Moreover, the number of ICT-related patents in a province 

before the injection of capital positively relates with the development of a specialization 

in ICT, as it reflects the actual involvement of that province in the ICT industry sector. 

Finally, in order to increase (or develop from scratch) the ICT specialization of a province 

it might be useful to attract Foreign Direct Investments in complementary sectors to ICT, 

since they would increase the probability of a specialization to emerge by a statistically 

significant value of about 1.10%. 
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Further studies will be needed in order to assess more and more precisely the impact 

that Foreign Direct Investments have on the emergence of new industry specializations. 

A possible evolution of this analysis might be obtained by adding to the considered model 

more control variables that would “dry” the results and reduce the error related to omitted 

variable bias. For example, variables that can be added to ameliorate the model are: 

 the relatedness of new technologies to the one that provinces already master, that 

can be computed as in the paper from Castellani, Marin, Montresor and Zanfei 

mentioned in the references; 

 the economic size and power of each Italian province, computed as a fraction of 

the Italian GDP; 

 the R&D expenses in the ICT sector per Italian province; 

 any policies from the Government that favor the development in a specific 

industry sector (in this case, the ICT sector). 
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8. Appendix 

Table 1: Cumulative Standard Normal Distribution. 
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Table 2: Cumulative Standard Normal Distribution (continued). 
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Table 3: Extract of database AIDA (1999-2019). 
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Table 4: Extract of database FDI (2003-2019). 
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Table 5: Extract of the final database. 
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