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Abstract

The aim of thermal therapies in cancer treatment is to significantly alter the temperature of
the target (tumor) region without damaging the healthy tissues. Microwave hyperthermia
(HT) consists in heating locally the region of interest up to 42-44°C by means of an
antenna applicator, while keeping the heat in the surrounding area at a tolerable level
for the tissues and therefore for the patient himself. Hyperthermia is used in association
with conventional cancer therapies, being able to sensitize tumors to radiotherapy and
chemotherapy (cancer therapies are more effective at the same dose) without adding
toxicity.

In order to improve the clinical outcome of hyperthermia treatments, a patient-specific
treatment planning is needed, where a numerical model of the patient is created, the baseline
thermal and dielectric parameters (i.e., the values found in the Literature) are assigned to
the different tissues, the antenna feedings are optimized using an EM simulation solver,
and the corresponding temperature map is obtained by solving the bio-heat equation.
Unfortunately, tissues parameters are characterized by great uncertainty, which can
significantly affect the simulated temperature maps. Hence, for safety reasons, invasive
temperature probes inserted into closed-tip catheters are necessary during treatment to
provide some (limited) temperature measurements.

The present Master Thesis is part of a research aim to monitor and predict the
temperature in, and around a cancer volume during HT in a minimally invasive method,
obtaining a 3D temperature map from a single catheter (fiber-optic) thermometer. The
specific focus is in simulating the operation in silico, with a highly realistic phantom of the
neck region; simulations were performed with the highly specialized commercial software
Sim4Life, and with temperature-reconstruction algorithms in MATLAB.

For the treatment of internal tumors, the hyperthermia applicator is usually composed
by an array of antennas, properly fed to focus the specific absorption rate (SAR) – and
hence the temperature increase – on the tumor region. An accurate model of the device has
been built for a human phantom in Sim4Life. Then, the microwave heating was focused
within the tumor region, through a SAR-based optimization of the antenna feedings.
The influence of thermal parameters such as perfusion rate and thermal conductivity, as
well as the dielectric ones, i.e., permittivity and electrical conductivity, on the resulting
temperature maps is analysed by solving the bioheat equation in Sim4Life for different
values of the constituent parameters, changed by means of a Python interface. Once found
the most critical parameters, a numerical reconstruction is implemented to obtain a more
reliable temperature map of the whole region of interest starting from a set of few known
temperature values – mimicking those experimentally known along the catheters during
the clinical treatment.
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Introduction

Thermal therapy purpose is to improve cancer treatments by means of an alteration of
temperature in the target tissue. One of the most used thermal treatments is microwave
hyperthermia, that locally produces an increase of the tumor temperature up to 42-44°C
by the exposure to non-ionizing electromagnetic radiation (radiofrequency or microwaves)
[1–3].

Nowadays Hyperthermia Treatments (HT) have shown good clinical results in combina-
tion with other cancer treatments as radiotherapy or chemotherapy [3–5]: in this context,
hyperthermia acts as a potent enhancer ensuring the same clinical outcome with a lower
dose of ionizing radiations and/or drugs.

Microwave (MW) hyperthermia is one of the most promising adjuvant thermal therapies
and it is also currently employed in the clinic for deep cancer treatment. The temperature
increase on the tumor target is achieved by exploiting constructive wave interference from
a certain number of antennas arranged in a circular array [6, 7]. Since overheating of
the patient’s skin is inevitable, to avoid this, a proper cooling system - the water-bolus -
is inserted between the antenna applicator and the patient’s body. The water-bolus, a
doughnut-shape bag fill with water, performs not only this function, but also enhances the
efficiency of the energy coupling into the patient [8].

Currently, patients with advanced carcinomas in the head and neck region (H&N) have
a dismal prognosis due to the delicate anatomical sites where they are located: tumors grow
adjacent to vulnerable structures such as the spinal cord, nerves and lymph nodes. These
kinds of tumor are treated with surgery, radiotherapy, chemotherapy or a combination
of them. Even so, most of patients die due to the inability to resect the whole tumor
as well as the high toxicity of the therapies, therefore the need to improve loco-regional
treatments. It was clinically demonstrated that HT provides significant benefits without
adding toxicity [9, 10].

The possibility to plan and control the transferred heating by means of an hyperthermia
treatment planning (HTP) increases the effectiveness of the treatments [6, 11]. The HTP
allows patient-specific treatment planning thanks to the reconstruction of a 3D patient
model from CT and MRI scans; this model is then imported in proper simulation software
- together with the model of the antenna applicator - where optimization routines are
employed to find the antenna coefficients that maximize the energy deposition in the tumor
target.

Simulations of the temperature map in the patient cannot be considered as sufficient
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per se, being affected by the uncertainty introduced by tissue parameters (both dielectric
and thermal). Hence, during treatment, it is necessary to directly control the temperature
in some critical points using fiber-optics thermometers, inserted into closed-tip catheters.

However the catheter must be carefully inserted in the proximity of these sensible
structures by avoiding undesirable injuries [12]. Hence, this procedure creates great
discomfort to the patient and only provides temperature measurements along the direction
of the catheter. For this reason, methods that allow to obtain more reliable temperature
simulations of the patient during treatment with a minimum number of catheters are
urgently needed.

More recently, research has been directed towards the possibility to implement non-
invasive thermometry via magnetic resonance imaging (MRI); this method, however,
requires the therapy to take place inside an MRI scanner, which would imply high costs
preventing a widespread use in the clinic [13].

The aim of hyperthermia treatments is to increase temperature in the tumor target, so
optimizing the temperature distribution would seem the recommended approach; however,
there is not a systematic study assessing the relation between the predicted temperature
and the clinical outcome [6,14]. On the other hand, a study by Lee et al. [15] demonstrated
that a relation exists between the Specific Absorption Rate (SAR) and clinical outcome.
The advantages of using SAR to optimize HT are the direct connection with Maxwell’s
equations, the ability to control the performance both computationally and metrologically,
the shorter computational time required with respect to temperature optimization [6, 14].
The deviation between temperature and SAR distributions are to be attributed to the
thermal boundary conditions, such as external cooling and the air flow in the respiratory
tracts. However, these shifts can be mitigated by additional temperature-based refinement
add-on methods [6].

Numerous studies have been carried out to design a device that is site-specific and
enables a good control of the power absorption pattern [16]. Based on these studies the
HYPERcollar applicator was developed; this device enables to apply HT to tumor located
in the H&N region both deeply and laterally [17]. In order to investigate the energy
deposition efficiency at the centre of the tumor, numerical simulations were performed as
function of antennas position, number of antennas and operating frequencies [18].

A key role, to allow an accurate and safely procedure for the patient during treatment,
is the temperature monitoring: in HT is paramount to ensure damage to the tumor
portion plus a reasonable safety margin while preserving healthy surrounding anatomical
structures.

The goal of the present work is to implement a numerical procedure that allows to
mitigate the errors introduced by the uncertainty that affects the tissues parameters, in
order to increase the reliability of the simulated temperature maps. This will be achieved
by means of algorithms and simulations performed with Sim4Life, the Python interface
provided by Sim4Life and MATLAB.

First, an antenna applicator similar to the HYPERcollar, composed of a circular array
of 8 antennas, aimed at focusing the electromagnetic radiation on a tumor target placed
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inside the neck of the realistic human phantom Yoon-sun, was studied and analysed in
Sim4Life.

Then the optimization of the SAR using Sim4Life, the Python interface and MATLAB
was performed in order to find the antenna feedings providing a maximum SAR focusing
on the tumor target, with minimum overheating in the surrounding healthy tissues. The
bioheat equation was solved in Sim4Life to find the temperature map corresponding to
the optimized SAR profile.

More attention was paid to choose the right parameters and tissues to use during
the analysis. Indeed, the human body is a very complex system, in term of elements
that compose it and the interaction between them, so different event may occur that
modify the results. The application of supra-physiological temperatures, like it happens
during hyperthermia, causes changes at the molecular, cellular, and structural level, with
corresponding changes in tissue function and in thermal, mechanical and dielectric tissue
properties. Therefore, analyses of the temperature maps variation, when the thermal and
dielectric tissue parameters are changed according to the ranges found in the Literature,
and of the parameters, to determine which affected the most the temperature maps, were
carried out. The different values used for the considered parameters are organized in two
grids (multigrids): the multigrid A takes in input 4 fixed point and a defined number of
quasi-random point (Sobol sequence) and the multigrid B considers only quasi-random
point.

Then, a numerical reconstruction was implemented in MATLAB, aimed at improving
the reliability of the temperature map starting from a set of few known temperature
values. This procedure is based on the construction of a basis of temperature simulations
corresponding to different (random) choices of the constituent parameters. In order to
simulate a realistic temperature sampling, a fictitious (numerical) catheter was designed
and used to extract, from the temperature maps obtained before, single temperature values
along a chosen axis. This procedure, employed for both the multigrids, was repeated
several times by changing some parameters such as number of points, direction and axis
chosen for the insertion of the catheter to analyse several conditions. Furthermore, it was
verified that the catheter’s insertion did not injure sensitive structures such as blood vase,
nerve or lymph nodes.

Finally, a Singular Value Decomposition (SVD) was performed to evaluate the infor-
mation obtained from the 2 multigrids: in particular, a comparison was performed to
determine the number of parameters’ combinations needed to gain the same information
from both of them.
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Overview of the thesis
The thesis contents are organized in 5 chapters and 2 appendices.

Chapter 1 reports an introduction to thermal therapy history and types, the hyperther-
mia treatments definition, characteristics and state of the art, an in-depth study on focus of
the microwave hyperthermia, a short description of the Hyperthermia Treatment Planning
(HTP) and an overview of the mathematical equations used (Maxwell and Pennes).

Chapter 2 describes the model implemented in the computational software Sim4Life,
the circular array of antennas in combination with the human phantom, the Specific
Absorption Rate (SAR) and Hotspot-to-Tumor Quotient (HTQ) optimization. In detail,
this chapter reports a short introduction of the software Sim4Life used as electromagnetic
and thermal solver, an overview of the phantom and array of antennas employed, an
explanation of how was obtained the SAR optimization and the correspondence between
SAR and thermal maps.

In Chapter 3, the Python scripts written to automate the data extraction from
Sim4Life are presented. In particular, this chapter reports the Python scripts implemented
to vary the thermal and dielectric properties of some tissues in the human phantom and
automatically generate the corresponding temperature maps. This allows to analyse the
influence of the constituent parameters on the temperature map, in order to determine
which are the most relevant.

In Chapter 4, the temperature maps corresponding to the variation of some of the most
relevant tissue parameters are used as a basis to improve the temperature reconstruction of
some target fields (i.e., temperature maps corresponding to a random choice of the tissue
parameters), starting from few known values. These values are extracted along different
directions, reproducing the direction of insertion of the catheters in the clinical practice.
The information gained has been evaluated by means of Singular Value Deposition (SVD)
analysis.

In Chapter 5, comments on the results, critical aspects and possible future developments
are presented. Finally, the Appendices report the MATLAB and the Python scripts
implemented.
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Chapter 1

Head and Neck Cancer Therapy

Cancer is a disease caused when cells divide uncontrollably and spread into surrounding
tissues. There are many different approaches for treating cancer, depending on the type
of cancer, how advanced it is, what types of treatment are available, and what are the
expected goals of the treatment. One of the most delicate cases is represented by the
advanced carcinomas in the Head and Neck (H&N) region due to due to their sensitive
anatomical position. Therefore, the interest in developing and improving loco-regional
treatments has grown. For the treatment of internal tumors, the combination of traditional
treatments, such as radiotherapy and chemotherapy, with hyperthermia treatments has
been demonstrated to be effective in terms of dose (same outcome at a lower dose) as well
as no adding further toxicity [4].

1.1 Thermal Therapies
The aim of thermal therapy is to maximize the efficacy of treatments, without damaging
the heathy tissues.

Thermal treatments have been used since ancient times for therapeutic purposes such
as Roman term, febrile therapies in XIX and XX or more recently the development of
radiobiology laboratories [3]. Then experiments on cellular culture in vitro and in vivo
demonstrate that an increase in temperature, above 41-42°C, produce inhibition of the
normal cell function up to the eventual cell death. So, the efficiency of thermal treatments
was associated with the cellular death in terms of thermal dosimetry. It was also observed
that the time of treatments for patients was shortened with even higher temperatures.

Nowadays exists several types of thermal treatments that can be classified according
to the range of temperatures reached and the duration of treatment [3]:

• Diathermy, temperature increase up to 41°C for 5-20 minutes in several session; it is
mostly used for physiotherapy and rheumatic pathologies treatments.

• Hyperthermia, temperature increase between 42-44°C for almost 60 minutes; is
applied in combination with radiotherapy and chemotherapy for cancer treatments.
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1.2. HYPERTHERMIA

• Thermal Ablation, temperature increase above 45°C for 5-15 minutes; allows an
accurate and localized ablation. It is usually employed to destroy cell within a
defined tumor region.

The working temperatures and therapy duration reported above do not represent
clear-cut divisions between thermal therapies but provide an idea of the parameters used
to achieve a certain biological effect.

1.2 Hyperthermia
In the Nineties technological development of non-ionizing radiation helped the research into
thermal therapy and the growth of its clinical application [3]. It has been demonstrated
that hyperthermia, caused by the exposure to non-ionizing electromagnetic radiation (like
radiofrequency or microwaves), sensitize tumours to radiotherapy and chemotherapy (cancer
therapies are more effective at the same dose), without adding toxicity. The comparison
in terms of clinical outcome between oncology patients treated with radiotherapy alone vs.
thermo-radiotherapy (radiotherapy plus hyperthermia treatment) has demonstrated how
hyperthermia provides significant benefits for various tumour sites, such as breast, cervix,
head and neck, rectum, urinary bladder, esophagus, cutaneous melanoma and choroidal
melanomas [4, 5].

1.2.1 State of the art
Currently, electromagnetic heating is one of the main techniques employed for hyperthermia
treatments (HT) thanks to its non-invasive nature that leads to a safe procedure for
patients. The Microwave (MW) frequency range between 108 − 1010 Hz is characterised
by a non-ionizing radiation that avoids health hazard. In addition, MW heating is more
instantaneous and uniform than other processes.

HT can be split out in superficial hyperthermia, where the heat is limited to a volume
of tissue close to the applicator, and deep hyperthermia, which aims at concentrating the
heating in the tumor area. In general, higher MW frequencies provide localized heating
of skin and superficial tissues, while the lower frequencies are more frequently used to
heat larger and deeper regions in the body. Furthermore, power deposition decreases
exponentially as microwaves penetrate through the tissue [7]. An effective HT aims at
increasing the temperature within the tumor and this goal is often better achieved with
deep hyperthermia. In the latter case the heating approach can be performed in two
ways [7]:

• External heating: a circular array of antennas is placed around the patient to create
a constructive wave interference and a definite electromagnetic (EM) field to heat the
target region. The critical parameters, that need to be optimized, in a phased-array
system are the amplitudes, the phases and the frequencies of the antennas [9, 25].
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• Internal heating: intraluminal or intracavitary applicators are employed to heat
areas limited to 5-10 mm radius. The needle-shaped antennas are implanted in the
tissue or inserted in catheters.

In the years, several devices have been developed following the above heating approaches.
For the H&N region, Paulides et al. [22] have developed the HYPERcollar, a novel applicator
for hyperthermia treatment that enables a good control of the power absorption pattern
as well as the possibility to apply HT deeply and laterally. This device is made up of
two circular arrays of 6 antennas operating at 434 MHz and the water-bolus, a doughnut-
shaped bag filled with circulating demineralized water at constant temperature of about
20-25°C [9] (Fig.1.1). The latter is located between the patient and the applicator having
the dual function to couple the electromagnetic field into the patient and to control the
skin surface temperature, avoiding superficial hotspots.

Figure 1.1: HYPERcollar for H&N tumor treatment [24]

In order to increase temperature in the tumor region, the feedings (phases and am-
plitudes) of the antennas within the applicator have to be properly optimized. This
can be performed by optimizing the temperature distribution or the Specific Absorption
Rate (SAR). The first method seems the recommended approach, however there is not a
systematic study assessing the relation between the predicted temperature and the clinical
outcome [6, 14]. On the other hand, Lee et al. demonstrated that the second method can
be related with the clinical outcome and present several advantages: the direct connection
with Maxwell equations, the ability to control the performance both computationally and
metrologically, the shorter computational time and the faster optimization [15]. However,
SAR-based optimization approach, considered in this thesis, is affected by the thermal
boundary conditions: external cooling and the air flow in the respiratory tracts can shifts
the maximum in temperature maps, but this can be mitigated by add-on methods [6]. Both
SAR-based and temperature-based methods are affected by the uncertainty characterizing
thermal tissue parameters, i.e., perfusion rate and thermal conductivity.
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1.2.2 Hyperthermia Treatment Planning (HTP)
During hyperthermia treatments, the heat generated induces a biological damage due
to the inability of the tissue to dissipate the excess of energy at the same time it is
supplied. Therefore, physiological changes are involved, in particular the blood perfusion,
the vascular permeability and the metabolic activity are modified [3]. Among them, the
most important is the blood perfusion due to its role in the abduction and dissipation of
heat within the tissues. Temperature-dependent perfusion is very heterogeneous between
the tissues and is also related to age, gender, lifestyle and diseases. Indeed, vessels in tumor
are leakier compared to healthy tissues and that leads to higher blood flow, but on the
other hand, they present a more chaotic structure that causes less nutrient diffusion and
oxygen concentration. For these reasons, tumors are usually more sensitive to hyperthermia
treatments even at lower temperatures [3].

The excessive temperature increase in healthy thermo-sensitive tissues surrounding the
target area could cause serious damage to the patient. For this reason it is very important
to implement a sort of real time monitoring of the temperature during the whole treatment.
The hyperthermia treatment planning (HTP) is needed to guarantee the safety of the
patient as well as to achieve a patient-dedicated treatment [4,8,10] (Fig.1.2). Firstly, a
radiotherapy computerised tomography (RT CT) scan or MRI images of the patient, in
treatment position, are made using immobilisation devices such as mask and headrest.
Next, a full 3D patient phantom is created by means of a manual or automatic segmentation
of the different tissue types. Then, to represent the real HT set-up, the patient-specific 3D
model is positioned into the applicator model. The tissue specific dielectric and thermal
parameters are assigned to each tissue to feature a realistic behaviour,while the feedings
(amplitudes and phases) of the antenna applicator are properly selected by means of
optimization techniques to focus the heat in the tumor target volume. Finally, the complex
electric field distribution is computed by numerically solving Maxwell’s equations (e.g.,
using the finite-difference time-domain (FDTD) scheme) in the region of interest, in order
to predict the specific absorption rate (SAR) distribution.

Figure 1.2: H&N HTP workflow [8]
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1.3. MATHEMATICAL MODEL

1.3 Mathematical Model
Mathematical modelling is important to plan, predict and optimize treatments efficiently.
Indeed, it helps to determine the correct dose and transmitted energy, to analyse the
physiological parameters more easily, to monitor and predict the clinical results.

Regardless of the method used to achieve tissue heating, it is necessary to solve the
bio-heat equation or Pennes equation:

ρC
∂T

∂t
= k∇2T + qs (1.1)

where ρ is the tissue mass density [kg m−3], C is the heat capacity [J kg−1 K−1], k is the
thermal conductivity [W m–1 K–1], and qs [W m–3], is the source term. The latter can be
written as qs = qhs + qm + qp, where [3]:

• qhs is the heat source term;

• qm is the metabolic heat generation term (heat generated by metabolic reactions);

• qp is the heat loss due to blood perfusion.

In this case, the electromagnetic heating is considered as heat source term:

qhs = σ

2 |E0|2 (1.2)

where σ is the electrical conductivity in [S m−1] and |E0|2 is the electric field intensity
[V m−1]; while the metabolic heat generation term can be assumed negligible (qm ≈ 0) to
simplify the problem. Considering that the heat source does not change with time, (1.1)
can be rewritten as follows:

ρC
∂T

∂t
= k∇2T + qhs + qp (1.3)

This is a simple equation that enables to mimics the biological system’s behaviour, but
it also has limitations: first, it considers all the heat released from arteries as absorbed
locally by the tissue, not taking into account the vein heat; then, it rates the arteries
temperature equal to the body temperature [3]. All of these factors produce a blood
perfusion overestimation, that could be calculated as follows:

qp = −ωblCblρbl(T − Tbl) (1.4)

where ωbl is the blood perfusion rate [ml kg−1 K−1], Cbl is the specific heat of blood
[J kg–1 K−1], ρbl is the mass density of blood and Tbl is the arterial blood temperature
[K] [3]. The minus sign in (1.4) represents what the blood does, i.e., it compensates
temperature variations: if the temperature increases, it takes away the heat, if the
temperature decreases, it carries the heat in.
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1.3. MATHEMATICAL MODEL

In order to determine the heat source term qhs in the bio-heat equation 1.3, is manda-
tory to solve the electromagnetic equations (Maxwell’s equations). Microwave energy is
converted in heat within tissue due to dielectric losses and this requires modelling of wave
propagation since MW wavelengths in tissue are in the cm range [19]. The ”Maxwell-
Ampere equation” describes how conduction current as well as displacement current affect
the magnetic field:

∇ × H = J + ∂D
∂t

(1.5)

where H denotes the magnetic field strength [A m−1], J the current density [A m−2], D
the electric flux density [A s m−2], and ∂D

∂t
the displacement current density [A m−2]. The

”Maxwell-Faraday equation” states that changes in the magnetic field B [V s m–2] influence
the electric field strength E [V m–1]

∇ × E = −∂B
∂t

(1.6)

The Gauss’s laws for the electric field and the magnetic field are describing the facts that
the magnetic field B is without any source and that the electrical charge density ρ [A s m–3]
is the source for the electric displacement:

∇ · D = ρ (1.7)

∇ · B = 0 (1.8)
The electromagnetic field carries a certain amount of energy that is perceptible only as

it interacts with matter (this interaction depends on the ratio between the dimension of
the object and the wavelength).

The energy balance in a defined volume (Ω) in which the electromagnetic field propa-
gates can be calculate as follows:

pdiss,Ω(t) + d

dt
WΩ(t) = p∂Ω(t) (1.9)

where pdiss,Ω [W] is the power dissipated in the volume, WΩ is the stored energy in [Ω]
and p∂Ω is the energy transport through the surface of [Ω]. The power dissipation term,
that corresponds to the heat source, can be written as:

pdiss(t)

dΩ = E · σE = σ|E(t)|2 (1.10)

or in the harmonic form:
pdiss(t)

dΩ = σ

2 |E|2 (1.11)

where |E| is the electric field’s magnitude (peak value) [V m–1].
When (1.11) is normalized by the tissue density (ρ), it is referred to as the Specific

Absorption Rate (SAR) [W kg−1]:

SAR = σ

2ρ
|E|2 (1.12)

10
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The specific absorption rate can can be defined as the power absorbed per unit of mass
of a tissue in the interaction with the electromagnetic wave [3]. Even if SAR does not
relate directly with temperature, it is demonstrated that there is a relation between SAR
optimization and clinical outcome [14].

For modelling of MW hyperthermia, it is necessary to know the relations between the
vectors H, D, B, J, and E, and the tissue properties, such as permittivity ϵ [A s V–1 m−1]
and the electrical conductivity σ [A V–1 m–1].

1.4 Parameters Dependence
In order to achieve a more realistic model, it is important to consider the temperature
variation due to the physiological thermoregulation depending on electrical and thermal
tissue properties. The knowledge of temperature-dependent electrical properties of biologi-
cal tissues is significant to calculate the deposition of electromagnetic energy. Therefore
these properties strongly influence the resulting temperature and SAR maps.

The dielectric permittivity ϵ [F m−1] and the conductivity σ [S m−1] are expressed as a
function of the electric field E according to the following equations:

ϵ = D

E
(1.13)

σ = J

E
(1.14)

The thermal conductivity k [W m−1 K−1] describes how well the tissue conducts heat and
is important to estimate the biological heat transport correctly.

k = Q

∇2T
(1.15)

Another parameter necessary to generate valid results is the perfusion ω [ml kg−1 min−1].
Indeed, blood flow strongly affects temperature distribution due to both the vascular
system of the body and the vasculature within the tumor. The distribution of tumor’s
vasculature is quite heterogeneous between different tumors and in the tumor itself, but in
general they have reduced blood flow. Therefore, tumors have limited perfusion (compared
to normal tissues) and are not able to remove the heat efficiently, which may lead to higher
temperatures during heating [19].

Thermal and dielectric tissue parameters of normal and tumor tissues, used as input for
the electromagnetic and thermal model, are usually taken from the Literature. However,
the reported values vary substantially due to their great uncertainty that depends both
on the reliability and availability of the Literature values and the assumption made
beforehand [22, 26]. In particular, the these parameters values found in the Literature
derive from ex-vivo measurements, while it would be better to know their value from
in-vivo measurements in order to achieve more realistic results. In Chapter 4 is presented
an alternative method used to mitigate this lack of information due to the difficulty in
deriving the in-vivo values [27].
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Chapter 2

Numerical Simulation

A numerical simulation is the starting point to study and understand the behaviour
of systems, due to its ability to reproduce the real world. Thanks to the possibility to
simplify and split up complex problems, as well as to avoid ethical and economic difficulties,
numerical simulations are widely used to predict the system’s behaviour, test different
conditions, promote comparisons and support decision making.

In order to produce the most accurate simulation it is important to use suitable
mathematical equations, create realistic model and assess the most relevant parameters. In
this thesis the previous statements were achieved by means of understanding the bio-heat
and electromagnetic equations and applying proper numerical methods to solve them,
reproducing human phantom’s structure, devices geometry and boundary conditions, and
choosing the most relevant tissues and related parameters.

2.1 Sim4Life
“Sim4Life is a revolutionary simulation platform, combining computable human phantoms
with the most powerful physics solvers and the most advanced tissue models, for directly
analysing biological real-world phenomena and complex technical devices in a validated
biological and anatomical environment” [28].

In other words, this software contains computable human phantoms based on the
Virtual Population ViP3.0 models of the IT’IS Foundation at ETH Zurich, an elec-
tromagnetic full wave solver (P-EM-FDTD) combined with a biothermal solver that
allow to solve the Penn equation (1.3), integrated tissue models that enable the mod-
elling and analysis of physiological processes and an advanced modelling tool set. The
computable phantoms are functionalized for prediction of real-world biological and physi-
ological phenomena for any defined patient population. The electromagnetic full solver
it is extensively validated and documented according to the IEEE/IEC 62704-1 stan-
dard as well as by comparisons with measured data. The modelling tool set allows
advanced and interactive CAD modelling and high-quality surface modelling (from seg-
mented image data). Furthermore, Sim4Life provides a very sophisticated mesher, in
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2.2. PATCH ANTENNA

order to have an high-fidelity discretization, an always update database of all tissues
properties and specialized tools to handle specific tasks (upon user request) [28].

For the purpose of this work, Sim4Life was used as electromagnetic (EM-FDTD) and
thermal solver. In order to optimize the phase and amplitude of the array of antennas
and consequently the SAR, it was created an EM-FDTD simulation, while the thermal
solver was then employed to solve the bioheat equation in the realistic phantom, using the
optimized SAR map as input source term.

2.2 Patch Antenna
The IEEE Standard Definitions of Terms for Antennas (IEEE Std 145–1983) [29] defines
the antenna as “a means for radiating or receiving radio waves”. The use of patch and
dipole antennas within clinical environment is common because they are simple and have
a larger bandwidth. Patch (or microstrip) antennas are made up of a thin metallic layer
(patch) deposited on a grounded substrate of thickness hsub and relative permittivity ϵr. In
the considered case a patch with rectangular shape was chosen; the design and the values
of the different parameters have been optimized in order to improve the performance, as
shown in Fig.2.1 and Tab.2.1.

Figure 2.1: Patch antenna design

Table 2.1: Patch antenna dimensions

Parameter Dimension (mm)
Wsub 40
Lsub 50
Wp 7.21
Lp 31
xf 4.96

hsub 8.4

In addition, a circular array of 8 equidistant antennas was built as a device for
transmitting energy in the form of electromagnetic waves. This set-up, according to Henke
et al. [18], ensures the optimum arrangement to maximize the interference of the transversal
waves [25] for a symmetrical geometry as the neck region. The operating frequency was
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fixed at 434 MHz to avoid hotspots in other tissues as well as to increase the efficiency
of the applicator in the target region. Indeed, lower frequencies (100–144 MHz) result in
superficial absorption only, whereas higher frequencies (700-915 MHz) produce multiple
hotspots [18].

To verify the correctness of the implemented antenna setup, the reflection coefficient
S11 of each antenna in the array was analysed. Figures 2.2a and 2.2b report the modulus
of the reflection coefficient for the antennas 1 and 2, respectively, showing a minimum
(resonance) at the operating frequency (434 MHz) and a sufficiently wide bandwidth
around it. This check has been carried out in Sim4Life by suppling a unitary power to a
chosen antenna while keeping the others switched off.

(a) Source - 1

(b) Source - 2

Figure 2.2: Modulus of the reflection coefficient (S11)

The reflection coefficient represents the power reflected from the input antenna, hence,
is equal to the ratio between the amplitude of the reflected signal to that of the incident
signal. Therefore, a narrow minimum in dB means that almost all the power is transmitted
at a defined frequency.
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2.3 Human Phantom
As it was already said, to faithfully replicate the real system a detailed model is needed.
For this purpose, a great help is provided by the Virtual Population within Sim4Life. The
ViP models are a set of detailed high-resolution anatomical model created from magnetic
resonance data of volunteers. These models are useful for biophysical and biomedical
modelling and simulation, including medical implant safety assessments, as well as to
characterize a specific population.

For this work it was used Yoon-Sun (Fig.2.3), a female ViP model that presents the
characteristics reported in Table 2.2 (where BMI is the Body Mass Index):

Figure 2.3: Phantom model
Yoon-sun

Table 2.2: Phantom characteristics

Age 26 [year]
Height 1.52 [m]
Weight 54.6 [kg]
BMI 23.6 [kg m−2]

Then, a tumor model was created inside Yoon-Sun’s model, and precisely in the neck
region of the phantom, in order to identify the target region, correctly estimate the thermal
dose and consequently perform an accurate hyperthermal treatment. In particular, the
tumor, modelled using the advance modelling tool offered in Sim4Life, is an ellipsoid with a
volume of 4041.44 mm3 and overall dimensions 18.07 mm, 16.26 mm and 26.25 mm, along
the x, y, z axes respectively. Next, the entire volume was divided into a finite number of
cubic elements (voxels) used in the numerical calculations performed by Sim4Life.

Finally, the complete set-up was built, including the human phantom, Yoon-Sun, and
the HT applicator i.e., the circular array of antennas (Fig.2.4).

Furthermore, using the electromagnetic solver (FDTD) in Sim4Life, it was analysed the
E, J and SAR filed distribution generated from the array of antennas: through a Multiport
simulation Sim4Life solves the Maxwell’s equations by turning on only one antenna at
time, with an initial power supply normalized to 1W, and turning off all the others. Then
the derived results where combined with the Simulation Combiner which add the effect of
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Figure 2.4: Final set-up (treatment position)

each antenna, without phase shifting. Hence the field profile obtained are obviously not
focused on the tumor, but at the centre of the array. Below in Figure 2.5 are presented
the fields distribution of E, J and SAR on xy plane, considered the more relevant, with a
power supply of 20W for a better view of the results.

In order to check the correct reading of the results, the fields data were exported from
Sim4Life to MATLAB and displayed.

(a) |E| (b) |J| (c) SAR

Figure 2.5: Slice view of |E|, |J| and SAR fields in the xy plane at 20W.

As can be seen, there is a hotspot near the shoulder that can be related to a numerical
peak as well as to a heat concentration. This phenomenon is common due to the proximity
between the antennas and the patient skin but thanks to the water-bolus interposition
it should not determine overheating problems when the bioheat equation will be solved.
Moreover, none of the analysed fields displayed a peak in the target region: optimization
is required.
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2.4 SAR-based Optimization
The head and neck region is characterized by many tissue transitions, several ducts
containing air and large cooling vessels. Therefore, in the clinical set-up, the thermal dose
is determined by a huge amount of parameters with separate and combined influences.

As mentioned in section 1.2.1 the SAR-based approach was chosen to optimize the
feedings, i.e., phase and amplitude, of the antennas. The SAR can be correlated with the
tumor surface area and depth, depending on the hyperthermia applicator characteristic [15].

On the other hand, the influence on the SAR pattern of various parameters, such as
inaccuracies in the geometry of the array, uncertainty in the anatomy of the phantom
etc., can be seen as distortions on the local SAR pattern with respect to the reference
configuration.

The causes of the perturbations on the SAR distribution in the region of interest are
clustered in three groups:

• Anatomy related distortion;

• Antenna array related distortion;

• Water-bolus related distortion.

These parameters can be investigated independently allowing a better understanding of
their, sometimes opposing, effects.

In this thesis only the first two points, anatomy and array related distortion, will be
examined. In particular, will be studied the effect of the uncertainty of the phantom
parameters on the temperature maps: this is introduced by the thermal parameters when
solving the biothermal equation (1.3) and from the dielectric parameters at the level of
the SAR maps obtained by solving the Maxwell equations (Equations (1.5) to (1.8)) and
then the biothermal equation by means of using the previous results as source term.

The SAR optimization was carried out by maximizing the electric field concentration
in the target region and, as a consequence, the SAR profile and the temperature.

The SAR field defined in section 1.3 (1.12) has the following expression:

SAR = σ

2ρ
|E|2 (2.1)

where E is the total electric field generated by the antenna array:

E =
NØ

i=1
ν̃n · En (2.2)

In (2.2) the En is the electric filed generated by the Nth antenna of the array when all
the other antennas are off (as described before in section 2.3) and ν̃n are the coefficients
that need to be optimized. For the phase optimization ν̃n are expressed as:

ν̃n = C · ν0 · eiφn (2.3)
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where φn are the phases of the antennas included in the range [0,2π], ν0 =
√

2R0P0 with
R0 = 50Ω and P0 = 20W , while:

C = 1√
N

(2.4)

is a coefficient for the power normalization and N is the number of antenna in the array.
On the other hand for the optimization of phase and amplitude the ν̃n can be written as
follow:

ν̃n = C · ν0 · ζn · eiφn (2.5)
where ζn included in the range [0,1] are the coefficients to vary to optimize the amplitude
of each antenna in the array and C is:

C = 1ñq
n ζn

2
(2.6)

Hence to maximize the SAR field, the antenna feedings have to be chosen wisely.

2.4.1 Phase and Phase-Amplitude Optimization
In this thesis, first were optimized only the phases of the antennas (2.3) and then both
amplitudes and phases were included in the optimization process (2.5). The optimized
feedings are shown in Tab.2.3 and Tab.2.4 for phase-only and phase-amplitude optimization,
respectively.

Table 2.3: Phase-only optimization

Antenna φ
(n.) [deg]
1 28.37
2 29.55
3 0
4 337.40
5 294.88
6 296.55
7 301.05
8 0

Table 2.4: Phase-amplitude optimization

Antenna φ ζ2

(n.) [deg] [W]
1 27.02 0.86
2 32.51 0.74
3 0 0.54
4 0 0.04
5 307.25 0.35
6 293.51 0.41
7 311.57 0.99
8 0 0.75

Then these values, normalized at 20W power, were replaced in the analysis settings
within Sim4Life in order to visualize the optimized fields profile.
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(a) |E| - phase-only (b) |E| - phase-amplitude

(c) |J| - phase-only (d) |J| - phase-amplitude

(e) SAR - phase-only (f) SAR - phase-amplitude

Figure 2.6: Comparison of |E|, |J| and SAR field, in the xy plane, obtained by optimizing
the phases only (left column) and both amplitudes and phases (right column). The white
element identifies the tumor. 19
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The SAR optimization is successful when there are no internal hotspot, the radiation
is focused on the target region and the temperature reaches its peak within the tumor.
The comparison between the fields obtained by maximizing only the phases and both
amplitudes and phases (Fig.2.6), shows that the optimization performed with phase and
amplitude achieves better results. In detail, the hotspot placed on the shoulder can be
avoided only with the second optimization and the focusing of the fields in the target
region (indicated by the green ellipsoid in the images and representing the tumor) is more
evident. In addition, there is an increase in the fields levels on the target region that
points out a less dissipation of the supplied power (better use).

Subsequently a Python script will be implemented which, in post processing, extracts
the fields relating to the switching on of the different antennas (the so-called stand-alone
fields (2.2)), evaluates them in certain regions of the phantom (tumor and healthy tissues)
and saves them as .mat file to be processed later in MATLAB.

2.4.2 Hotspot-to-Tumor Quotient (HTQ)
In order to focalize the SAR on the tumor, minimizing the power deposited in the
surrounding healthy tissues, the Hotspot to Tumor Quotient (HTQ) is minimized. The
latter is defined as follow:

HTQ = < SARV 1 >

< SARtarget >
(2.7)

where < SARV 1 > is the average SAR in the 1% of healthy volume V1 with the highest
SAR, while < SARtarget > is the average SAR evaluated in the target region.

The HTQ is the objective function of the optimization algorithm implemented in
MATLAB in which the phases φn of the individual antennas and subsequently also
the amplitudes ζn are optimized, as described before in Equations (2.3) and (2.5). In
particular, in this thesis, the HTQ is the fitness function used in order to highlight which
set of parameters, between the power supply of the antennas for the phase-only and the
phase-amplitude, allow a better optimization, hence has the lowest value of HTQ.

A fitness function is a particular type of objective function that is used to summarise,
as a single figure of merit, how close a given design solution is to achieving the set aims.
Fitness functions are used in each optimization method to guide simulations towards
optimal design solutions.

In Figure 2.7 are compared the fitness function, calculated in MATLAB, relating to
the optimization of only the phases (blue line) and to the optimization of phases and
amplitudes (green line) of the antennas. As can be seen there is a sharp decrease in both
the curve until both of them reach a plateau, which is clearly lower in the optimization
with phase and amplitude (green line).

The greater slope of the curve and the minimum value achieved ensure a correct
optimization, hence the HTQ is minimized as a greater specific absorption of the tumor is
desired.
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Figure 2.7: Comparison between the fitness functions for the phase-only (blue) and the
phase-amplitude (green) optimizations.

2.5 Temperature Maps
Now, it is necessary to verify that the temperature inside the tumor corresponds to
the value required for hyperthermia treatment. For this reason, the temperature maps
corresponding to the optimized SAR profiles reported before (with a normalization power
for the array of 20W) are extracted and compared. In Fig.2.8 presents the temperature
maps obtained before the optimization (fig.a), after the phase-only optimization (fig.b) and
after the phase and amplitude optimization (fig.c). Scrolling through the various cases,
it is possible to notice a focalization of the temperature field around the tumor, that is
necessary to avoid damages to the surrounding healthy tissues and cause less pain to the
patient. On the other hand, regarding the temperature value in the centre of the tumor,
it is observed that the latter is too low (38.5°C) compared to the value requested for
hyperthermia treatment (43-44°C).

In order to achieve the desired temperature within the tumor the absorbed power needs
to be increased, due to the relation between temperature and power. After several tests
(Fig.2.9) it has been found that an acceptable power supply corresponds to a value of 80W
which generates a maximum temperature of 44.6°C in the target area.

To complete the analyses and verify that the new power chosen is adequate, the |E|, |J|
and SAR fields (in the xy plane considered the most relevant) and the temperature maps
for the xz and yz planes, shown below (Fig.2.10), have been displayed. All the analyses
carried out so far have been reproduced in MATLAB after exporting them from Sim4Life.

The presented images show that the power chosen and the phase-amplitude optimization
carried out is correct as there is a focus of heat in the region of the tumor in all planes (xy,
xz and yz) and a sufficient temperature (44.6 °C) for heat treatment. The comparison
with the values in MATLAB verified that the data exported from Sim4Life can be correctly
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(a) Txy - before (b) Txy - phase-only (c) Txy - phase-amplitude

(d) Txz - before (e) Txz - phase-only (f) Txz - phase-amplitude

(g) Tyz - before (h) Tyz - phase-only (i) Tyz - phase-amplitude

Figure 2.8: Comparison of the temperature maps corresponding to the SAR profiles
obtained before the optimization, after the phase-only optimization and after the phase-
amplitude optimization, in each plane for a total input power of 20W.

read and manipulated them in MATLAB. (Fig.2.11).
Accordingly, the phase and amplitude optimization is successful since it was able to

remove hotspots already present as well as to prevent internal ones, decrease the radiation
in non-treated tissues and increase the maximum temperature in the target area. In
addition, it is demonstrated that the power value was an important parameter to consider
in order to obtain an appropriate temperature value within the tumor, and therefore an
effective hyperthermia treatment.

From now on all the simulations conducted in Sim4Life will be performed with the
phase and amplitude values optimized at a power of 80W.
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(a) T - 20W (b) T - 40W

(c) T - 60W (d) T - 80W

Figure 2.9: Influence of power on the maximum temperature value, slice view in the xy
plane for the phase and amplitude optimization (the white ellipsoid identifies the tumor).

(a) |E| (b) |J| (c) SAR

Figure 2.10: |E|,|J| and SAR fields for a total input power of the array of 80W, slice view
in the xy plane (the white ellipsoid identifies the tumor).
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(a) Txy - Sim4Life (b) Txy - MATLAB

(c) Txz - Sim4Life (d) Txz - MATLAB

(e) Tyz - Sim4Life (f) Tyz - MATLAB

Figure 2.11: Temperature maps at 80W, slice view in the xy, xz and yz plane from
Sim4Life and MATLAB.
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Chapter 3

Control via Python Scripting

“Sim4Life features Python, a powerful scientific scripting language offering a vast range of
third-party programs. The Sim4Life Python application programming interface (API) can
be used to parametrize and automatize tasks, e.g., geometric modelling, simulation setup,
or post-processing, and to build custom tools and independent applications.” [28].

The Python interface is very useful to provide full interoperability and automation in
order to launch simulations, perform parametrization and optimization and to automatically
extract several parameters and result data of interest. In addition, it can be used to
generate and share customized reports or analyses. This interface is also quite easy to
understand and employ due to various routine for performing frequent tasks and the
extensive API browser provided.

3.1 Data Extraction
So far, the SAR optimization was performed by means of a manual work of inserting and
extracting data: in particular it was necessary to run the electromagnetic simulation in
Sim4Life, then manually limit the field extraction to defined regions of the phantom using
the ”mask filer tool” of Sim4Life, that allows to mask a 3D field. This is obtained by
assigning zero or a specified replacement value to values outside the mask and extract
each field through MATLAB exporter. The extracted data is then imported in MATLAB
and used by the optimizer to find the phases and amplitudes for the antennas of the array.
The optimized feeding coefficients are then provided to the array in Sim4Life in order
to properly combine the fields and visualize the resulting optimized SAR maps on the
phantom.

3.1.1 Mask Filter
For this thesis purpose, the mask filter was used to mask out each antenna, the background
and the internal air, therefore considering only the tumor and the healthy tissues. Hence,
two different mask filters for healthy tissues and the tumor were created in order to analyse
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3.1. DATA EXTRACTION

healthy tissues from diseased tissues separately. This protocol needs to perform 16 mask
filters for the E field (2 for each antenna) and 4 mask filters for the J and SAR field (2 for
each field J and SAR) extraction. The latter are necessary to calculate σ and ρ:

σ = |J|
|E|

(3.1)

ρ = 1
2SAR

σ|E|2 (3.2)

In order to automate and speed up the process mentioned, a Python script was written
which aims to automatically create mask filters for healthy tissues and tumor. Below
are shown (as figure) some relevant parts of the script used, while the complete script is
reported in Appendix B.

First, the model entities needed for the mask filter were chosen, in particular were
selected all the Yoon-sun’s healthy tissues and the tumor, therefore grouped under the
name of entities H and entities T respectively (Fig.3.1). After, a new analysis branch
was created by means of selecting the results of the EM-Multiport simulation of interest,
adding a new EM-port and EM-sensor extractor (Overall Field), and choosing the field (E,
J and SAR). Finally, the mask filter was performed.

Figure 3.1: Selection of tissues for mask filter.

The mask filter was applied using the command ”field masking filter = analysis.core.
F ieldMaskingF ilter(inputs = inputs)”, then all the unwanted materials were deselected
while the desired materials were ticked again.

In Fig.3.2 an extract of the original script, in which the SAR field mask filter is applied,
is reported. These few lines were repeated in order to consider the tumor or the healthy
tissues in the different fields.
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3.1. DATA EXTRACTION

Figure 3.2: Mask filter in the Healthy region for the SAR field.

3.1.2 MATLAB Exporter
Once the mask filter has been applied, the next step is to extract the fields in format .mat in
order to process this data in MATLAB and obtain the phase-only and phase-amplitude pa-
rameters optimized for each antenna, as in section 2.4. In these case the line used to export
the data files was: “matlab exporter = analysis.exporters.MatlabExporter(inputs =
inputs)”.

The last line in Fig.3.3 is another fundamental command to insert in the script, because
it allows you to update the results and actually export the file externally.

Figure 3.3: MATLAB exporter in the Healthy region for the SAR field.

3.1.3 E Field
The methods shown above work and are effective when the mask filter and MATLAB
extraction is performed a limited number of times, as in the case of J and SAR (only 2
cases are considered).

For the electric field E, that needs to be accounted several times, two times for each
antenna (8 times for the healthy tissues and 8 times for the tumor tissues), a cunning
route was employed, as shown in Fig.3.4.

In this case a for loop was used in order to iterate the same command for each antenna
and hence shorten and optimize the script.

“em port simulation extractor.raw.SetInputConnection(0, output port.raw)” is the
main line that allows to achieve this result. In particular, it gets raw internal implementa-
tion object, i.e. each source, and connect each port (hence each antenna).
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3.2. PARAMETERS VARIATION

Figure 3.4: Short route to apply the mask filter and MATLAB extraction for the E field
of the 8 antennas.

Subsequently proceeding as in section 2.3, it was verified that the optimized phase
and amplitude values obtained with the manual procedure and the one automated by
the Python script were the same. Hence the Python script works and can be used to
automatically and quickly derive field values.

3.2 Parameters Variation
“Besides validation of the numerical model, any medical application evaluated by mathemat-
ical simulation needs the careful assessment of all particular variables and their influence
on the therapeutic effect and efficiency of results.” [20].

As already said, to achieve an effective hyperthermia treatment it is necessary to
consider thermal and dielectric properties of tissues, which affect the heat transfer and
impact absorption of electromagnetic energy respectively. Therefore, these properties are
crucial to pre-clinical and clinical application and need to be investigated.

In this section a quantitative study, aiming at assessing the influence of some important
model parameters on the simulation process and results, is also performed.

3.2.1 Thermal Parameters
Heat transport in biological tissues may occur due to conductive, convective or radiative
mechanisms. These heat transfer mechanisms can be characterized via several parameters,
but in this thesis only blood perfusion ω [ml kg−1 min−1] and thermal conduction k
[W m−1 K−1] are considered. Blood flow strongly affects temperature distribution due to
convective heat transfer between the tissue and circulating blood during heating; while
the thermal conductivity describes how well the tissue conducts heat.
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3.2. PARAMETERS VARIATION

The values of these parameters were assigned to 4 different tissues, Muscle, Fat + SAT
(where SAT identifies the Subcutaneous Adipose Tissue), Skin and Tumor according to
the material database in [30], using a tumor perfusion value 1.85 times higher than the
rest value for the muscle perfusion (Tab.3.1 and Tab.3.2).

Table 3.1: Perfusion.

ω Muscle Fat Skin Tumor
[ml kg−1 min−1]

Average 39.1 33 106 72.3
Minimum 39.1 33 106 72.3
Maximum 442 255 175 848

Table 3.2: Thermal conductivity.

k Muscle Fat Skin Tumor
[W m−1 K−1]

Average 0.49 0.21 0.37 0.51
Minimum 0.40 0.18 0.32 0.48
Maximum 0.56 0.5 0.5 1.5

In order to evaluate the tissues behaviour in a defined range of variation, perfusion
and thermal conductivity ranges were split in equidistant values in MATLAB, then these
values were changed in Sim4Life, the simulation was run, thermal maps were generated
and exported in MATLAB to produce several plots.

The range was defined starting from the average value according to the material
database. Since real perfusion values are supposed to be much greater than the baseline
values, only maximum thresholds were fixed according to the indications reported in [21].
These values, written in Excel, were extracted via MATLAB script (Appendix A) and
then they were divided starting from the baseline value, up to the maximum and minimum
value by applying the following variation:

ωi = ω + x% · ∆ω (3.3)

where ω is the average value, ∆ω = ωmax − ωmin and x = 0,10,20, ...,100.

ki+ = k + x+% · ∆k+

ki− = k − x−% · ∆k−
(3.4)

where k is the average value, ∆k+ = kmax − k and x+ = 0,10,20, ...,100, while for the
backwards value ∆k− = k − kmin and x− = 20,40,60,80,100.

It can be noted that 11 forward values were selected for perfusion, while for thermal
conductivity were considered 11 forward values, as for perfusion, and 5 backward values for
a total of 16 values. It is important to note that, when a parameter is changed according
to the above-reported equations, the other parameters are left to their baseline average
values.

The next steps in order to produce thermal maps were to replace these values for each
tissue (once at time) in Sim4Life’s thermal simulation, then run the simulation, apply the
mask filter, generate thermal maps and finally export them as MATLAB file.
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Again in this case, changing the values manually one at a time was not considered the
best solution; for this reason, a Python script was created (Appendix B) of which some
extracts are shown as images below.

First the model entities needed for the mask filter were chosen as before. In particular
were selected all the Yoon-sun’s healthy tissues, taking care to remove the background
and internal air because they are outside the computation domain of the bioheat equation
(1.3), then was added the Tumor entity (Fig.3.5).

Figure 3.5: Entities needed for the mask filter.

Using the command ”coord = numpy.loadtxt(”C : /Users/.../Range.txt”)” the MAT-
LAB file was loaded containing the perfusion or thermal conductivity values to be considered
for each tissue.

Figure 3.6: Command lines needed to reset the simulation and change the parameters.
The last commented line shows how to modify the thermal conductivity.

Then, a for loop was written which takes into consideration all the values by re-
placing them one at a time within the properties of the considered tissue, making the
simulation overwrite each time and repeating the same commands for the construction
of the temperature maps. After, it was necessary to delete the results and reset the
voxels of the simulation of interest. These operations are mandatory because after the
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3.2. PARAMETERS VARIATION

voxels have been created, all the simulations settings become locked, so updating whatever
setting is forbidden. This is done to also keep consistency between the actual grid and
the corresponding settings, like materials, min and max frequency, sensors, etc., that
contributed to generate it. Then, the entity is identified and a new value is assigned to it
(Fig.3.6).

It is important to check that the units of measurement set by default in Sim4Life
correspond to those of the Literature: in our case the perfusion units did not correspond,
so it was necessary to add this line set.HeatTransferRate.UsePerfusionUnits = True.
Once the data was updated, the thermal simulation was run again and a new branch was
created in the analysis section as in Fig.3.7. Finally, as described before (section 3.1.1 and
3.1.2) the mask filter was applied and the thermal maps were exported as file MATLAB.
The thermal maps obtained represent the entire three-dimensional grid.

Figure 3.7: Command lines needed to restart the simulation and create a new analysis
branch.

In order to estimate the temperature maps variation as consequence of the thermal
parameter’s variation, three statistical plots were created: a boxplot, a bar diagram and
a simple trend line (Fig3.8 and Fig.3.9). In detail, the boxplot plots one box for each
column of the considered matrix, where the central mark indicates the median, and the
bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The
whiskers extend to the most extreme data points not considered outliers, and the outliers
are plotted individually using the ’+’ marker symbol [32]. The bar diagram reports the
number of points in the region of interest corresponding to a temperature variation ∆T
greater than 1°C, 2°C and 3°C; while the 2D-plots reports the maximum value of ∆Tvar in
the region of interest.

The temperature variation (∆Tvar) was calculated as difference between the baseline
thermal maps (Tb) and the temperature map corresponding to the variation of a parameter:

∆Tvar(r) = |Tb(r) − Tvar(r)| (3.5)

where r indicates the spatial grid points in the human phantom, for which the bioheat
equation is computed.

Then all the 2D-plots were combined to visually show which of the 4 tissues (Muscle,
Fat + SAT, Skin and Tumor) was the most relevant for perfusion (Fig.3.10) as well as
thermal conductivity (Fig.3.11).
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3.2. PARAMETERS VARIATION

(a) Muscle

(b) Fat + SAT

(c) Skin

(d) Tumor

Figure 3.8: Boxplot statistics, histogram and maximum temperature variation correspond-
ing to different percentage changes in the muscle, fat, skin, and tumor thermal conductivity
with respect to the baseline value.
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(a) Muscle

(b) Fat + SAT

(c) Skin

(d) Tumor

Figure 3.9: Boxplot statistics, histogram and maximum temperature variation correspond-
ing to different percentage changes in the muscle, fat, skin, and tumor thermal conductivity
with respect to the baseline value.
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Figure 3.10: Maximum temperature variation in the region of interest corresponding to
different percentage changes in the muscle, fat, skin, and tumor perfusion with respect to
the baseline value.

Figure 3.11: Maximum temperature variation in the region of interest corresponding to
different percentage changes in the muscle, fat, skin, and tumor thermal conductivity with
respect to the baseline value.
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It is important to note that together with the Fat (Average Infiltrated) tissue the
subcutaneous fat tissue (SAT ) is also considered due to the database information: the
SAT tissue reports the same values as the Average Infiltered one so it was necessary to
vary it too during the analysis.

In all cases there is an increasing trend of the curve corresponding to an increase in
the value of the parameter with respect to the baseline starting point. Furthermore, as it
can be seen for both the perfusion variation and the thermal conductivity, the Fat + SAT
tissue is the predominant one followed by Muscle and Tumor tissues in the first case, by
Skin and Tumor in the second case.

In Chapter 4, the temperature reconstruction will be presented for the initial simple
case in which only two parameters are varied. Since the perfusion provides the most critical
variations (with respect to the baseline map), as shown in Fig.3.10, we decided to consider
this parameter for two different tissues: Tumor and muscle (a further development should
include the Fat + SAT too, according to Fig.3.10).

3.2.2 Dielectric Parameters
The knowledge of electrical properties of biological tissues is important to calculate the
deposition of electromagnetic energy. The heat generation in biological tissues due to
dissipation of electromagnetic energy is dependent on the relative permittivity ϵr and
the electrical conductivity σ [S m–1]. Furthermore, at microwave frequencies, dielectric
properties are primarily determined by water content.

Also for this case, these parameters were assigned to Muscle, Fat + SAT, Skin and
Tumor tissues according to the database [30], they are reported in Tab.3.3 and Tab.3.4.

Table 3.3: Relative permittivity.

ϵr Muscle Fat Skin Tumor

Average 56.9 11.6 49.4 59
Minimum 54 11 46.9 56
Maximum 59.7 12.2 51.9 62

Table 3.4: Electrical conductivity.

σ Muscle Fat Skin Tumor
[S m−1]

Average 0.805 0.082 0.681 0.89
Minimum 0.765 0.078 0.647 0.846
Maximum 0.845 0.086 0.715 0.935

For relative permittivity and electrical conductivity variation ranges were considered
as follows:

ϵmin = ϵr − 5% · ϵr

ϵmax = ϵr + 5% · ϵr

(3.6)

σmin = σ − 5% · σ

σmax = σ + 5% · σ
(3.7)
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Hence in this case only two parameter’s variation for each tissue were considered.
The next steps, aimed at analysing the tissues behaviour as well as study how the

heat is delivered to tissues during microwave treatment, are the same as already described
in the previous section: these values were changed in Sim4Life, the simulation was run,
thermal maps were generated and exported in MATLAB to produce comparison plots.

In this case the python script used differs from the previous one for: the simulation
considered to vary the parameters, in this case the parameters must be changed in the
electromagnetic node (EM FDTD). The resulting SAR map employed during the subsequent
thermal simulation must then be updated for each parameters variation. Figures 3.12
to 3.14 report some extracts of the script, regarding the differences described; while the
complete script can be found in the Appendix B.

Figure 3.12: Command lines needed to change the dielectric parameter. The last com-
mented line shows how to modify the electrical conductivity.

As done before, the thermal maps were extracted and exported in MATLAB in order
to calculate the temperature variation ∆Tvar and then produce two plots to compare the
permittivity and electrical conductivity variation of each tissue( Figures 3.15 and 3.16).

From an overall view of the comparison between the boxplots of the tissues, it is
possible to observe that the variation of the dielectric permittivity and conductivity does
not significantly affect the temperature inside the tissues.
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Figure 3.13: Extraction of the Source.

Figure 3.14: Command lines needed to add the Source in the Thermal simulation.
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Figure 3.15: Boxplot statistics corresponding to the variation of the relative permittivity
for the different considered tissues.

Figure 3.16: Boxplot statistics corresponding to the variation of the electrical conductivity
for the different considered tissues.
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Chapter 4

Temperature Monitoring

Temperature monitoring is considered to be particularly beneficial for adjusting delivered
energy settings during treatment as well as ensure damage to the tumor region while
preserving healthy surrounding anatomical structures. Hence, an accurate measurement
of tissue temperature may be particularly beneficial to improve the treatment outcome,
because it can be used as a clear end-point to achieve complete tumor regression and
minimize recurrence [22,31].

For the H&N region this gains further relevance due to the presence of vulnerable
structure such as the spinal cord, nerves, lymph nodes and glands. Therefore, it is
important to prevent cytotoxic temperature in these susceptible areas to improve the
procedure’s safety and efficacy. As explained in Chapter 1, simulations play a fundamental
role in hyperthermia treatment planning. However, due to the uncertainties characterizing
tissue parameters (as emphasized in Chapter 3), temperature control cannot be based
exclusively on simulations. For this reason, fiber-optic sensors are inserted into closed-tip
catheters during treatment to directly control the temperature in some points in an invasive
way. Improving the reliability of simulations will limit the number of catheters and hence
the safety of the treatment itself.

4.1 Numerical Reconstruction
The goal is to generate a pseudo-random grid of M points in a N -dimensional space, where
N indicates the number of parameters that we decide to vary. This grid will then be used
in Sim4Life to obtain the temperature maps for each point of the grid considered. Finally,
the extracted maps will be used to produce the Svar matrix of the temperatures and the
Scath matrix of the temperatures along the catheter’s direction.

Before starting with the reconstruction of the temperature maps, it is necessary to define
and understand which are the parameters and the tissues that most affect the temperature
variation in order to gain greater information, while shortening the computational time.
From the previous analyses it has been seen that the thermal parameters have a greater
influence on the temperature variation than the dielectric parameters. Furthermore, among
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the thermal parameters the perfusion of Fat + SAT, Muscle and Tumor tissues overtake
the others. In this thesis, we decided to implement the reconstruction by considering a
2-dimensional parameters’ space, where the considered parameters are the muscle and
tumor perfusions.

Thus, the grid is composed by N = 2 columns representing the perfusion of the Muscle
and the Tumor (parameters we decide to vary) and M rows. In this thesis, two types of
multidimensional grids have been generated: Multigrid A and Multigrid B. The first grid
has dimensions 14 × 2 where the first 4 rows indicates the extreme bounds of the grid,
assuming that the perfusion of muscle and tumor vary in the ranges reported in Table 3.1
and the remaining 10 rows are the quasi-random values from a ND-Sobol sequence. On
the other hand, the second grid consider only 13 quasi-random values from the ND-Sobol
sequence and the average value (as first row) to produce a 14 × 2 grid.

(a) Multigrid A

(b) Multigrid B

Figure 4.1: Points distribution in the plane for Multigrid A and Multigrid B.
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In Fig.4.1 is displayed the points distribution of the 2 multigrids: the red points in
fig.a are the extreme bounds of the grid and are fixed, while the green points (fig.a and
fig.b) are the quasi-random points produced by the Sobol-sequence. However, in both
cases the Sobol sequence was used so the values are well distributed due to a finer uniform
partitions of the unit interval and then a reorder of the coordinates in each dimension.

In order to generate these grids, a MATLAB script (Appendix A) was developed where
ND-Sobol sequence was employed to produce the pseudo-random values starting from the
average values and the variation ranges. The values for each grid (Tab.4.1 and Tab.4.2)
were substituted in the perfusion properties of each tissue in Sim4life’s simulation, using a
Python script. This time the pairs of values (ωm,ωt) are replaced simultaneously (Fig.4.2).
Then the thermal simulation is run, the mask filter is applied in order to remove the
background and internal air, and finally the temperature maps, for each pair of values, are
extracted as MATLAB format.

Table 4.1: Multigrid A.

ωm ωt

[ml kg−1 min−1] [ml kg−1 min−1]

39.1 72.3
442 72.3
39.1 848
442 848

240.55 460.15
139.83 654.08
341.28 266.23
89.46 557.11
290.91 169.26
190.19 363.19
391.64 751.04
64.28 799.52
265.73 411.67
165.01 217.74

Table 4.2: Multigrid B.

ωm ωt

[ml kg−1 min−1] [ml kg−1 min−1]

39.1 72.3
240.55 460.15
139.83 654.08
341.28 266.23
89.46 557.11
290.91 169.26
190.19 363.19
391.64 751.04
64.28 799.52
265.73 411.67
165.01 217.74
366.46 605.59
144.64 314.71
316.09 702.56
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Figure 4.2: Command lines needed to change the two parameters ωm and ωt simultaneously.

4.2 Temperature Maps
New MATLAB scripts (Appendix A) are written to display the temperature maps ex-
tracted and to create the Svar and Scath matrices. This procedure was employed for both
MultigridA and MultigridB in order to monitor the temperature along the catheter and
evaluate the statistics behaviour.

One of the temperature maps extracted, shown below in Fig.4.3, is plotted in xy, xz
and yz plane on the slice that corresponds to the temperature maximum.

(a) T14xy (b) T14xz (c) T14yz

Figure 4.3: Temperature map corresponding to the 14th element in the Multigrid A: slice
view in xy, xz and yz plane.

The Svar matrix (Appendix B) is a matrix in which the nth column reports the
temperature map obtained in the whole region of interest when the nth pair of perfusion
values (ωm,ωt) is assigned to the corresponding tissues. The Svar matrix is defined for
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the MultigridA:

[Svar] = [[Tb], [T2], [T3], [T4], [TSobol,t=1], [TSobol,t=2], ..., [TSobol,t=n]] (4.1)

where T is the temperature field: the first 4 columns correspond to the extreme bounds
of the perfusion ranges and the other columns are temperature maps corresponding to
a Sobol extraction of the parameters (ωm, ωt). While, for the MultigridB in the Svar
matrix the first column is the baseline map and the other columns are temperature maps
corresponding to a Sobol extraction of the parameters (ωm, ωt).

In order to create this matrix, for the MultigridA, the first 4 columns were fixed, then
it was considered a map corresponding to the 5th pair of perfusion values in Tab.4.1. This
map is supposed unknown, and it was used as a target field for the reconstruction:

Ttarget =


TSobol,t(r1)

...
TSobol,t(rM)

 (4.2)

where M is the number of points in the region of interest. This target field is then used to
create the β matrix:

β = pinv([Svar]|1...Ncath
,10−3)Ttarget|1...Ncath

(4.3)

where the [Svar]|1...Ncath
is the matrix whose elements correspond to the coordinates of the

catheter:
[Svar]|1...Ncath

= Scath (4.4)

Now it is possible to obtain the reconstructed temperature map as follows:

[Trec] = [Svar][β] (4.5)

Finally, the target field was added to the matrix Svar, increasing the dimension of this
matrix, and this procedure was repeated for another target field corresponding to another
point in the multigrid.

The same procedure was performed for the MultigridB, considering the baseline map
and the first 3 Sobol extractions in Tab.4.2 as extreme bounds.

To perform the Svar matrix in MATLAB it was necessary to reshape the temperature
maps and remove all the NaN values, as shown in Fig.4.4.

On the other hand, the Scath matrix (Appendix B) is a submatrix of Svar that
presents only the temperature values along the catheter (4.4). Hence, the columns are
the temperature maps as for the Svar matrix, while the number of rows depends on the
number of points on the catheter to be considered.

In order to create this submatrix, it was necessary to: identify the starting point, xi
and yi coordinates from which to start the catheter, direction of insertion of the catheter
(along the x or y axis), type of insertion (forward or reverse), number of points on the
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Figure 4.4: Command line in order to create the Svar matrix

Figure 4.5: Inputs needed to configure catheter insertion.

catheter, i.e. temperature along the catheter and finally the step between them. All these
are indications that are provided in input by the user (Fig.4.5).

Then, as shown in Fig.4.6, was saved an Scath matrix with all temperature values,
along the chosen axis, starting from the initial coordinates up to the number of points
defined previously and a vector Tpos that has all the temperature position (coordinates).
The latter served to graph the catheter on the temperature map.

For this thesis purpose different directions of catheter insertion, different number
of points and different spacing between points were considered, in order to monitor
the temperature in a sufficient number of cases. In particular temperature maps were
reconstructed for N = 20 points along the negative y axis, N = 10,20,40 points along
the positive x axis and N = 20 points along the negative x axis. For all these cases were
also produce some statistics plot to evaluate the temperature variation ∆T : the Statistics
- 1 plot shows the temperature variation in different target field, the Statistics - 2 plot
compares the baseline and the the 10th target field, the last plot Statistics - 3 presents
the trend line of each target field for maximum and median ∆T .

The results obtained (temperature maps and statistical plots) for all the cases just
described are presented in the following sections 4.2.1 and 4.2.2, respectively for Multigrid
A and Multigrid B. Furthermore, the xy plane will be considered as the reference plane for
a clear visualization of the insertion of the catheter.
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Figure 4.6: Command lines for the creation of the Scath matrix
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4.2.1 Multigrid A
Case 1:

• initial coordinates: xi = 0m, yi = −0.049m;

• direction: along y axis;

• type: forward;

• N = 20;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.7: Multigrid A - Case 1, insertion of the catheter in the yfw direction for N = 20.
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Case 2:

• initial coordinates: xi = 0.053m, yi = −0.01m;

• direction: along x axis;

• type: forward;

• N = 10;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.8: Multigrid A - Case 2, insertion of the catheter in the xfw direction for N = 10.
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Case 3:

• initial coordinates: xi = 0.053m, yi = −0.01m;

• direction: along x axis;

• type: forward;

• N = 20;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.9: Multigrid A - Case 3, insertion of the catheter in the xfw direction for N = 20.
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Case 4:

• initial coordinates: xi = 0.053m, yi = −0.01m;

• direction: along x axis;

• type: forward;

• N = 40;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.10: Multigrid A - Case 4, insertion of the catheter in the xfw direction for N = 40.
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Case 5:

• initial coordinates: xi = −0.1m, yi = −0.01m;

• direction: along x axis;

• type: reverse;

• N = 20;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.11: Multigrid A - Case 5, insertion of the catheter in the xrev direction for N = 20.
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4.2.2 Multigrid B
Case 1:

• initial coordinates: xi = 0m, yi = −0.049m;

• direction: along y axis;

• type: forward;

• N = 20;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.12: Multigrid B - Case 1, insertion of the catheter in the yfw direction for N = 20.
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4.2. TEMPERATURE MAPS

Case 2:

• initial coordinates: xi = 0.053m, yi = −0.01m;

• direction: along x axis;

• type: forward;

• N = 10;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.13: Multigrid B - Case 2, insertion of the catheter in the xfw direction for N = 10.
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4.2. TEMPERATURE MAPS

Case 3:

• initial coordinates: xi = 0.053m, yi = −0.01m;

• direction: along x axis;

• type: forward;

• N = 20;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.14: Multigrid B - Case 3, insertion of the catheter in the xfw direction for N = 20.
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4.2. TEMPERATURE MAPS

Case 4:

• initial coordinates: xi = 0.053m, yi = −0.01m;

• direction: along x axis;

• type: forward;

• N = 40;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.15: Multigrid B - Case 4, insertion of the catheter in the xfw direction for N = 40.
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4.2. TEMPERATURE MAPS

Case 5:

• initial coordinates: xi = −0.1m, yi = −0.01m;

• direction: along x axis;

• type: reverse;

• N = 20;

• step: 2mm.

(a) Baseline map (b) Statistics - 1

(c) Statistics - 2 (d) Statistics - 3

Figure 4.16: Multigrid B - Case 5, insertion of the catheter in the xrev direction for N = 20.
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4.2. TEMPERATURE MAPS

4.2.3 Comparisons and Checks
In both cases the statistical results for the maximum and median temperature variation
were compared (Fig.4.17 and Fig.4.18). As can be seen, there is a decreasing trend of all
the curves due to the greater number of points considered along the catheter.

(a) Max (b) Median

Figure 4.17: Comparison Case 1, Case 2, Case 3, Case 4, Case 5 for the Multigrid A.

(a) Max (b) Median

Figure 4.18: Comparison of Case 1, Case 2, Case 3, Case 4, Case 5 for the Multigrid B.

Finally, the temperature maps with respect to the baseline case (average values) and
the temperature maps reconstructed 4.5, for the Multigrid A (Fig.4.19) and Multigrid B
(Fig.4.20), of the 10th target field were compared.
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4.2. TEMPERATURE MAPS

(a) T 10 (b) T rec

Figure 4.19: Comparison between the initial temperature map and the reconstructed map
for the Multigrid A.

(a) T 10 (b) T rec

Figure 4.20: Comparison between the initial temperature map and the reconstructed map
for the Multigrid B.
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4.3. SVD ANALYSIS

The reconstruction implemented gives good results only if a sufficient number of maps
in the Svar matrix are used (ie, at least 6). In fact, it can be seen from the graphs that
only from the third target field onwards the performance is good regardless of the position
of the catheter. The success of the reconstruction can also be seen from the comparison of
the thermal maps: in both cases the temperature map of the reconstructed target field
matches quite well the Tb map.

A final check was performed to verify that the catheter insertion position is not
damaging vital tissues or organs, such as blood vessels, nerves and lymph nodes. This
check was carry out by simulating the insertion of the catheter in Sim4Life: a 1 mm
diameter cylinder, as displayed in Fig.4.21, was designed and positioned in correspondence
with the coordinates and the chosen axis. It can be seen that the insertion of the catheter
in the examined position is adequate and safe for the analysed subject (Yoon-sun).

(a) Front (b) Back

Figure 4.21: Simulation of catheter insertion. The catheter is the pink cylinder and the
tumor is the white element.

4.3 SVD analysis
“Singular Value Decomposition (SVD) is a widely used technique to decompose a matrix
into several component matrices, exposing many of the useful and interesting properties
of the original matrix. Using SVD, we can determine the rank of the matrix, quantify
the sensitivity of a linear system to numerical error, or obtain an optimal lower-rank
approximation to the matrix.” [23]

In this thesis work, the SVD analysis aims evaluating the information contained in
the Svar matrix, in order to assess how many columns are needed to obtain maximum
information.
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4.3. SVD ANALYSIS

To achieve this goal, starting from the previous analysis, a multigrid of type A was
built with 4 fixed values (corresponding to the extreme bounds of the perfusion values for
muscle and tumor) and the extraction of 100 Sobol points.

Then, using the Python script reported in Fig.4.22, these pair of values were replaced
in the setting of each tissues (Muscle and Tumor) and then the Sim4Life simulation was
run. Again the temperature maps extracted were employed to create a SvarA matrix with
104 columns in MATLAB. As shown in Fig.4.22 the first 4 columns are fixed, while the
other 60 columns are added once at time. The SVD analysis is performed each time a new
column is added and the lower singular value is reported as a new green point in the plot
of Fig. 4.23.

Figure 4.22: Command lines to built a new SvarA matrix.

In Fig.4.23, the result of this analysis shows that the curve reaches a plateau around
the 50th column. From here on, any other extra column does not provide any additional
information.

Then the same procedure was adopted for the Multigrid B, in which the 4 initial
values are not considered, so the SvarB matrix is made up of only 60 quasi-random values
(Fig.4.24). However, as for the Multigrid A, also the result of this analysis shows that the
curve reaches a plateau around the 50th column.

In Fig.4.25 is displayed the comparison between the eigenvalues of the SV DA and
SV DB matrix, taking 64 columns in both cases. As can be seen there is the same
information content, so adding more columns does not lead to any improvement.
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4.3. SVD ANALYSIS

Figure 4.23: SVD of the Multigrid A.

Figure 4.24: SVD of the Multigrid B.

Figure 4.25: Comparison between the SV DA and SV DB.
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Chapter 5

Conclusions

In this thesis was investigated the tissue properties that most influence the thermoregulatory
response of H&N tissues and the performance of the hyperthermia treatments, as well as
establish the accuracy of temperature simulations through minimally invasive temperature
monitoring. Moreover, to address the scope of this work numerical simulation is been
implemented allowing to perform analysis without the ethical and economical difficulties
that apply to experimental methods. The final aim was to present a method to improve
the temperature reconstruction in the region of interest using few known temperature
values (corresponding, in the clinical practice, to the temperature measurements along the
direction of insertion of a single catheter).

To achieve this goal the simulation software Sim4Life was employed, that combines a
realistic and high-definition human phantom with a powerful physics solver, in order to
reach and analyse the biological real-world phenomena. Then, thanks to the use of the
Python application programming interface (API) it was possible to automate the data
replacement process within the simulation, reducing the number of operator-dependent
actions and saving times.

To analyse the influence of the tissues parameters on the temperature maps, only 4
types of tissues (Muscle, Fat + SAT, Skin and Tumor) have been considered. This choice
was made by reasoning on the fact that the considered tissues are the dominant in the
treated region.

To implement the temperature map reconstruction in a first simple case, we only
considered the variation of the muscle and tumor perfusion. Hence, we created a basis
for the reconstruction made of different (random) choices of these parameters. The first
grid was created using the points at the extreme bounds of the parameters ranges plus
other combinations extracted using a quasi-random Sobol sequence. The other grid was
created only using the quasi-random points. The temperature reconstruction implemented
using the two multigrids and different positions of the catheters points, as well as an SVD
analysis performed on the two basis, show how both the two multigrids can be successfully
used for the envisioned reconstruction.

The reconstruction of more reliable temperature and the monitoring of the latter
during treatments can be considered a highly useful tool that will improve the outcomes
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Conclusions

of thermal treatments, enhancing the accuracy of predicting and monitoring pre-clinical
and clinical procedures and treatments, as well as for controlling the amount of damage
being imparted to tissue during the procedure. Furthermore, the efficacy of hyperthermia
treatment planning tools in therapy management itself can be strengthened by feedback
in the form of accurately measured tissue temperatures.

Future Developments
In this work, the temperature reconstruction has been implemented only considering two
tissue parameters, i.e., the perfusion of muscle and tumor. In future works, it would
be interesting to include other parameters of several kinds of tissue present in the H&N
region. This will lead to the creation of a N -dimensional multigrid of parameters (being
N the total number of parameters considered) and to a reconstruction of the temperature
map from few known points that will almost completely mitigate (in principle) the error
introduced in the model by the parameters’ uncertainty. This will increase the required
computational time, but it will be limited to a pre-treatment stage. Also, the analyses
carried out are stationary, while they should be transient to be more realistic.

Moreover, it would be interesting to validate the numerical results obtained with
experimental analyses both on fictitious models as well as on patients’ data. Another
future development could be keeping track of temperature changes over time, hence perform
real-time monitoring, which accounts for valuable information to the clinician performing
the procedure.

Another future development could be to use the numerical analysis presented as a
basis for studying other body regions (i.e., breast, abdomen) and other populations,
characterized by different human phantoms.

The final goal for the future is to improve the temperature monitoring during hyper-
thermia treatments in the clinical practice, in a minimally invasive way, i.e., using the
implemented method and few measurements points. This will require the construction of
a patient-specific library of temperature maps in a pre-treatment stage, and be used in
real time during treatment together with the few measurement points.
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MATLAB scripts

Fields Extraction

% import the e l e c t r i c f i e l d s from Sim4Life and bu i ld proper
% s t r u c t u r e s f o r the hea l thy and tumor r e g i o n s ( E health , E tum)
% with the e l e c t r i c f i e l d components ( .X, . Y, . Z ) .
f o l d e r = ’ F i e l d s e x t r a c t ’ ; %f i l e s f o l d e r
f i l e p a t h = [ pwd , ’ \ ’ ] ;
N = 8 ; % number o f antennas in the array

E tum .X = [ ] ;
E tum .Y = [ ] ;
E tum . Z = [ ] ;
E hea lth .X = [ ] ;
E hea lth .Y = [ ] ;
E hea lth . Z = [ ] ;

f o r i = 1 :N
E = load ( [ f i l e p a t h , f o l d e r , ’ \E ’ , num2str ( i ) , ’ H . mat ’ ] ) ;
E hea lth .X = [ E health .X,E. Snapshot0 ( : , 1 ) ] ;
E hea lth .Y = [ E health .Y,E. Snapshot0 ( : , 2 ) ] ;
E hea lth . Z = [ E health . Z ,E. Snapshot0 ( : , 3 ) ] ;
E = load ( [ f i l e p a t h , f o l d e r , ’ \E ’ , num2str ( i ) , ’ T . mat ’ ] ) ;
E tum .X = [ E tum .X,E. Snapshot0 ( : , 1 ) ] ;
E tum .Y = [ E tum .Y,E. Snapshot0 ( : , 2 ) ] ;
E tum . Z = [ E tum . Z ,E. Snapshot0 ( : , 3 ) ] ;

end

E health .X( i snan ( E health .X( : , 1 ) ) , : ) = [ ] ;
E hea lth .Y( i snan ( E health .Y( : , 1 ) ) , : ) = [ ] ;
E hea lth . Z( i snan ( E health . Z ( : , 1 ) ) , : ) = [ ] ;
E tum .X( i snan (E tum .X( : , 1 ) ) , : ) = [ ] ;
E tum .Y( i snan (E tum .Y( : , 1 ) ) , : ) = [ ] ;
E tum . Z( i snan (E tum . Z ( : , 1 ) ) , : ) = [ ] ;

save ( ’ E hea lth ’ , ’−s t r u c t ’ , ’ E hea lth ’ ) ;
save ( ’E tum ’ , ’−s t r u c t ’ , ’E tum ’ ) ;
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MATLAB scripts

Thermal Parameters Variation

% Plots f o r the e s t imat i on o f the temperature maps v a r i a t i o n as
% a consequence o f the parameters v a r i a t i o n .
% T var i s a matrix where the columns repor t the d i f f e r e n c e
% del ta T =|T base−Tn | f o r the nth parameters v a r i a t i o n . The row index
% runs on the t o t a l number o f po in t s in the reg inon o f i n t e r e s t .
f i l ename = ’ Parameters v1 new . x l sx ’ ;
f i l e p a t h = [ pwd , ’ \ ’ , f i l ename ] ;

% Type o f parameters : [ k ,w]
param = 2 ;
[num, txt , raw]= x l s r ead ( f i l e p a t h , param ) ;
t i s sue name=txt ( 2 : 5 , 1 ) ;

% Type o f t i s s u e s : [ Muscle , Fat , Skin , Tumor ]
t i s s u e = 1 ;

Range=range va lue ( f i l e p a t h , param , t i s s u e ) ;

%%PLOT
sz1 =50;
sz2 =111;
f i l e p a t h=’C: \ Users \ . . . \Twm\ ’ ;

T = load ( [ f i l e p a t h , ’T ’ , num2str ( 6 ) , ’ . mat ’ ] ) ;
Tmap1 = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap2 = Tmap1 ( : , : , sz1 : sz2 ) ;
Tmap4 = reshape (Tmap2 , [ numel (Tmap2 ) , 1 ] ) ;
Tmap4( i snan (Tmap4 ) ) = [ ] ;
Tb=Tmap4 ;

f o r i =1: l ength ( Range )
T = load ( [ f i l e p a t h , ’T ’ , num2str ( i ) , ’ . mat ’ ] ) ;
Tmap1 = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap2 = Tmap1 ( : , : , sz1 : sz2 ) ;
Tmap4 = reshape (Tmap2 , [ numel (Tmap2 ) , 1 ] ) ;
Tmap4( i snan (Tmap4 ) ) = [ ] ;

Ta l l ( : , i )=Tmap4 ;
T var ( : , i )=abs (Tb−Tal l ( : , i ) ) ;

end

f i g u r e ( )
boxplot ( T var )
s e t ( gcf , ’ c o l o r ’ , ’w ’ )
x l a b e l ( [ ’ k ’ , char ( t i s sue name ( t i s s u e ) ) , ’ v a r i a t i o n s ’ ] )
y l a b e l ( ’ \ Delta {T} (C) ’ )
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omega var=length ( Range ) ;
M = ze ro s ( omega var , 3 ) ;
M stat = ze ro s ( omega var , 2 ) ;

f o r i = 1 : omega var
M( i , 1 ) = numel ( f i n d ( T var ( : , i ) >1)) ;
M( i , 2 ) = numel ( f i n d ( T var ( : , i ) >2)) ;
M( i , 3 ) = numel ( f i n d ( T var ( : , i ) >3)) ;
M stat ( i , 1 ) = mean( T var ( : , i ) ) ;
M stat ( i , 2 ) = max( T var ( : , i ) ) ;

end

f i g u r e ( )
hBar = bar (M) ;
x t i c k s ( 0 : 1 6 )
x l a b e l ( [ ’ k ’ , char ( t i s sue name ( t i s s u e ) ) , ’ v a r i a t i o n s ’ ] )
y l a b e l ( ’N ’ )
legend ( ’ \ Delta {T} > 1 C ’ , ’ \ Delta {T} > 2 C ’ , ’ \ Delta {T} > 3 C ’ ,
’ Locat ion ’ , ’ bes t ’ )
s e t ( gcf , ’ c o l o r ’ , ’w ’ )

f i g u r e ( )
p l o t ( 1 : omega var , M stat ( : , 2 ) , ’ .− ’ , ’ MarkerSize ’ ,18)
x t i c k s ( 1 : 1 6 )
x l a b e l ( [ ’ k ’ , char ( t i s sue name ( t i s s u e ) ) , ’ v a r i a t i o n s ’ ] )
y l a b e l ( ’max(\ Delta {T}) (C) ’ )
s e t ( gcf , ’ c o l o r ’ , ’w ’ )
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Multigrid A

% Multi−dimens iona l pseudo−random Sobol g r id ( type A) : i n c l ud ing both the
% red Cartes ian bound po in t s and the Sobol green po in t s .
% The parameters are organ ized in an e x t e r n a l Excel f i l e .

f unc t i on MGrid = MultiGrid Sobol A ( f i l e p a t h , param , t i s s u e , S )

%%% Grid o f f i x e d bounds po in t s ( red po in t s ) %%%
tab l e = c e l l (1 , numel ( param ) ) ;

f o r i = 1 : numel ( param )
tab l e { i } = xl s r ead ( f i l e p a t h , param ( i ) , ’A1 :D5 ’ ) ;
t ab l e { i } = tab l e { i }( t i s s u e , : ) ;

end

ranges = c e l l ( numel ( t i s s u e ) , numel ( param ) ) ;
avg = c e l l ( numel ( t i s s u e ) , numel ( param ) ) ;

f o r i = 1 : numel ( t i s s u e )
f o r j = 1 : numel ( param )

ranges { i , j } = [ tab l e { j }( i , 2 ) , t ab l e { j }( i , 3 ) ] ;
avg{ i , j }=[ tab l e { j }( i , 1 ) ] ;

end
end

output = c e l l (1 , numel ( param)∗ numel ( t i s s u e ) ) ;
[ output { : } ] = ndgrid ( ranges { : } ) ;
avg output = c e l l (1 , numel ( param)∗ numel ( t i s s u e ) ) ;
[ avg output { : } ] = ndgrid ( avg { : } ) ;

r e s u l t s = [ ] ;
avg r e s = [ ] ;
f o r i = 1 : l ength ( output )

r e s u l t s = [ r e s u l t s output {1 , i } ( : ) ] ;
avg r e s =[ avg r e s avg output {1 , i } ( : ) ] ;

end

%%% Quasi random Sobol sequence ( green po in t s ) %%%
q = qrandstream ( ’ sobo l ’ , numel ( param)∗ numel ( t i s s u e ) , ’ Skip ’ , 1 ) ;
X = rand (q , S , numel ( param)∗ numel ( t i s s u e ) ) ;
RF = reshape ( [ ranges { : } ] , 2 , numel ( param)∗ numel ( t i s s u e ) ) . ’ ;

f o r i = 1 : l ength (RF)
X( : , i ) = RF( i ,1)+ range (RF( i , : ) ) . ∗X( : , i ) ;

end

%%% Fina l g r id %%%
MGrid = [ avg r e s ; r e s u l t s ; X ] ;

end
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Multigrid B

% Multi−dimens iona l pseudo−random Sobol g r id ( type B) : i n c l ud ing only
% the Sobol green po in t s .
% The parameters are organ ized in an e x t e r n a l Excel f i l e .

f unc t i on MGrid = Mult iGrid Sobol B ( f i l e p a t h , param , t i s s u e , S)

t ab l e = c e l l (1 , numel ( param ) ) ;

f o r i = 1 : numel ( param )
tab l e { i } = xl s r ead ( f i l e p a t h , param ( i ) , ’A1 :D5 ’ ) ;
t ab l e { i } = tab l e { i }( t i s s u e , : ) ;

end

ranges = c e l l ( numel ( t i s s u e ) , numel ( param ) ) ;

f o r i = 1 : numel ( t i s s u e )
f o r j = 1 : numel ( param )

ranges { i , j } = [ tab l e { j }( i , 2 ) , t ab l e { j }( i , 3 ) ] ;
end

end

%%% Quasi random Sobol sequence ( green po in t s ) %%%
q = qrandstream ( ’ sobo l ’ , numel ( param)∗ numel ( t i s s u e ) , ’ Skip ’ , 1 ) ;
X = rand (q , S , numel ( param)∗ numel ( t i s s u e ) ) ;
RF = reshape ( [ ranges { : } ] , 2 , numel ( param)∗ numel ( t i s s u e ) ) . ’ ;

f o r i = 1 : l ength (RF)
X( : , i ) = RF( i ,1)+ range (RF( i , : ) ) . ∗X( : , i ) ;

end

%%% Fina l g r id %%%
MGrid = X;

end
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S var Matrix

%This func t i on gene ra t e s the b a s i s matrix Svar with the four f i x e d
% columns and other a d d i t i o n a l Np columns computed varying the p e r f u s i o n o f
% muscle and tumor accord ing to the pseudo−random Sobol sequence .

f unc t i on Svar matr ix (Np, sz1 , sz2 )

Svar = s i z e (4 e6 ,1+Np ) ;

f o r i = 1:(1+Np)
T = load ( [ ’Tmap ’ , num2str ( i −1) , ’ . mat ’ ] ) ;
Tmap = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap = Tmap ( : , : , sz1 : sz2 ) ;
Tmap = reshape (Tmap , [ numel (Tmap ) , 1 ] ) ;
Tmap( i snan (Tmap) ) = [ ] ;
Svar ( 1 : numel (Tmap) , i ) = Tmap;

end

Svar = Svar ( 1 : numel (Tmap ) , : ) ;
save ( ’ Svar . mat ’ , ’ Svar ’ ) ;

end
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S cath Matrix

f unc t i on S cath (Np, Ncath , d ir , type , step , xi , y i )
Scath = s i z e (4 e6 ,1+Np ) ;
f o r i = 1:(1+Np)

T = load ( [ ’Tmap ’ , num2str ( i −1) , ’ . mat ’ ] ) ;
T map = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
x = (T. Axis0 ( 1 : ( l ength (T. Axis0 )−1))+T. Axis0 ( 2 : l ength (T. Axis0 ) ) ) . / 2 ;
y = (T. Axis1 ( 1 : ( l ength (T. Axis1 )−1))+T. Axis1 ( 2 : l ength (T. Axis1 ) ) ) . / 2 ;
z = (T. Axis2 ( 1 : ( l ength (T. Axis2 )−1))+T. Axis2 ( 2 : l ength (T. Axis2 ) ) ) . / 2 ;

[X,Y, Z ] = ndgrid (x , y , z ) ;

z t = 87 ;
c1 = squeeze (X( : , : , z t ) ) ;
c2 = squeeze (Y( : , : , z t ) ) ;
T cut = squeeze (T map ( : , : , z t ) ) ;

f i g u r e ( )
s = s u r f ( c1 , c2 , T cut ) ;
s e t ( s , ’ edgeco l o r ’ , ’ none ’ ) ;
h = co l o rba r ;
t i t l e (h , ’T (C) ’ )
colormap j e t
shading i n t e rp
ax i s ( [ min ( x ) max( x ) min ( y ) max( y ) ] )
s e t ( gcf , ’ c o l o r ’ , ’w ’ )
x l a b e l ( ’ x (m) ’ )
y l a b e l ( ’ y (m) ’ )
ax i s equal
g r id o f f
view (0 ,90 )
camro l l (−90)

i f strcmp ( type , ’ x ’ )
d=f i n d ( abs ( c2 (1 , : ) − y i )<1e −3);
i f strcmp ( dir , ’ fw ’ )

c=f i n d ( c1 (: ,1) >= xi ) ;
cc=c1 ( c ) ;
a=T cut ( c , : ) ;
vet=a ( : , d ) ;

e l s e
c=f i n d ( c1 (: ,1) <= xi ) ;
cc=f l i p ( c1 ( c ) ) ;
a=T cut ( c , : ) ;
vet=f l i p ( a ( : , d ) ) ;

end
e l s e

d=f i n d ( abs ( c1 ( : ,1) − x i )<1e −3);
i f strcmp ( dir , ’ fw ’ )
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c=f i n d ( c2 (1 ,:) >= yi ) ;
cc=c2 (1 , c ) ;
a=T cut ( : , c ) ;
vet=a (d , : ) ;

e l s e
c=f i n d ( c2 (1 ,:) <= yi ) ;
cc=f l i p ( c2 (1 , c ) ) ;
a=T cut ( : , c ) ;
vet=f l i p ( a (d , : ) ) ;

end
end

vet=vet ( 1 : s tep : Ncath∗ s tep ) ;
S cath ( 1 : numel ( vet ) , i )=vet ; %matr ice S cath con i punti

T pos = cc ( 1 : s tep : Ncath∗ s tep ) ;

hold on
i f strcmp ( type , ’ y ’ )

p lo t3 ( x i . ∗ ones ( numel ( T pos ) , 1 ) , T pos , 1 e3 . ∗ ones ( numel ( T pos ) , 1 ) ,
’ k . ’ , ’ MarkerSize ’ , 8 )

e l s e
p lo t3 ( T pos , y i . ∗ ones ( numel ( T pos ) , 1 ) , 1 e3 . ∗ ones ( numel ( T pos ) , 1 ) ,
’ k . ’ , ’ MarkerSize ’ , 8 )

end
end
save ( ’ Scath . mat ’ , ’ Scath ’ )

end
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SVD Analysis

f i l ename = ’ Parameters v1 new . x l sx ’ ;
f i l e p a t h = [ pwd , ’ \ ’ , f i l ename ] ;

% Type o f parameters : [ epsr , sigma , k ,w]
param = 4 ;
% Type o f t i s s u e s : [ Muscle , Fat , Skin , Tumor ]
t i s s u e = [ 1 , 4 ] ;

S = 100 ; %number o f Sobol quasi−random po in t s

MGrid = SVD Sobol A ( f i l e p a t h , param , t i s s u e , S ) ;
MGrid=MGrid ( 2 : end , : ) ;
save ( [ pwd , ’ \MGrid . txt ’ ] , ’MGrid ’ , ’−a s c i i ’ , ’−tabs ’ ) ;

f i l e p a t h =( ’C: \ Users \ . . . \ ’ ) ;
sz1 =50;
sz2 =111;

f i g u r e ( )
f o r i =1:4

T = load ( [ f i l e p a t h , ’T ’ , num2str ( i ) , ’ . mat ’ ] ) ;
Tmap1 = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap2 = Tmap1 ( : , : , sz1 : sz2 ) ;
Tmap4 = reshape (Tmap2 , [ numel (Tmap2 ) , 1 ] ) ;
Tmap4( i snan (Tmap4 ) ) = [ ] ;

Svar A ( : , i )=Tmap4 ;
Svd A=svd ( Svar A , ’ econ ’ ) ;

end

f o r i =5:64
T = load ( [ f i l e p a t h , ’T ’ , num2str ( i ) , ’ . mat ’ ] ) ;
Tmap1 = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap2 = Tmap1 ( : , : , sz1 : sz2 ) ;
Tmap4 = reshape (Tmap2 , [ numel (Tmap2 ) , 1 ] ) ;
Tmap4( i snan (Tmap4 ) ) = [ ] ;

Svar A=cat (2 , Svar A , Tmap4 ) ;
Svd A=svd ( Svar A , ’ econ ’ ) ;

end
p l o t ( 1 : 6 4 , log10 ( Svd A ( 1 : 6 4 ) . / max( Svd A ) ) , ’ . ’ , ’ MarkerSize ’ ,12 , ’ c o l o r ’ , ’ r ’ ) ;
hold on
x l a b e l ( ’ i ’ )
y l a b e l ( ’ l o g {10} (\ s i gma i ) ’ )
t i t l e ( ’ Quasi−random vs Random ’ )
g r id on
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f o r i =5:64
T = load ( [ f i l e p a t h , ’T ’ , num2str ( i ) , ’ . mat ’ ] ) ;
Tmap1 = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap2 = Tmap1 ( : , : , sz1 : sz2 ) ;
Tmap4 = reshape (Tmap2 , [ numel (Tmap2 ) , 1 ] ) ;
Tmap4( i snan (Tmap4 ) ) = [ ] ;

Svar 60 ( : , i −4)=Tmap4 ;
Svd 60=svd ( Svar 60 , ’ econ ’ ) ;

end
p l o t ( 1 : 6 0 , log10 ( Svd 60 ( 1 : 6 0 ) . / max( Svd 60 ) ) , ’ . ’ , ’ MarkerSize ’ ,12 , ’ c o l o r ’ , ’ b ’ ) ;
hold on

f o r i =5:64+4 %rimuovo i 4 punti c a r d i n a l i e cons ide ro a l t r i 4 punti random
T = load ( [ f i l e p a t h , ’T ’ , num2str ( i ) , ’ . mat ’ ] ) ;
Tmap1 = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap2 = Tmap1 ( : , : , sz1 : sz2 ) ;
Tmap4 = reshape (Tmap2 , [ numel (Tmap2 ) , 1 ] ) ;
Tmap4( i snan (Tmap4 ) ) = [ ] ;

Svar B ( : , i −4)=Tmap4 ;
Svd B=svd ( Svar B , ’ econ ’ ) ;

end
p l o t ( 1 : 6 4 , log10 ( Svd B ( 1 : 6 4 ) . / max( Svd B ) ) , ’ . ’ , ’ MarkerSize ’ ,12 , ’ c o l o r ’ , ’ g ’ ) ;

%Aggiungo 4 co lonne a l l a vo l t a a l l a matr ice Svar B e con f ronto con q u e l l e
%prec eden t i .

f o r k =4:4:36
hold on
in=64+k ; %punti i n i z i a l i c o n s i d e r a t i : 64 v a l o r i senza c o n s i d e r a r e
%i 4 c a r d i n a l i qu ind i 68 .

f o r i=in : in+4
T = load ( [ f i l e p a t h , ’T ’ , num2str ( i ) , ’ . mat ’ ] ) ;
Tmap1 = reshape (T. Snapshot0 , [ l ength (T. Axis0 )−1 , l ength (T. Axis1 )−1 ,
l ength (T. Axis2 ) −1 ,1 ] ) ;
Tmap2 = Tmap1 ( : , : , sz1 : sz2 ) ;
Tmap4 = reshape (Tmap2 , [ numel (Tmap2 ) , 1 ] ) ;
Tmap4( i snan (Tmap4 ) ) = [ ] ;

Svar D=cat (2 , Svar B , Tmap4 ) ;
Svd D=svd ( Svar D , ’ econ ’ ) ;

end
txt = [ ’ Svd {B+’ , num2str ( k ) , ’ } ’ ] ;
p l o t ( 1 : 2 0 , log10 ( Svd D ( 1 : 2 0 ) . / max( Svd D ) ) , ’ LineWidth ’ , 1 . 5 , ’ DisplayName ’ ,
txt ) ;
hold on

end
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Field Extraction

import numpy
import s 4 l v 1 . a n a l y s i s as a n a l y s i s
import s 4 l v 1 . document as document
import s 4 l v 1 . model as model
import s 4 l v 1 . un i t s as un i t s
from s 4 l v 1 import Re leaseVers ion
from s 4 l v 1 import Unit
import i t e r t o o l s

de f a l l e n t i t i e s w i t h i n g r o u p ( en t i ty g roup ) :
’ ’ ’ r e turn a l i s t o f a l l model e n t i t i e s with in a given group ,
i n c l ud ing a l l s u b d i r e c t o r i e s ’ ’ ’

i f i s i n s t a n c e ( ent i ty group , model . EntityGroup ) :
r e turn l i s t ( i t e r t o o l s . chain . f r o m i t e r a b l e ( a l l e n t i t i e s w i t h i n g r o u p
( e ) f o r e in en t i ty g roup . E n t i t i e s ) )

e l s e :
r e turn [ en t i ty g roup ]

v ip group = model . A l l E n t i t i e s ( ) [ ’Yoon−sun ’ ]
e n t i t i e s H = a l l e n t i t i e s w i t h i n g r o u p ( v ip group )
e n t i t i e s T = model . A l l E n t i t i e s ( ) [ ’Tumor ’ ]

# Name o f the d i r e c t o r y where the f i l e s w i l l be saved
d i r = u”C:\\ Users \ \ . . . \ \ ”

# HEALTHY REGION standa lone e l e c t r i c f i e l d s Ei H
try :

# Def ine the ve r s i on to use f o r d e f a u l t va lue s
Re leaseVers ion . s e t a c t i v e ( Re leaseVers ion . v e r s i o n 6 2 )
# Creat ing the a n a l y s i s p i p e l i n e
# Adding a new EmMultiPortSimulationExtractor
s imu la t i on = document . A l lS imu la t i ons [ ”EM 1” ]
e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r =s imu la t i on . Resu l t s ( )
#Create the po s tp ro c e s s i ng p i p e l i n e once
output port=e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r . Outputs [ 0 ]
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# Adding a new EmPortSimulationExtractor
em por t s im u l a t i on ex t r a c t o r = a n a l y s i s . e x t r a c t o r s .
EmPortSimulationExtractor ( inputs =[ output port ] )
em por t s im u l a t i on ex t r a c t o r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( em por t s im u l a t i on ex t r a c t o r )
# Adding a new EmSensorExtractor (H)
em senso r ex t ra c to r = em po r t s im u l a t i on ex t r a c t o r [ ” Overa l l F i e ld ” ]
em sen so r ex t ra c to r . FrequencySett ings . ExtractedFrequency= u” Al l ”
em sen so r ex t ra c to r . Sur faceCurrent . Sur f aceReso lu t i on =0.001 , un i t s . Meters
document . Al lAlgor i thms . Add( em senso r ex t ra c to r )
# Adding a new MatlabExporter (H)
inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”EM E(x , y , z , f 0 ) ” ] ]
mat lab exporter = a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporter . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporter )

f o r i , output port in enumerate ( e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r . Outputs ) :
em por t s im u l a t i on ex t r a c t o r . raw . SetInputConnect ion (0 , output port . raw )
em por t s im u l a t i on ex t r a c t o r . UpdateAttr ibutes ( )
inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”EM E(x , y , z , f 0 ) ” ] ]
mat lab exporter . FileName=( d i r + ”E{} H . mat” . format ( i +1))

p r i n t ( mat lab exporter . FileName )
mat lab exporter . UpdateAttr ibutes ( )
mat lab exporter . Update ( )

except Exception as exc :
import t raceback
traceback . p r i n t e x c ( exc )
# Reset a c t i v e ve r s i on to d e f a u l t
Re leaseVers ion . r e s e t ( )
r a i s e ( exc )

# TUMOR REGION standa lone e l e c t r i c f i e l d s Ei T
try :

# Def ine the ve r s i on to use f o r d e f a u l t va lue s
Re leaseVers ion . s e t a c t i v e ( Re leaseVers ion . v e r s i o n 6 2 )
# Creat ing the a n a l y s i s p i p e l i n e
# Adding a new EmMultiPortSimulationExtractor
s imu la t i on = document . A l lS imu la t i ons [ ”EM 1” ]
e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r = s imu la t i on . Resu l t s ( )
#Create the po s tp ro c e s s i ng p i p e l i n e once
output port=e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r . Outputs [ 0 ]
# Adding a new EmPortSimulationExtractor
em por t s im u l a t i on ex t r a c t o r =a n a l y s i s . e x t r a c t o r s .
EmPortSimulationExtractor ( inputs =[ output port ] )
em por t s im u l a t i on ex t r a c t o r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( em por t s im u l a t i on ex t r a c t o r )
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# Adding a new EmSensorExtractor (T)
em senso r ex t ra c to r =
em por t s im u l a t i on ex t r a c t o r [ ” Overa l l F i e ld ” ]
em sen so r ex t ra c to r . FrequencySett ings . ExtractedFrequency= u” Al l ”
em sen so r ex t ra c to r . Sur faceCurrent . Sur f aceReso lu t i on =0.001 , un i t s . Meters
document . Al lAlgor i thms . Add( em senso r ex t ra c to r )
# Adding a new Fie ldMask ingF i l t e r (T)
inputs = [ em sen so r ex t ra c to r . Outputs [ ”EM E(x , y , z , f 0 ) ” ] ]
f i e l d m a s k i n g f i l t e r =a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r . S e t E n t i t i e s ( [ e n t i t i e s T ] )
f i e l d m a s k i n g f i l t e r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r )
# Adding a new MatlabExporter (T)
inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”EM E(x , y , z , f 0 ) ” ] ]
mat lab exporter =
a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporter . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporter )

f o r i , output port in enumerate ( e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r . Outputs ) :
em por t s im u l a t i on ex t r a c t o r . raw . SetInputConnect ion (0 , output port . raw )
em por t s im u l a t i on ex t r a c t o r . UpdateAttr ibutes ( )

inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”EM E(x , y , z , f 0 ) ” ] ]
mat lab exporter . FileName=( d i r + ”E{} T . mat” . format ( i +1))

p r i n t ( mat lab exporter . FileName )
mat lab exporter . UpdateAttr ibutes ( )
mat lab exporter . Update ( )

except Exception as exc :
import t raceback
traceback . p r i n t e x c ( exc )
# Reset a c t i v e ve r s i on to d e f a u l t
Re leaseVers ion . r e s e t ( )
r a i s e ( exc )

# J e SAR e x t r a c t i o n
try :

# Def ine the ve r s i on to use f o r d e f a u l t va lue s
Re leaseVers ion . s e t a c t i v e ( Re leaseVers ion . v e r s i o n 6 2 )
# Creat ing the a n a l y s i s p i p e l i n e
# Adding a new EmMultiPortSimulationExtractor
s imu la t i on = document . A l lS imu la t i ons [ ”EM 1” ]
e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r = s imu la t i on . Resu l t s ( )
#Create the po s tp ro c e s s i ng p i p e l i n e once
output port=e m m u l t i p o r t s i m u l a t i o n e x t r a c t o r . Outputs [ 0 ]
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# Adding a new EmPortSimulationExtractor
em por t s im u l a t i on ex t r a c t o r =a n a l y s i s . e x t r a c t o r s .
EmPortSimulationExtractor ( inputs=output port )
em por t s im u l a t i on ex t r a c t o r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( em por t s im u l a t i on ex t r a c t o r )
# Adding a new EmSensorExtractor (T)
em senso r ex t ra c to r =em por t s im u l a t i on ex t r a c t o r [ ” Overa l l F i e ld ” ]
em sen so r ex t ra c to r . FrequencySett ings . ExtractedFrequency= u” Al l ”
em sen so r ex t ra c to r . Sur faceCurrent . Sur f aceReso lu t i on =0.001 , un i t s . Meters
document . Al lAlgor i thms . Add( em senso r ex t ra c to r )
# Adding a new Fie ldMask ingF i l t e r f o r SAR1 (H)
inputs = [ em sen so r ex t ra c to r . Outputs [ ”SAR(x , y , z , f 0 ) ” ] ]
f i e l d m a s k i n g f i l t e r =a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r . S e t E n t i t i e s ( e n t i t i e s H )
f i e l d m a s k i n g f i l t e r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r )
# Adding a new Fie ldMask ingF i l t e r f o r SAR1 (T)
inputs = [ em sen so r ex t ra c to r . Outputs [ ”SAR(x , y , z , f 0 ) ” ] ]
f i e l d m a s k i n g f i l t e r 2 =a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r 2 . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r 2 . S e t E n t i t i e s ( [ e n t i t i e s T ] )
f i e l d m a s k i n g f i l t e r 2 . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r 2 )
# Adding a new Fie ldMask ingF i l t e r f o r J1 (H)
inputs = [ em sen so r ex t ra c to r . Outputs [ ”J (x , y , z , f 0 ) ” ] ]
f i e l d m a s k i n g f i l t e r 3 =a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r 3 . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r 3 . S e t E n t i t i e s ( e n t i t i e s H )
f i e l d m a s k i n g f i l t e r 3 . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r 3 )
# Adding a new Fie ldMask ingF i l t e r f o r J1 (T)
inputs = [ em sen so r ex t ra c to r . Outputs [ ”J (x , y , z , f 0 ) ” ] ]
f i e l d m a s k i n g f i l t e r 4 =a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r 4 . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r 4 . S e t E n t i t i e s ( [ e n t i t i e s T ] )
f i e l d m a s k i n g f i l t e r 4 . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r 4 )
# Adding a new MatlabExporter f o r SAR1 (H)
inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”SAR(x , y , z , f 0 ) ” ] ]
mat lab exporter =a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporter . FileName = ( d i r + ”SAR1 H . mat” )
mat lab exporter . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporter )
mat lab exporter . Update ( )
# Adding a new MatlabExporter f o r SAR1 (T)
inputs =[ f i e l d m a s k i n g f i l t e r 2 . Outputs [ ”SAR(x , y , z , f 0 ) ” ] ]
mat lab exporte r 2 =a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporte r 2 . FileName = ( d i r + ”SAR1 T . mat” )
mat lab exporte r 2 . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporte r 2 )
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mat lab exporte r 2 . Update ( )
# Adding a new MatlabExporter f o r J1 (H)
inputs = [ f i e l d m a s k i n g f i l t e r 3 . Outputs [ ”J (x , y , z , f 0 ) ” ] ]
mat lab exporte r 3 =a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporte r 3 . FileName = ( d i r + ”J1 H . mat” )
mat lab exporte r 3 . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporte r 3 )
mat lab exporte r 3 . Update ( )
# Adding a new MatlabExporter f o r J1 (T)
inputs = [ f i e l d m a s k i n g f i l t e r 4 . Outputs [ ”J (x , y , z , f 0 ) ” ] ]
mat lab exporte r 4 =a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporte r 4 . FileName = ( d i r + ”J1 T . mat” )
mat lab exporte r 4 . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporte r 4 )
mat lab exporte r 4 . Update ( )

except Exception as exc :
import t raceback
traceback . p r i n t e x c ( exc )
# Reset a c t i v e ve r s i on to d e f a u l t
Re leaseVers ion . r e s e t ( )
r a i s e ( exc )
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Thermal Parameter Variation

import numpy
import math
import s 4 l v 1 . document as document
import s 4 l v 1 . mat e r i a l s . database as database
import s 4 l v 1 . model as model
import s 4 l v 1 . s imu la t i on . thermal as thermal
import s 4 l v 1 . a n a l y s i s as a n a l y s i s
import s 4 l v 1 . un i t s as un i t s
from s 4 l v 1 import Re leaseVers ion
from s 4 l v 1 import Unit
import i t e r t o o l s

de f a l l e n t i t i e s w i t h i n g r o u p ( en t i ty g roup ) :
’ ’ ’ r e turn a l i s t o f a l l model e n t i t i e s with in a given group ,
i n c l ud ing a l l s u b d i r e c t o r i e s ’ ’ ’

i f i s i n s t a n c e ( ent i ty group , model . EntityGroup ) :
r e turn l i s t ( i t e r t o o l s . chain . f r o m i t e r a b l e ( a l l e n t i t i e s w i t h i n g r o u p
( e ) f o r e in en t i ty g roup . E n t i t i e s ) )

e l s e :
r e turn [ en t i ty g roup ]

v ip group = model . A l l E n t i t i e s ( ) [ ’Yoon−sun ’ ]
e n t i t i e s a l l = a l l e n t i t i e s w i t h i n g r o u p ( v ip group )
e n t i t i e s a i r i n t e r n a l=model . A l l E n t i t i e s ( ) [ ’ A i r i n t e r n a l ’ ]
e n t i t i e s t u m o r=model . A l l E n t i t i e s ( ) [ ’Tumor ’ ]
e n t i t i e s a l l . remove ( e n t i t i e s a i r i n t e r n a l )
e n t i t i e s a l l . append ( e n t i t i e s t u m o r )

d i r = u”C:\\ Users \ \ . . . \ \ ”

coord = numpy . l oadtx t ( ”C: / Users / . . . / Range . txt ” )
p r i n t ( coord )
s i z e=coord . s i z e

f o r i in range (0 , s i z e ) :
wm = coord [ i ]

p r i n t (wm)

# Def ine the ve r s i on to use f o r d e f a u l t va lue s
Re leaseVers ion . s e t a c t i v e ( Re leaseVers ion . v e r s i o n 6 2 )
s imu la t i on = document . A l lS imu la t i ons [ ”Th 80W” ]
s imu la t i on . C learResu l t s ( )
s imu la t i on . ResetVoxels ( )

e n t i t y m u s c l e = model . A l l E n t i t i e s ( ) [ ” Muscle ” ]
new w value = wm, Unit ( ”ml\kg\K” )
# Change a value o f an e x i s t i n g mate r i a l
s e t s = s imu la t i on . A l l S e t t i n g s
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f o r idx , s e t in enumerate ( s e t s ) :
i f s e t .Name == ’ Muscle ’ :

s e t . HeatTransferRate . UsePer fus ionUnits = True
s e t . HeatTransferRate . PuConstantTerm = new w value
#s e t . ThermalConductivity=new w value

# RUN
s imu la t i on . UpdateGrid ( )
s imu la t i on . CreateVoxels ( )
s imu la t i on . RunSimulation ( wait=True )
# Create e x t r a c t o r f o r a g iven s imu la t i on output f i l e
r e s u l t s = s imu la t i on . Resu l t s ( )

# Overa l l f i e l d s enso r
o v e r a l l f i e l d s e n s o r = r e s u l t s [ ’ Overa l l F i e ld ’ ]

# EXPORT MATLAB
inputs = [ o v e r a l l f i e l d s e n s o r . Outputs [ ”T(x , y , z ) ” ] ]
f i e l d m a s k i n g f i l t e r =a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r . S e t E n t i t i e s ( e n t i t i e s a l l )
f i e l d m a s k i n g f i l t e r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r )
inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”T(x , y , z ) ” ] ]
mat lab exporter =a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporter .Name=(”Matlab {}” . format ( i +1))
mat lab exporter . FileName = ( d i r + ”T{} . mat” . format ( i +1))
mat lab exporter . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporter )
mat lab exporter . Update ( ove rwr i t e=True )
mat lab exporter . Update ( ove rwr i t e=True )
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Dielectric Parameter Variation

import numpy
import math
import s 4 l v 1 . document as document
import s 4 l v 1 . mat e r i a l s . database as database
import s 4 l v 1 . model as model
import s 4 l v 1 . s imu la t i on . thermal as thermal
import s 4 l v 1 . a n a l y s i s as a n a l y s i s
import s 4 l v 1 . un i t s as un i t s
from s 4 l v 1 import Re leaseVers ion
from s 4 l v 1 import Unit
import i t e r t o o l s

de f a l l e n t i t i e s w i t h i n g r o u p ( en t i ty g roup ) :
’ ’ ’ r e turn a l i s t o f a l l model e n t i t i e s with in a given group ,
i n c l ud ing a l l s u b d i r e c t o r i e s ’ ’ ’

i f i s i n s t a n c e ( ent i ty group , model . EntityGroup ) :
r e turn l i s t ( i t e r t o o l s . chain . f r o m i t e r a b l e ( a l l e n t i t i e s w i t h i n g r o u p
( e ) f o r e in en t i ty g roup . E n t i t i e s ) )

e l s e :
r e turn [ en t i ty g roup ]

v ip group = model . A l l E n t i t i e s ( ) [ ’Yoon−sun ’ ]
e n t i t i e s a l l = a l l e n t i t i e s w i t h i n g r o u p ( v ip group )
e n t i t i e s a i r i n t e r n a l=model . A l l E n t i t i e s ( ) [ ’ A i r i n t e r n a l ’ ]
e n t i t i e s t u m o r=model . A l l E n t i t i e s ( ) [ ’Tumor ’ ]
e n t i t i e s a l l . remove ( e n t i t i e s a i r i n t e r n a l )
e n t i t i e s a l l . append ( e n t i t i e s t u m o r )

d i r = u”C:\\ Users \ \ . . . \ \ ”

coord = numpy . l oadtx t ( ”C: / Users / . . . / Range . txt ” )
p r i n t ( coord )
s i z e=coord . s i z e

f o r i in range (0 , s i z e ) :
wm = coord [ i ]

p r i n t (wm)

# Def ine the ve r s i on to use f o r d e f a u l t va lue s
Re leaseVers ion . s e t a c t i v e ( Re leaseVers ion . v e r s i o n 6 2 )
s imu la t i on = document . A l lS imu la t i ons [ ”EM 1 − new” ]
s imu la t i on . C learResu l t s ( )
s imu la t i on . ResetVoxels ( )

e n t i t y s k i n = model . A l l E n t i t i e s ( ) [ ” Skin ” ]
new w value = wm
# Change value o f an e x i s t i n g mate r i a l
s e t s = s imu la t i on . A l l S e t t i n g s
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f o r idx , s e t in enumerate ( s e t s ) :
i f s e t .Name == ’ Skin ’ :

s e t . R e l a t i v e P e r m i t t i v i t y=new w value
# s e t . E l e c t r i cConduc t i v i t y=new w value

# RUN
s imu la t i on . UpdateGrid ( )
s imu la t i on . CreateVoxels ( )
s imu la t i on . RunSimulation ( wait=True )
s imu la t i on = document . A l lS imu la t i ons [ ”EM 1 − new” ]
s i m u l a t i o n e x t r a c t o r = s imu la t i on . Resu l t s ( )

# Adding a new EmSensorExtractor
em sen so r ex t ra c to r=s i m u l a t i o n e x t r a c t o r [ ” Overa l l F i e ld ” ]
em sen so r ex t ra c to r . FrequencySett ings . ExtractedFrequency= u” Al l ”
em sen so r ex t ra c to r . Sur faceCurrent . Sur f aceReso lu t i on =0.001 , un i t s . Meters
document . Al lAlgor i thms . Add( em senso r ex t ra c to r )
# Adding a new F i e l dSnapsho tF i l t e r
inputs = [ em sen so r ex t ra c to r . Outputs [ ” El . Loss Density (x , y , z , f 0 ) ” ] ]
f i e l d s n a p s h o t f i l t e r =a n a l y s i s . f i e l d . F i e l dSnapsho tF i l t e r ( inputs=inputs )
f i e l d s n a p s h o t f i l t e r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d s n a p s h o t f i l t e r )
# Adding a new DataCacheExporter
inputs = [ f i e l d s n a p s h o t f i l t e r . Outputs [ ” El . Loss Density (x , y , z , f 0 ) ” ] ]
da ta cache expor t e r =a n a l y s i s . expo r t e r s . DataCacheExporter ( inputs=inputs )
da ta cache expor t e r .Name =”Data Cache Exporter − User Def ined Source ”
da ta cache expor t e r . FileName =( d i r + ” Source {} . cache ” . format ( i +1))
da ta cache expor t e r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( da ta cache expor t e r )
da ta cache expor t e r . Update ( ove rwr i t e=True )
da ta cache expor t e r . Update ( ove rwr i t e=True )

# Thermal S imulat ion
Re leaseVers ion . s e t a c t i v e ( Re leaseVers ion . v e r s i o n 6 2 )
s imu la t i on1=document . A l lS imu la t i ons [ ”Th 80W” ]
s imu la t i on1 . C lea rResu l t s ( )
s imu la t i on1 . ResetVoxels ( )
s imu la t i on1 . Remove( s t a t i o n a r y u s e r d e f i n e d h e a t s o u r c e , components )
# Adding a new Stat ionaryUserDef inedHeatSource
s t a t i o n a r y u s e r d e f i n e d h e a t s o u r c e =
thermal . Stat ionaryUserDef inedHeatSource ( )
components = [ ]
s t a t i o n a r y u s e r d e f i n e d h e a t s o u r c e . UserDefinedFileName=
( d i r + ” Source {} . cache ” . format ( i +1))
s imu la t i on1 . Add( s t a t i o n a r y u s e r d e f i n e d h e a t s o u r c e , components )

# RUN
s imulat i on1 . UpdateGrid ( )
s imu la t i on1 . CreateVoxels ( )
s imu la t i on1 . RunSimulation ( wait=True )

81



Python scripts

# Create e x t r a c t o r f o r a g iven s imu la t i on output f i l e
r e s u l t s 1 = s imulat i on1 . Resu l t s ( )
# o v e r a l l f i e l d s enso r
o v e r a l l f i e l d s e n s o r 1 = r e s u l t s 1 [ ’ Overa l l F i e ld ’ ]

# EXPORT MATLAB
inputs = [ o v e r a l l f i e l d s e n s o r 1 . Outputs [ ”T(x , y , z ) ” ] ]
f i e l d m a s k i n g f i l t e r =a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r . S e t E n t i t i e s ( e n t i t i e s a l l )
f i e l d m a s k i n g f i l t e r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r )
inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”T(x , y , z ) ” ] ]
mat lab exporter =a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporter .Name=(”Matlab {}” . format ( i +1))
mat lab exporter . FileName = ( d i r + ”T{} . mat” . format ( i +1))
mat lab exporter . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporter )
mat lab exporter . Update ( ove rwr i t e=True )
mat lab exporter . Update ( ove rwr i t e=True )
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Perfusion Variation

import numpy
import math
import s 4 l v 1 . document as document
import s 4 l v 1 . mat e r i a l s . database as database
import s 4 l v 1 . model as model
import s 4 l v 1 . s imu la t i on . thermal as thermal
import s 4 l v 1 . a n a l y s i s as a n a l y s i s
import s 4 l v 1 . un i t s as un i t s
from s 4 l v 1 import Re leaseVers ion
from s 4 l v 1 import Unit
import i t e r t o o l s

de f a l l e n t i t i e s w i t h i n g r o u p ( en t i ty g roup ) :
’ ’ ’ r e turn a l i s t o f a l l model e n t i t i e s with in a g iven group ,
i n c l ud ing a l l s u b d i r e c t o r i e s ’ ’ ’
i f i s i n s t a n c e ( ent i ty group , model . EntityGroup ) :

r e turn l i s t ( i t e r t o o l s . chain . f r o m i t e r a b l e ( a l l e n t i t i e s w i t h i n g r o u p
( e ) f o r e in en t i ty g roup . E n t i t i e s ) )

e l s e :
r e turn [ en t i ty g roup ]

v ip group = model . A l l E n t i t i e s ( ) [ ’Yoon−sun ’ ]
e n t i t i e s a l l = a l l e n t i t i e s w i t h i n g r o u p ( v ip group )
e n t i t i e s a i r i n t e r n a l=model . A l l E n t i t i e s ( ) [ ’ A i r i n t e r n a l ’ ]
e n t i t i e s t u m o r=model . A l l E n t i t i e s ( ) [ ’Tumor ’ ]
e n t i t i e s a l l . remove ( e n t i t i e s a i r i n t e r n a l )
e n t i t i e s a l l . append ( e n t i t i e s t u m o r )

d i r = u”C:\\ Users \ \ . . . \ \ ”

coord = numpy . l oadtx t ( ”C: / Users / . . . / MGrid . txt ” )
p r i n t ( coord )
num rows , num columns = coord . shape

f o r i in range (0 , num rows ) :
wm = coord [ i , 0 ]
wt = coord [ i , 1 ]
p r i n t (wm, wt )

# Def ine the ve r s i on to use f o r d e f a u l t va lue s
Re leaseVers ion . s e t a c t i v e ( Re leaseVers ion . v e r s i o n 6 2 )
s imu la t i on = document . A l lS imu la t i ons [ ”Th 80W” ]
s imu la t i on . C learResu l t s ( )
s imu la t i on . ResetVoxels ( )

e n t i t y m u s c l e = model . A l l E n t i t i e s ( ) [ ” Muscle ” ]
muscle new w value = wm, Unit ( ”ml/min/kg” )
ent i ty tumor = model . A l l E n t i t i e s ( ) [ ”Tumor” ]
tumor new w value = wt , Unit ( ”ml/min/kg” )
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# Change the pa i r o f va lue o f an e x i s t i n g mate r i a l
s e t s = s imu la t i on . A l l S e t t i n g s
f o r idx , s e t in enumerate ( s e t s ) :

i f s e t .Name == ’ Muscle ’ :
s e t . HeatTransferRate . UsePer fus ionUnits = True
s e t . HeatTransferRate . PuConstantTerm = muscle new w value

i f s e t .Name == ’Tumor ’ :
s e t . HeatTransferRate . UsePer fus ionUnits = True
s e t . HeatTransferRate . PuConstantTerm = tumor new w value

# RUN
s imu la t i on . UpdateGrid ( )
s imu la t i on . CreateVoxels ( )
s imu la t i on . RunSimulation ( wait=True )

# Create e x t r a c t o r f o r a g iven s imu la t i on output f i l e
r e s u l t s = s imu la t i on . Resu l t s ( )

# o v e r a l l f i e l d s enso r
o v e r a l l f i e l d s e n s o r = r e s u l t s [ ’ Overa l l F i e ld ’ ]

# EXPORT MATLAB
inputs = [ o v e r a l l f i e l d s e n s o r . Outputs [ ”T(x , y , z ) ” ] ]
f i e l d m a s k i n g f i l t e r = a n a l y s i s . core . F i e ldMask ingF i l t e r ( inputs=inputs )
f i e l d m a s k i n g f i l t e r . S e tA l lMate r i a l s ( Fa l se )
f i e l d m a s k i n g f i l t e r . S e t E n t i t i e s ( e n t i t i e s a l l )
f i e l d m a s k i n g f i l t e r . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( f i e l d m a s k i n g f i l t e r )
inputs = [ f i e l d m a s k i n g f i l t e r . Outputs [ ”T(x , y , z ) ” ] ]
mat lab exporter = a n a l y s i s . expo r t e r s . MatlabExporter ( inputs=inputs )
mat lab exporter .Name=(”Matlab {}” . format ( i ) )
mat lab exporter . FileName = ( d i r + ”T{} . mat” . format ( i ) )
mat lab exporter . UpdateAttr ibutes ( )
document . Al lAlgor i thms . Add( mat lab exporter )
mat lab exporter . Update ( ove rwr i t e=True )
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