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1 INTRODUCTION 

 

 

1.1 Project description 

The aim of this project is to propose a possible new platform for cancer therapy 

optimization based on Dynamic Light Scattering (DLS), a non-invasive, low-

intensity photonic interrogation technique. Firstly, the system is used to 

investigate properties of different cell lines without administering drugs to see 

differences in cell lines and cell states as a proof of their sensitivity with respect 

to cellular dynamics. Afterwards, DLS is used to investigate cancer cells under an 

incrementally-increased dose delivery of a therapeutic agent in order to precisely 

determine its apoptosis-inducing concentration. The platform takes advantage of 

nano-scale technology and DLS in order to measure the cell dynamics in real time 

as function of drug dose, ranging from pM to mM, and to obtain the dose-

response profile. This allows to better understand the drug efficacy, its side 

effects and the subcellular dynamics, possibly helping the development of more 

patient specific therapies because both dose determination and drug 

administration scheduling can be optimized with this methodology. 

Data are taken from experiments performed at CREOL labs of University of 

Central Florida (UCF) and analyzed using power spectra estimations and micro 

rheology theory, which provide information on the local cellular properties and 

internal dynamics. The analysis of the internal dynamics changes induced by 

drugs, taking into account their known effects on cellular components, is also 

carried out because these changes are hypothesized to be a measure of the 

drug’s efficacy. 

After an introduction focused on this project significance, tumor and cancer 

characteristics and a microtubules overview, this report will describe the 

experiments performed and the theoretical basis for the  data analysis. 

Experimental results are then presented and conclusions will be drawn. Finally, 
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two appendices on microtubules polymerization and the ordered water system 

around them are included to give insights into environmental effects on cellular 

dynamics. 

 

1.2 Project significance 

Cancer is one of the most important leading causes of death of our time: in 2020 

it was the second leading death cause in the US, responsible for about 600k 

victims [1]. In addition, cancer cases are expected to increase in the next years 

[2] principally due to the increase of life expectancy: as can be seen in Figure 1.1 

the tumor incidence increases significantly after about 40 years for men and 35 

for women. This is mainly caused by the fact that tumors originate from genetic 

damage, which increases over time. In addition to the genetic damage, tumor 

development can be favored by risk factors related to the lifestyle: smoking, 

unhealthy diet and obesity are some examples of behaviors or conditions 

correlated with tumor development [3]. The combination of the long time 

needed to have a genetic damage and the risk factors explains why cancer 

incidence is higher in developed countries with respect to the poor ones [4]: 

higher life expectancy, diet and weight-related risk factors are typical of first 

world countries, making their cancer rates increasing. Moreover, the number of 

new cancer cases and related deaths are expected to increase from 18.1 million 

and 9.1 million worldwide (2018 data) to 29.5 million and 16.4 million (2040 

projection), respectively [4]. 

Lots of intellectual efforts were made and billions of dollars were spent in the 

last decades to find a cure for this class of diseases which can be treated with 

different strategies: 

• Surgery: the earliest technique, is highly invasive and consists in the removal 

of the tumor mass. If the removal is not complete, it is possible to have 

relapse of the cancer or emergence of a secondary cancer elsewhere in the 

body; 
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• Chemotherapy: uses drugs to eradicate the cancer cells. The drugs used 

damage cellular proteins during mitosis in order to block their high rate of 

replication, so also healthy cells with high replication rates, such as the ones 

of hair follicles or bone marrow, can be affected by them as side effects; 

• Radiotherapy: uses ionizing radiations to damage cellular DNA, prevent its 

replication and kill it. Commonly used forms of radiation in cancer therapy 

are X rays, electrons, protons, neutrons and ions, depending on the tumor 

characteristics. This strategy allows a local and painless treatment but cannot 

be used for all tumors and sometimes can only be used for palliative 

purposes. It also commonly leads to side effects due to damage inflicted on 

normal cells on the path to the tumor or in the vicinity of the tumor cells. 

• Thermal therapy: hyperthermia and thermal ablation can be used to treat 

certain tumors and cancers. In particular hyperthermia can be use alone or in 

combination with other strategies because it increases radiation sensitivity 

and tumor perfusion, while ablation can be used to kill some localized tumor 

portions by inducing necrosis; 

• Combined approach: it is composed by the combination of some of the 

previous strategies, like thermal therapy plus chemo/radiotherapy. 

Regarding chemotherapy, the therapeutic progress is hampered by a series of 

factors: 

• Cancer initiation and progression involves about 500 molecular targets, that 

is almost 1/3 of all molecular targets identified for all human diseases [5]; 

• Tumors are heterogenous and hence are commonly not composed of a single 

cell phenotype but instead are best described as a society of malignant cell 

with different phenotypes [6] and since the typical drug acts only on one 

phenotype the resistant ones survive; 

• The drug resistance phenomenon [7], which is partially due to the previous 

statement and partially caused by the evolutionary adaptation of cancer cells 

and their competition against normal cells in a micro-environment not 

suitable for these ones [8] because it is hypoxic, acidic [9] and lacks proper 
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organization due to the abnormal proliferation of these cells that can survive 

without anchoring to the extracellular matrix [10]. 

 

 

Figure 1.1: Cancer incidence per 100,000 people. Picture taken from the National Cancer Institute 

of the United States: https://www.cancer.gov/about-cancer/causes-prevention/risk/age 

 

For all these reasons the improvement of chemotherapy is a challenging 

endeavor and this project tries to propose a new approach to the problem. The 

developed platform allows real-time interrogation of the internal structural 

dynamics over a long duration of time and at an unprecedented level of spatio-

temporal resolution and accuracy because the projected time- and frequency-

domain resolution provides a deep insight into intra-cellular motions of cells 

exposed to various cytotoxic agents and their combinations. The approach is 

based on the fact that internal movements of cellular biomolecules and 

organelles are manifestations of the cell’s energetic state and its “freezing” 

indicates a transition to Brownian dynamics characteristic of cell death. Precisely 

determining the transition point to the “freezing” state allows making 

comparisons between drugs actions on different cancer cells and better 

understanding side effects on normal ones. In addition to this, the methodology 

can be used to investigate individual cells as well cell cultures, allowing to 

determine the significance of statistical averaging as a potential distortion of 

multimodal distribution of cancer phenotypes in a heterogeneous tumor 
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environment. Another feature of this approach is that it allows to investigate not 

only the dynamics of the cytoskeleton but also specific cell components such as 

mitochondria or motor proteins. This permits to relate the drug to the 

corresponding intracellular structures affected and thus to improve our 

knowledge on the drugs’ mode of action. Finally, using sub-lethal concentrations 

of cytotoxic agents on a population of cells, one can investigate drug resistance 

when surviving cells are exposed to a variety of other drug entities. 

In conclusion, this system can become a new bioengineering tool for drug testing 

as well as for the development of personalized therapies since it could be used 

on biopsied patient samples. The technology can be adapted to clinical use by 

performing tests on patient tissue before choosing a therapeutic regime in order 

to determine a potential for success of an already FDA-approved drug, an off-

labelled drug recommended by the oncologist or a new experimental drug ready 

for the clinical trial. 

 

1.3 Tumor and cancer overview 

Tumor is defined as a mass of tissue that grows in excess and without 

coordination with respect to normal tissues and remains in this condition even 

after that the stimuli inducing the process end [11]. Tumors typically originate 

due to genetic damage: all tumor cells show genetic damage and for a given 

tumor this damage it is always the same, meaning that all the cells originate from 

only one damaged mother cell (monoclonal origin). Tumors can be classified in 

different ways: 

• Histological classification [12]: the tumor name identifies the tissue of origin 

of the proliferative cells. According to this method we have for example 

carcinomas, gliomas and lymphomas; 

• According to their invasive capability we can have benign tumors [13], which 

cannot invade other tissues, and malignant tumors [14], or cancers, which 

can invade other tissues; 



 

7 

 

• TNM classification: TNM is a code used to describe the tumor characteristics 

in terms of dimension (T), nearby lymph nodes that have cancer (N) and 

metastases presence (M) [2]. 

• Grading classification: it reflects the grade of differentiation of the tumor 

cells. A higher level of differentiation means cells similar to healthy ones and 

thus a less aggressive disease, while a lower differentiation means the tumor 

is more aggressive [2]. 

It is important to underline that benign tumors cause pain mainly due to the 

compression they make on other organs and can lead to more severe problems 

when they compress vital organs like brain. Moreover, they show cells similar to 

healthy ones (low grade number) and do not diffuse far from there area of origin, 

so they do not form metastases. They are easier to deal with and are 

characterized by a low grade of relapse after removal, but with time, if not 

treated, some of them can evolve into malignant ones. On the other end, cancer 

cells are quite different from the healthy ones and the more the de-

differentiation is pronounced, i.e. the more they differ with respect to other 

cells, the more the cancer is aggressive. Cancer cells are different with respect to 

tumor cells (Figure 1.2) because they present typical extensions similar to 

tentacles and can diffuse into blood or lymphatic vessels which allows them to 

reach other organs and attack them: this is how metastases form (Figure 1.3). 

Finally, since they are more aggressive and can attack different organs, they are 

also characterized by a high rate of relapse after removal. 

Cancer cells behave differently from normal ones, in particular it is possible to 

eight characteristic  hallmarks for them [9]: 

• Sustaining proliferative signaling; 

• Evading growth suppressors; 

• Activating invasion and metastases; 

• Enabling replicative immortality; 

• Inducing angiogenesis; 

• Resisting cell death; 
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• Reprogramming of energy metabolism; 

• Evading immune destruction. 

 

 

Figure 1.2: (A) Benign tumor representation. Note the capsule defining the tumor border and the 

absence of spreading. (B) Cancer representation. Note the absence of a capsule and the 

spreading cells. Picture taken from Damjanov, 2000. 

 

All these behaviors are possible if the cell signaling is altered: growth factors, 

among other molecules, are probably overexpressed while genes limiting cell 

proliferation and inducing apoptosis are inhibited [9]. In a similar way, necrosis, 

immortality, inflammatory response and angiogenesis are altered [9]. Regarding 

metastases formation, the process is usually described as a cascade of events in 

which cells that can survive all the events start replicating in a different site from 

the original location [15] and its biochemical mechanisms are still not completely 

understood. One of the most famous cancer cell behaviors is the so-called 

“Warburg effect”: cells switch their major energy production from aerobic 

respiration to glycolysis even if they are not in hypoxic condition, probably due to 

mitochondrial abnormal activity [16]. 

As stated previously tumors and cancers can have different differentiation 

grades, so it is possible to distinguish among some cellular types in them. In 

addition to cancer cells, which originate the disease, cancer stem cells [17], 

endothelial cells [18], pericytes [19], immune inflammatory cells [20] and cancer-

associated fibroblast [9] can be found, meaning that tumor stroma is a complex 
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microenvironment more than just an aggregate of pathological cells. The stroma 

can therefore give a lot of information and provide potential targets for drugs. 

 

 

Figure 1.3: The sequential process of metastasis. Figure taken from ref. [15]. 

 

Tumor cells have a different behavior and microenvironment with respect to 

healthy ones and as a consequence tumor region develops the following 

characteristics, that have been studied extensively in order to improve 

chemotherapy: 

• High blood flux but with a chaotic vessel structure; 

• Less nutrient diffusion due higher intra-tumor pressure; 

• Lower oxygen concentration: hypoxic environment; 

• Higher local acidity; 

• Different concentrations of proteins and enzymes; 

• Enhanced production of reactive oxygen species (ROS). 

Chaotic angiogenesis is responsible for the Enhanced Permeability and Retention 

Effect (EPR Effect): the disorganized vessel growth causes them to have a 

fenestrated endothelium, which allows accumulation of long-circulating 
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macromolecules by extravasation [21]. The EPR Effect is of great interest because 

it could be used for drug delivery with nanoparticles and some attempts were 

already made in this direction [22]. 

The higher intra-tumor pressure due to blood and lymphatic vessel 

abnormalities, interstitial fibrosis and contraction of the matrix [23] is 

responsible for a reduced amount of nutrients and is also an obstacle to drug 

delivery because it opposes molecular diffusion towards the tumor. 

Tumor hypoxia comes up when O2 partial pressure falls below a critical value [24] 

causing a lack of oxygen supply to the cell. Also, this abnormality was studied as 

a possible target for therapy [25]. 

The local acidity refers to the tumor extracellular environment, which has a 

lower pH with respect to the physiological one, while the intracellular 

environment has higher pH than the healthy one, making the relation between 

these two environments reversed [26]. This abnormality was used to design pH 

sensitive nanoparticles to release drugs [27]. 

The enhanced production of ROS species is responsible for the altered ratio of 

glutathione (GSH) and glutathione disulfide (GSSG): since GSH is the main 

antioxidant enzyme in the cell [28], a high GSH/GSSG ratio (typical of healthy 

cells) indicates a low oxidative stress while a low GSH/GSSG ratio (typical of 

cancer cells) is related to high stress and pathological conditions, so redox 

sensitive nanoparticles can be designed [29]. 

Various drugs have been approved for chemotherapy and a significant amount of 

them acts on microtubules, which contribute in generating the signal analyzed 

with the DLS platform, so a description of them is necessary to understand the 

project and it is provided in the following section. 

 

1.4 Microtubules overview 

Microtubules (MTs) are the main component of the cytoskeleton, a network of 

protein filaments present in every cell which includes MTs, intermediate 

filaments and actin filaments and has several functions in the cell. MTs are 
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hollow cylinders of internal radius 8.4 nm, external radius 12.5 nm and length of 

some micrometers, usually made of 13 protofilaments of tubulin dimers. Each 

tubulin dimer is made of one α- and one β-tubulin subunit: both of them are 

globular proteins whose mass is approximately 55 kDa, making the dimer a 110 

kDa macromolecule of dimensions 4x5x8 nm. Moreover, every tubulin monomer 

has a 4x1 nm C-terminus tail protruding from it being exposed on the outer 

surface of the MT. Adjacent protofilaments are not aligned one to the other but 

they come up in a 3-start helical structure in which each turn of the helix spans 3 

tubulin monomers, making α subunits adjacent to β ones. This organization 

results in two possible lattices, called A and B lattice [30]. 

 

 

Figure 1.4: Structural representation of a microtubule (A) and a tubulin heterodimer (B), both 

taken from ref. [54]. 

 

MT polymerization and depolymerization are complex phenomena involving 

different steps, alternating between each other and giving rise to what is known 

as dynamic instability (Figure 1.5). Namely, this is a sequence of stochastic 

growth and shrinkage periods [31]. MT assembly starts with a nucleation phase 

[32] in which the γ-tubulin combines with other proteins to form a structure 

called “γ-tubulin ring” (γTuRC). The γTuRC acts as a template for heterodimer 

polymerization giving binding sites to α-tubulins of the dimer, allowing the MT to 

grow in one direction. In this mechanism it is therefore possible to identify a not 
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growing end in correspondence of the γTuRC or the exposed α-tubulin (in vitro), 

called the Minus (-) End, and a growing end exposing β-tubulins, called the Plus 

(+) End. The dimer addition requires guanosine-triphosphate (GTP) hydrolysis 

into guanosine-diphosphate (GDP) of the GTP bounded to the β subunit as an 

energy source. On the other hand, during depolymerization tubulin heterodimers 

detach from MT, resulting in its shrinkage or even in a catastrophe in which the 

MT is completely or almost completely disassembled. Another dynamic behavior 

observable in MTs, called treadmilling, is the growth at one end balanced by 

shortening at the other, resulting in an overall null net growth rate [33]. MT 

dynamics is not completely understood and it is influenced by a lot of features: 

• GTP cap: the MT is stabilized by some GTP-bounded tubulin dimers at its 

growing end. This theory is supported by the fact that MT polymerization 

made using guanylyl-(alpha, beta)-methylene-diphosphonate (GMPCPP, a 

non-hydrolysable analogue of GTP) does not show this behavior [34] and that 

protofilaments made of GTP tubulin are straight while the GDP tubulin ones 

become curved [35,36]; 

• Lattice defects: they seem to be involved in MT dynamics [37] allowing dimer 

addition and removal [38]; 

• Microtubule Associated Proteins (MAPs): these are proteins that bind to MTs 

and affect their dynamics, either promoting dissociation and catastrophe or 

stabilizing them [39]; 

• Post-translational modifications: these are modifications in the tubulin 

structure that influence MT dynamics and are reviewed in [40]; 

• Environmental conditions: several studies showed that ionic concentration, 

pH, heavy water (D2O) and temperature affect MT polymerization [41-45]. 

The cell regulates MT dynamics and organization differentially in different cell 

regions and during different cellular activities and this complex process involves 

some of these effects on MTs (Figure 1.6). 

MTs work alone or in small groups in the cell so they need important mechanical 

properties. In particular, they show a Young modulus of about 1 GPa, several 
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order of magnitude greater than the shear modulus, which does not exceed 

some MPa, making them a strongly anisotropic structures. Moreover, their 

persistence length is estimated to be about 1 mm, which means they are stiff 

and linearly organized structures. These properties origin from different reasons, 

one of which is the fact that their longitudinal bonds are stronger than the lateral 

ones, which is reviewed in [46,47]. 

 

 

Figure 1.5: Dynamic instability during MT growth. Figure taken from Sept, D.; Microtubule 

Polymerization: One Step at a time. Current Biology, 2007, 17(17):R764-R766. 

 

MTs have also very important electrostatic properties, reviewed in [48]: tubulin 

dimers have a bare charge of about -52e (from the 3RYF structure) which is 

present also at physiological pH [49] and almost a half of it is located on C-

termini of both monomers. This charge, unusually high with respect to other 

proteins, gives rise to important phenomena including long-distance propagation 

of ionic signals, signal amplification and memristive behavior [50-53], all 

suggesting that MTs can act as signal transmission lines and memristive 

components in the cell, making them an interesting candidate for the 

development of nano devices in the future [48]. MTs’ electrical properties 

depend also on the solution: since amino acids are zwitterions tubulin charge 

changes depending on the pH, so its value can vary on them. In addition, 
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according to numerical calculations ionic concentration plays a role in 

determining MT conductivity, which seems to be greater or lower than the buffer 

solution depending on a threshold of around 100 mM [54]. 

MTs electromechanical characteristics make them suitable to carry out a lot of 

functions in the cell: 

• Compressional strength resistance of the cytoskeleton; 

• Mitotic spindle during mitosis; 

• Intracellular transport: “roads” for motor proteins like kinesin and dynein; 

• Cell motility: cilia and flagella components; 

• Signaling: mechanotransduction, which is the conversion of a mechanical 

stimulus in an electrical signal. 

In addition to these functions, Penrose and Hameroff proposed MTs as the 

cellular structure for their Orchestrated–Objective Reduction (Orch–OR) theory 

of consciousness [55], which is a speculative theory based on quantum 

mechanics that requires experimental validation. 

 

 

Figure 1.6: MTs organization in different cell phases (A) and cells (B). Picture taken from Matis, 

M. The Mechanical Role of Microtubules in Tissue Remodeling. BioEssays, 2020, 1900244. 

 

Since MTs are involved in a lot of cellular functions, alterations of their activity 

are involved in several pathologies. In particular their mechanical role and their 

 

B A 
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contribution to mechanotransduction pathways of Reactive Oxygen Species 

(ROS) [56] can be linked with pathologies involving skeletal muscles such as 

Duchenne muscular dystrophy [57] and to heart failure [58]. In addition, altered 

MT activity is linked to neurodegenerative diseases such as Alzheimer’s and 

Parkinson’s diseases [59-61], with the former being correlated also to heart 

failure [62]. Finally, their role in mitosis makes them play a fundamental role in 

cancer cells because, as explained above, these cells replicate at a higher rate 

than healthy ones, so their MTs need to be adapted to this abnormal activity. As 

already stated above, cancer cell activity is a consequence of a genetic damage 

so maybe some altered gene expression can influence MT behavior. Moreover, 

tumor microenvironment is very different from the normal physiological one, so 

also the signaling activity would be different under different conditions like pH, 

ionic concentration and D2O’s altered concentration and depletion. These effects 

change MT polymerization rates and are expected to play a role in MT and 

cancer dynamics. As an example, D2O alters the mitosis duration [63]. 

Because of their role in mitosis MTs became of great interest in chemotherapy 

research and a lot of drugs were found to be antimitotic agents binding to MTs 

[64-68]. Chemotherapy drugs can be classified into two groups according to their 

effects, namely: 

• Destabilizing agents: they inhibit polymerization; 

• Stabilizing agents: they stimulate polymerization. 

It is important to underline that despite this classification based on high drug 

concentrations almost all drug effects at low concentrations result in the 

suppression of MT dynamics rather than a variation of the polymerized mass 

[64]. Antimitotic drugs bind to different tubulin domains and the most important 

sites are: 

• Vinca domain: this domain can bind different drugs, among which the most 

studied is vinblastine. This domain is supposed to be located close to the GTP 

site and to the residues 177-215 of β-tubulin but from experimental results it 

appears that different binding site are also present [68-70]; 
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• Colchicine site: this site binds colchicine, the first drug found, and its 

derivatives. Studies found that this site is located on β-tubulin, close to its 

interface with the α subunit, explaining why this drug seems to interact with 

both monomers [68,71,72]; 

• Taxol site: it is the binding site for paclitaxel (taxol), its derivatives and other 

drugs. This site is located in the middle of the β-monomer, in the luminal side 

of the MT wall and in contact with the M loop [68]. 

• Other sites: there are drugs binding to tubulin whose binding sites are not yet 

determined and supposed to be different from the previous ones, like 

estramustine [73] and benzamidazoles [68]. 

The vinca domain and the colchicine site-binding drugs belong to the 

destabilizing agents group, while taxol site-binding drugs belong to the stabilizing 

agents group [67]. A summary of some of the most important antimitotic drugs is 

provided in Table 1.1. Interestingly, all sites are located on β-tubulin, suggesting 

that this monomer plays the most important role in MT dynamics. Proper 

understanding of MTs is therefore fundamental in the fight against cancer and 

with this project we hope to provide better information on the dynamics of these 

organelles. 
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Table 1.1: Some antimitotic drugs divided by their binding sites. Table adapted from ref. [64]. 



 

18 

 

2 EXPERIMENTS 

 

 

2.1 Experimental procedure 

2.1.1 Normal and cancerous prostate cells 

Measurements on prostate cells (normal and cancerous) are done in order to 

study their characteristics and to determine if there are any differences between 

different cell lines. Three cell lines were investigated in this project: 

• RWPE cells: epithelial cells derived from the peripheral zone of a 

histologically normal adult human prostate; 

• LNCaP C4-2B cells: Lymph Node Carcinoma of the Prostate cell line, derived 

from human adenocarcinoma and with low metastatic potential; 

• PC-3 cells: human prostate cancer cell line derived from bone metastasis of 

grade IV of prostate cancer, has high metastatic potential. 

For the sample preparation cells are cultured in a petri dish, using Dulbecco’s 

Modified Eagle Medium (DMEM) as culture medium. After culturing the sample, 

the old cellular media is removed from the petri dish and the sample is rinsed 

with Phosphate-Buffered Saline (PBS) solution (at 37° C). After gently rinsing the 

sample a couple of times, the PBS is removed. The glass coverslip is cleaned from 

the outside of the petri dish and a drop of refractive index matching oil is 

deposited on the previously etched region of the coverslip. Finally, fresh cellular 

media (DMEM, at 37° C) is added to the petri dish and the sample is placed in the 

incubator-like chamber, inside the enclosure of the phase contrast microscope. 

The sample is let to stabilize for ten minutes inside the chamber. The 

temperature is kept constant at 37° C throughout the entire experimental 

procedure. 

Measurements are taken for 3 minutes and 20 positions are investigated in 

parallel (Multi Mode Fiber configuration, see section 2.2). These tests are useful 

to confirm that the platform can detect the differences between cell lines, in 
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particular their elasticity [74], whose variation can be used to evaluate the drugs’ 

efficacies against the cells exposed to them [75].  

2.1.2 Chinese Hamster Ovary (CHO) cells  

To further investigate the platform’s performance, measurements on Chinese 

Hamster Ovary (CHO) cells were performed. In this case only one cell line was 

used but different cell states were investigated, in order to see if the platform 

can detect differences between: 

• Flat cells; 

• Elongated cells; 

• Round cells; 

• Dividing cells; 

• Cell monolayer. 

Differences are expected to occur because the cell shape is mainly determined 

by the cytoskeleton, whose organization is fundamental in determining the cell’s 

mechanical properties. If the platform is therefore capable of sensing the 

differences between cells it could be in principle used when the cell changes its 

state or undergoes apoptosis in response to drug treatments, especially when 

the drug acts on the cytoskeleton. As a consequence, it would be possible to 

evaluate the drug efficacy [75] using this platform. 

The sample is prepared in a similar way as in the experiment with prostate cells 

and measurements are taken for 3 minutes, following 30 positions (MMF 

configuration, see section 2.2). 

2.1.3 CHO cells treated with Nocodazole 

Nocodazole, or Methyl [5-(2-thienylcarbonyl)-1H-benzimidazol-2-yl] carbamate 

(IUPAC name), is a drug used in chemotherapy because of its effects on MTs and 

its structure is shown in Figure 2.1. It is believed that this drug has two binding 

sites on tubulin with different affinity [76] and at least one of them overlaps with 

the colchicine binding site [77]. Nocodazole is a MT destabilizing agent whose 
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effects are strongly dependent on its concentration inside the cells, as is also the 

case with other drugs, which was explained in section 1.4. In particular: 

• at high concentrations (> 1 μM in cells) it inhibits polymerization, which leads 

to MTs disruption [78-80]; 

• at low concentrations (4 nM-12 µM in vitro, 4-400 nM in cells) it inhibits MT 

dynamics without changing the polymer mass [81,82]. 

Because of this behavior, experiments to explore both regimes were conducted 

on Chinese hamster ovarian epithelial (CHO) cells, for which MT disruption was 

observed after the administration of Nocodazole with a final concentration of 10 

μM in the sample [78]. 

 

 

Figure 2.1: Nocodazole structure. 

 

The sample preparation is done in the same way as for the previous experiments. 

Three experiments on three different samples were performed: 

• Experiment 1: high concentration regime which fully disrupts MTs, 1 drop of 

Nocodazole diluted in DMEM. The workflow is outlined the following: 

- Baseline measurements during the first 30 minutes; 

- 50 μL of Nocodazole  solution (in DMEM, 200 μM), is added to the 

sample for a final drug concentration of 10 μM (in 1 mL of cellular 

media). A single drop is administrated. The buffer Nocodazole 

solution (5mg/mL) is diluted in DMEM instead of the more commonly 

used dimethyl sulfoxide (DMSO) because this allows assessing the 

effect of the Nocodazole alone with minimal influence of the DMSO 
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on both the change in reflectivity and the toxicity from the DMSO 

content. 

• Experiment 2: high concentration regime, multiple drops of Nocodazole are 

diluted in DMEM. The workflow of the experiment is outlined in the 

following: 

- Baseline measurements during the first 60 minutes; 

- 50 μL drops of Nocodazole solution (20 μM) are then administrated. 

Every drop corresponds to a final drug concentration of 1 μM and 3 

drops, 1 every 60 minutes, are administrated. 

• Experiment 3: high concentration regime, single drop diluted in DMEM 

administrated. The workflow is outlined in the following: 

- Baseline measurements during the first 5 minutes; 

- 50 μL of Nocodazole solution (in DMEM, 20 μM), is added to the 

sample for a final drug concentration of 500 nM (in 2 mL of cellular 

media). A single drop is administrated. 

For every experiment, the signal detected using the setup described in the next 

section is analyzed as described in Chapter 3 in order to follow the system’s 

evolution. 

 

2.2 Experimental setup 

To execute the experiments, an high-resolution photonic sensing platform was 

developed. The experimental platform must integrate the following functions: 

• Light delivery; 

• Detection capabilities; 

• Cell culture incubator; 

• Cytotoxic agents’ delivery capability. 

The integrated platform is schematically depicted in Figure 2.2 and a picture of it 

is shown in Figure 2.3. As can be seen, the investigated cells with their medium 

are placed in a petri dish. Under the dish, an optical waveguide is incorporated in 

order to perform coherence-gated Dynamic Light Scattering (DLS), whose 
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operating principles are explained in section 2.3, and the standard objective 

assembly is interchangeable. An interferometer was built around a standard 

multimode optical fiber (MMF) with core size of 62.5 μm and fiber diameter of 

125 μm. Light from a super-luminescent diode centered at free-space 

wavelength λ0 = 670 nm with bandwidth Δλ = 40 nm is launched into the fiber 

and then coupled into a 50/50 multimode splitter. The acquired signal is sent to a 

hardware Data Acquisition System (DAQ) that digitalizes it and from which the 

power spectrum is obtained. Once the power spectrum is obtained the analyses 

described in Chapter 3 are performed in order to follow the system’s time 

evolution. In addition, the optical fiber system is incorporated into a standard 

microscope: this permits recording both dynamic signals and conventional 

microscopy images (typically phase contrast) collected in either a transmission or 

reflection mode. Around the microscope enclosure an incubator-like chamber 

was built in order to keep the cells in a controlled environment suitable for their 

survival. The fiber, which delivers and receives the signal, provides limited 

temporal coherence that limits the investigated volume depth to less than 20-30 

μm. 

 

 

Figure 2.2: Schematic representation of the interrogation platform. 
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Experiments can be conducted in a single-mode fiber (SMF) configuration or in a 

MMF one. The SMF configuration allows a single location of coherent 

illumination, which is small with respect to the total sample volume: only a few 

microns can be viewed by it. Moreover, SMF provides the best optical signal, 

although it can be subjected to more noise. On the other end, the MMF 

configuration allows illumination of multiple spots, which is particularly useful in 

case of non-ergodic processes, and a better signal-to-noise ratio, but the optical 

signal has a low quality with respect to the SMF one and can introduce artifacts 

such as 2D arrays. In this configuration it is possible to investigate regions 

extended at most to hundreds of microns. Therefore, the configuration choice 

must be made carefully based on the investigated system. For experiments 

described in section 2.1.1 and 2.1.2 a MMF configuration is chosen while for 

experiments in section 2.1.3 a SMF configuration is used.  

As first proof of capability of this system, a similar setup and an analogous 

analysis were used to continuously characterize the structural dynamics of 

hydrogels during their slow swelling process [83,84]. In particular, the 

information about both the morphology and the local viscoelastic properties of 

the hydrogel networks could be monitored over many tens of hours and results 

obtained indicate that there was clear correspondence between structural 

rearrangements within nanometer scale molecular assemblies and the 

parameters extracted with the data analysis. In addition, DLS works well with 

non-stationary dynamics in complex biological media, such as blood undergoing 

coagulation, as demonstrated in [85]. 
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Figure 2.3: Picture of the experimental platform. 

 

2.3 Coherence-gated DLS 

The platform implements a coherent-gated DLS. DLS is the measurement of 

scattering due to light-particle interactions as a function of time and was 

developed after the invention of the laser in 1960, which made coherent, 

collimated, stable and high-intensity light sources available for applications to 

chemistry, biology and physics [86,87]. DLS can be used in diverse set of 

configurations [87-90]: 

• Self-beating: only the scattered light of the particles is detected; 

• Homodyne: the signal is mixed with a non-frequency-shifted local oscillator 

before detection; 

• Heterodyne: a mixture of the light scattered from particles and light reflected 

remotely or from ambient; 

• Depolarized: the polarized and depolarized intensities are independently 

measured at different scattering angles; 

• Mixed approach: combines more than one of the previous configurations and 

analyses. 

The spatio-temporal coherent-gated DLS implemented in this platform can be 

seen as the (temporal) partially coherent interference of two (spatial) partially 

coherent speckle fields [91]. The two interfering fields are the stationary 
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reference field ER(t), corresponding to the reflection at the end facet of the 

optical fiber, and the time-varying back-scattered field ES(t), originated by the 

light scattering of the system under study. The configuration can be seen in 

Figure 2.4. The field fluctuations are determined by the fluctuations in the 

positions of various scattering centers within the volume interrogated. The 

contribution of the fluctuating component is on average weak with respect to 

the signal intensity due to the small sizes and relatively low refractive index 

contrasts that characterize typical biological systems so the DLS is performed 

under the heterodyne configuration at multiple independent locations, which 

provides the necessary amplification of the weak signal ES [92-94]. As stated 

before, the investigated volume depth is at most 20-30 μm, due to the limited 

temporal coherence, while the lateral resolution varies from few microns (SMF) 

to hundreds of microns (MMF). This configuration allows single scattering to 

dominate the measured signal, even in optically dense media [95-97]. 

During the coherence-gated DLS experiment the acquired signal is divided into 

blocks of typically 30-60 seconds for which the following parameters can be 

recorded [91]: 

• Characteristic decorrelation time τ of the scattering medium, which provides 

the information on the diffusing scattering centers; 

• Time-averaged total power 〈����〉 or m
(1), which is mainly due to the 

reference field and provides information on the Fresnel reflection; 

• Total scattered energy of the intensity fluctuation β, which provides 

information on the dynamical properties of the scattering centers; 

• DC value, which is the mean value of the signal and reflects the stationary 

component ER. 

Using these parameters, the statistical analysis described in section 3.1 can be 

performed using the acquired signal, from which the particle sizes and the 

system characteristics can be estimated. 

 



 

26 

 

 

Figure 2.4: Coherence-gated dynamic light scattering implemented in this platform. The fiber 

receives scattered light from a selected region limited in both size and depth while the dielectric 

interface provides the reference field necessary for the heterodyne amplification. The fluctuating 

intensity constitutes the analyzed signal. 
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3 POWER SPECTRA ANALYSIS 

 

 

3.1 Theoretical remarks 

The detected intensity signal can be described up to a constant factor as: 

���� = |
� + 
���|� = |
�|� + |
���|� + 2���
�∗ 
����  (3.1) 

Since the fluctuating component ES(t) has a zero mean value, the time-averaged 

signal intensity can be expressed as: 

〈����〉 = |
�|� + 〈|
���|�〉 =  〈����〉 + �����    (3.2) 

Because |
�| ≫ |�
���| (heterodyne configuration) the fluctuating part of the 

intensity becomes: 

����� ≅ 2���
�∗ �
����      (3.3) 

To perform the statistical analysis one needs the intensity autocorrelation 

function (ACF) ����� = 〈������� + ��〉 or, alternatively, its normalized value, 

which is expressed as: 

����� = �
� + ���� 

�!���"� �! ����#����     (3.4) 

One can then derive the procedure explained in ref. [85,91]. In eq. (3.4) IR and IS 

are the intensities of the reference and the scattered fields, N is the number of 

speckles, or coherent illumination locations, (N = 1 for SMF) and gE(τ) is the 

normalized ACF of the electric field, which is described by the expression derived 

in [85,91]. From this relation it is possible to notice that the best optical signal is 

obtained in the SMF configuration because an increase in the number of spots N 

reduces the magnitude of gI(τ). 

The DLS measurement allows to measure gE(τ), related to the decorrelation time 

τ, and then to obtain the ACF of the fluctuation intensity. For practical reasons it 

is better to analyze the power spectrum P(f) of the normalized ACF of the 

intensity, that can be simply obtained by Fourier transforming �����. Given the 

power spectrum density (PSD) of the signal it is immediately possible to extract 

the following parameters: 



 

28 

 

• Total scattered energy of the intensity fluctuation β: 

β = $ %�&�'&"(
)        (3.5) 

Notice that this parameter is equivalent to the area of the PSD; 

• Statistical moments of the i-th order m(i): 

*�+� =  $ %�&�&+'&"(
)       (3.6) 

Notice that m(1) corresponds to 〈����〉 and m(2) is strongly related to β. 

Then, since the single scattering is predominant, is possible to use standard 

micro rheology analysis. To do so, the first step is to decompose the normalized 

P(f) in a sum of discrete Lorentzian contributions: 

,�-,/�
0 =  �

1 ∑ 34�/� 54�/�⁄
-!"�� 54�/�⁄ �!

�+7�       (3.7) 

With ∑ 8+��� = 1�+7� . In eq. (3.7) ai(t) are the relative amplitudes and τi(t) are the 

relaxation times of the i-th Lorentzian [98,99]. Then, by multiplying the relative 

amplitude at a certain time t times the corresponding β value, it is possible to 

obtain the absolute amplitude A of the Lorentzian. At this point the scattering 

particle size distribution can be obtained by solving for the hydrodynamic 

diameter dh using the following relation, derived from the Stokes-Einstein 

relation [86]: 

&: = �
5 = ;!<=>

?1!@AB       (3.8) 

where fC is the corner frequency, kB = 1.38*10-23 J/K is the Boltzmann constant, T 

is the absolute temperature, ν is the viscosity of the suspending medium 

C = 4EF sin�J 2⁄ �/L) is the magnitude of the scattering vector, with refractive 

index n = 1.331, scattering angle θ = π (back-scattering configuration) and free 

space wavelength of the fiber is λ0 = 670 nm. 

Moreover, the spectral decomposition can be used to calculate the mean 

squared displacement (MSD) of the scattering particles [86]: 

〈∆N����〉 =  − ?
;! PF Q∑ 8+�RS T− �1/

54
U�+7� V    (3.9) 

where r is the displacement of the scattering centers. The MSD can be used to 

estimate the local viscoelastic properties of the suspending medium such as the 
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complex viscoelastic modulus G
*
(ω) [100,101], for which the following 

expression can be derived: 

|�∗�W�|  ≈  <=>
13〈∆Y!�� Z�⁄ 〉[��"\�Z��     (3.10) 

Here, a is the particle radius, Γ indicates the gamma function and α is the 

logarithmic slope of the MSD curve: 

]�W� =  ^_` 〈∆Y!�/�〉
^_` �/�        (3.11) 

calculated at t = 1/ω. From here the elastic component G’(ω) and the viscoelastic 

one G”(ω) of the viscoelastic modulus can be easily calculated as: 

�a�W� =  |�∗�W�|cos �E]�W� 2�⁄      (3.12) 

�aa�W� =  |�∗�W�|sen �E]�W� 2�⁄      (3.13) 

It is important to underline that the viscoelasticity calculated here is a local 

parameter so it must not be interpreted as a macroscopic rheological property 

because of the structural discontinuity around the scattering particles, which 

could also be hydrodynamically coupled with the surrounding medium [102,103]. 

The ratio of the viscoelastic components defines the frequency-dependent loss 

of tangent: 

e�W� =  fgg�Z�
fg�Z�          (3.14) 

whose frequency-averaged value: 

e̅ =  〈fgg�Z�
fg�Z� 〉Z        (3.15) 

can be followed over time to investigate the local material fluidity [100]: the 

greater its value, the softer the material is. 

 

3.2 Procedure 

The recorded signal is split and integrated every 30-60 seconds in order to study 

the power spectra and the parameters’ evolution. The PSD values of every signal 

block for frequency range 1 Hz-10 kHz, with a 1 Hz resolution, and the DC values 

are processed using Matlab software. 
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From raw PSDs data, the averaged background noise (if recorded) is subtracted. 

After this outlier are removed using the Hampel identification criterion, the same 

procedure is applied to the power spectra with contrast less than 2 decades. 

For every PSD the β parameter and the first and second moments m(1) and m(2) 

are calculated according to eq. (3.5) and (3.6) for the following frequency ranges: 

• 1 Hz-10 kHz (entire spectrum); 

• 1 Hz-1 kHz (low frequencies range); 

• 100 Hz-1 kHz (medium frequencies range); 

• 1-10 kHz (high frequencies range). 

After this, the normalized power spectra are fitted according to eq. (3.7) with 2-4 

Lorentzians (the number of Lorentzians is kept constant for the whole 

experiment). Using the fitting results the MSD, the viscoelastic modulus and its 

components, the loss of tangent and the hydrodynamic sizes are calculated 

according to eq. (3.8-3.14) in order to follow their evolution over time. 

In order to improve the estimations and better identify the trends, the presence 

of outliers in the relaxation times and in the relative amplitude of the series are 

identified based on the moving median criterion with a window of ten values. 

When an outlier is found, the corresponding PSD is substituted with the related 

moving median PSD calculated over a window of ten blocks and the fitting 

procedure is performed again. Finally, the frequency-averaged loss of tangent is 

calculated according to eq. (3.15). Data are also processed in order to eliminate 

noise generated by the perturbations due to the drug administration. Since the 

probe can reach a depth of 20-30 μm, the investigation volume will move across 

the cell and also include the surrounding medium. 
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4 POWER SPECTRA RESULTS 

 

 

4.1 Prostate cells 

In the experiment with prostate cells, three cell lines were monitored in order to 

investigate their properties. Details of the experimental procedure are explained 

in section 2.1.1 and images of the cells are shown in Figure 4.1. 

 

 

Figure 4.1: (A) RWPE prostate cells. (B) C4-2B cancer cells. (C) PC-3 cancer cells 

 

Based on the analysis over 20 samples, the time-averaged loss of tangent is 

obtained for every cell line and results are shown in Figure 4.2. The time-

averaged loss of tangent is a quantity related to the material’s local softness and 

in particular the high frequency range around 1 kHz gives information on the 

diffusion over short timescales [85]. Because of this, comparing its value in this 
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frequency range gives information on the relative elasticity between the 

different cell lines: the higher the loss of tangent, the softer the material. From 

Figure 4.2 it is therefore possible to conclude that normal cells are the stiffest 

while cancer cells are softer, with the C4-2B line (the less aggressive) softer than 

the PC-3 one (the most aggressive). In addition, the two cancer cells curves have 

similar shape with a plateau in the hundreds of Hertz region while normal cells 

do not have it. This is in agreement with results found in Ref. [74] using AFM 

technology, although differences in the viscoelastic moduli found with our 

photonic platform (table 4.1) are less important in magnitude than the 

differences in elastic moduli measured in the cited paper. This can be explained 

by the fact that this photonic platform sees only a local value and not a global 

one. In addition, similar changes in cells elasticity have been found in breast cell 

lines [104]. 

 

 

Figure 4.2: Time-averaged loss of tangent of the three cell lines. The line represents the mean 

value over the investigated positions while the shaded plot represents the standard deviation. 

 

A t-test on the results shown in Table 4.1 is performed to see if the differences 

found are statistically significant. The test done is a heteroscedastic two-tails test 

because there are two samples with different variances for every test (although 

for the couple RWPE/C4-2B variances are similar) and is performed using the 

Microsoft Excel software. 
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Table 4.1: Viscoelastic moduli at 1 kHz of the prostate cell lines with their standard deviations. 

Cell line Viscoelatic modulus [N/m
2
]

RWPE 130.27 ± 31.60

C4-2B 184.07 ± 30.07

PC-3 170.01 ± 57.11  

 

Table 4.2 shows results of the statistical analysis. As can be seen, RWPE cells 

(normal ones) are statistically different from both the cancer cell populations 

because the p-value is less than 0.05 in both cases, while the two cancerous cell 

lines do not show statistically significant differences (p > 0.05). The platform is 

therefore at least capable to distinguish between normal and cancerous cells by 

measuring  their elasticities. 

 

Table 4.2: p-values for all the cell pairs. 

Pair p-value

RWPE - C4-2B 2.64e-06

RWPE - PC-3 0.01

C4-2B - PC-3 0.34  

 

 

4.2 CHO cells monitoring 

In the CHO cells monitoring experiment flat, elongated, round, dividing cells and 

cells monolayers were monitored. In addition, data from the background were 

recorded to estimate the noise. A more detailed description is already provided 

in section 2.1.2 and images of the cells are shown in Figure 4.3. 

From the PSD analysis, the loss of tangent is obtained for every cell state and 

results are shown in Figure 4.4. From this figure, it is possible to see that the 

dividing cells are the softer ones, then flat and round cells have an intermediate 

and similar stiffness and elongated cells and the monolayer are stiffest. 
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Figure 4.3: (A) Flat CHO cell. (B) Elongated CHO cell. (C) Round CHO cell. (D) Dividing CHO cell. (E) 

CHO cells monolayer. (F) Background. 

 

Table 4.3 shows the viscoelastic moduli at 1 kHz with the corresponding standard 

deviations. Results are in agreement with the loss of tangent except for the 

round cells but this can be due to the high standard deviation, which means that 

there is a lot of variation in this cell state. 

 

 

Figure 4.4: Frequency-averaged loss of tangent for flat (blue), elongated (red), round (green), 

dividing (magenta) CHO cells and for the CHO cells monolayer (black). The solid line is the 

averaged value over the investigated positions and the shaded plots represent the standard 

deviations. 
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Table 4.3: Viscoelastic moduli at 1 kHz for the different cell states with their standard deviations 

Cell state Viscoelastic modulus [N/m
2
]

Flat 131.01 ± 42.68

Elongated 104.08 ± 24.26

Round 166.90 ± 101.54

Dividing 125.43 ± 59.44

Monolayer 97.57 ± 14.63  
 

The platform seems capable of determining differences between different cells 

states in the same cell line. This means that if the cell changes its state during the 

measurement we could in principle detect it. This is again possible because the 

cell shape strongly depends on the cytoskeleton’s organization, which 

determines also the cell’s elasticity. The platform could be therefore capable of 

seeing changes in cell structure if they happen during the measurement process. 

This means that if drugs acting on MTs modify the cell’s elasticity (and they are 

expected to do so because of MTs mechanical role) the platform could detect 

when this happens and so it can be used to estimate the drug’s efficacy. No t-test 

is performed because there are only few data for some cell types. 

 

4.3 CHO cells with Nocodazole 

4.1.1 Experiment 1 

In experiment 2 a single drop of Nocodazole diluted in DMEM was administrated 

after 30 minutes for a final concentration of 10 μM in the sample to result in MT 

disruption. The measurement was taken in the SMF configuration. A more 

detailed description is provided in section 2.1.3 and images taken during the 

experiment are shown in Figure 4.5. 
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Figure 4.5: (A) CHO cells during baseline measurements (first 30 minutes). (B): CHO cells after 

Nocodazole effect, picture taken 90 minutes after the drug administration. 

 

The beta plot for all frequencies and for the 1 Hz-1 kHz and 1-10 kHz bands are 

shown in Figure 4.6. From the beta plot it is possible to see that after about 50 

minutes from the beginning of the experiment, so 20 minutes after the drug 

administration, the overall scattering activity (all frequencies, Figure 4.6.A) 

increases.  The increase is due to the lower frequencies associated with larger 

structures in the cell, while the higher ones show a constant trend, as can be 

seen from Figures 4.6.B and 4.6.C. 
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Figure 4.6: (A) Beta plot, all frequencies. (B) Beta plot, low frequencies: 1 Hz-1 kHz. (C) Beta plot, 

high frequencies: 1-10 kHz. 

 

The power spectra were fitted using three Lorentzians and the associated 

amplitudes and hydrodynamic sizes are shown in Figure 4.7. The Figure shows a 

size distribution that does not change a lot during the experiment. The reason is 

that with the Lorentzians it is possible to see only three contributions while in 

cells there are a lot of compounds and organelles, so these can be thought of as 

divided in three classes that have an almost constant average size. In particular, 

it is possible to distinguish between micrometer-, hundreds of nanometers- and 

nanometer-scale components and it is important to underline that the DLS 

system implemented here can distinguish sizes differing from at least one 

decade. Regarding the amplitudes, while the smallest size contribution remains 
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almost constant the other two change during the experiment: the microscale 

component shows a slightly decreased activity over time and the second-largest 

component increases its activity after about 50 minutes from the beginning of 

the experiment, in correspondence to the beta increment. These can be 

interpreted as proofs of the MT disruption in smaller structures such as 

oligomers and tubulin dimers and the consequent cell death. In both graphs the 

lines represent the moving averages over 10 values. 

 

 

 

Figure 4.7: (A) Hydrodynamic sizes extracted from the fitting Lorentzians. (B) Absolute 

amplitudes of the Lorentzians. The amplitude colors refer to the size ones. 

 

The frequency-averaged and the time-averaged loss of tangent plots are shown 

in Figure 4.8. The frequency-averaged loss of tangent can be seen as a measure 
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of the local material softness and is evident that after about 50 minutes there is 

an increase of its value. This can be interpreted as a transition to a softer 

material and to a more diffusive-like activity. These facts are again consistent 

with the MTs disruption since MTs are responsible for the mechanical properties 

of the cell and due to their dimensions they can be an obstacle to free 3D 

diffusion. The time-averaged loss of tangent, as described above, is another 

quantity that shows local stiffness. The plot of Figure 4.8.B shows an increase of 

the loss of tangent at 1 kHz when passing from the baseline (min. 1-26), to the 

transition phase after the drug administration (min. 40-60) and finally to the end 

of the experiment, after the drug has taken an effect (min. 90-125). This can be 

again interpreted as a transition from a stiffer to a softer state, which is 

consistent with the MT disruption expected from this experiment. Again, in the 

graph of Figure 4.8.A the line represents the moving average over 10 values. The 

interpretations of this first experiment with Nocodazole are supported by the 

fact that MTs contribute to the generation of the cell’s nanoscale vibrations and 

Nocodazole treatment changes these vibrations characteristics [105] and also by 

the fact that cell softening was observed independently after treatment with 

Taxol [106]. 
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Figure 4.8: (A) Frequency-averaged loss of tangent. (B) Time-averaged loss of tangents during 

baseline measurements (blue line), after the drug administration (red) and during the last part of 

the experiment (yellow). 

 

4.1.2 Experiment 2 

In experiment 2 the high concentration regime, from 1 to 3 μM, was explored. 

Three drops were administrated and disruption of MTs was expected to happen. 

A more detailed description is provided in section 2.1.3. The fiber was in the SMF 

configuration and images before and after the treatment are shown in Figure 

4.9. From the cell images it is possible to see an overall transition from a flat 

state to a round one, which indicates that cells have been poisoned by 

Nocodazole because when a cell is healthy it sticks to the substrate and becomes 

flat (via adhesion and spreading processes) while if it is not in a suitable 

environment it assumes a more rounded shape. 

 

 

Figure 4.9: (A) CHO cells during baseline measurements (first 60 minutes). (B): CHO cells after 

Nocodazole effect, picture taken at the end of observation (240 minutes). 
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Figure 4.10 shows the beta plot for all, low and high frequency ranges, divided in 

the same way as before. It is possible to see in all plots a diminished beta value 

after the second drop, but this can be due to a change in the properties of the 

system since the fiber penetrates across the cell and feels also its surrounding. 

Moreover, in case of drug effects, this seems instantaneous, which is clearly 

impossible. Another possibility is that for the investigated cell the drug 

administrated before started acting while the second drop was administrated, 

meaning that the seen effect is due to the previous drop instead of the second 

one. Again, as in experiment 3, the variation is mainly due to a change in the low 

frequency range activity, but this time the behavior is opposite because there is a 

reduction in the system’s activity. This could be related to the different drug 

administration regime. Since Nocodazole effects are strongly concentration-

dependent, although a high regime is expected, maybe this particular cell is 

experiencing a low concentration regime. 
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Figure 4.10: (A) Beta plot, all frequencies. (B) Beta plot, low frequencies: 1-1000 Hz. (C) Beta plot, 

high frequencies: 1-10 kHz. 

 

Figure 4.11 shows the fitting results for the hydrodynamic sizes and the 

Lorentzians amplitudes. The fitting is done with three Lorentzians. The 

hydrodynamic sizes show the presence of a micrometer-, tens of nanometers- 

and a nanometer- scale components, whose sizes oscillate but do not show any 

important increment or decrement during the experiment. On the other hand, 

while the amplitudes of the smallest components remain almost constant, one of 

the biggest changes a lot during the experiment. The peak during baseline 

measurements can be due to cellular activity. Perhaps the cell is simply 

undergoing some changes in response to the environment or is passing through 

a different phase of the cell cycle. The most evident trend is the overall 
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diminished activity after the second drop, that is coupled with the presence of 

two peaks, smaller than the previous ones. This could be due to a change in the 

MT activity but for a more complete understanding it is better to look also at the 

loss of tangent. 

 

 

Figure 4.11: (A) Hydrodynamic sizes extracted from the fitting Lorentzians. (B) Absolute 

amplitudes of the Lorentzians. The amplitude colors refer to the size ones. 

 

The frequency-averaged loss of tangent is shown in Figure 4.12.A. It can be seen 

that its average value is not changing a lot although there are several oscillations, 

meaning that the local rigidity of the system is not changing significantly. The 

time averaged loss of tangent at 1 kHz also does not show a large variation but it 

is possible to see that after the first drop, the structure becomes stiffer than the 
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baseline while the administration of the other drops increases the softness. A 

possible interpretation could be that after 1 drop MTs dynamics is inhibited and 

the cytoskeleton becomes stiffer while after the other drops MTs start 

disrupting. However, since the structure is not softer than at the beginning, the 

process is not complete and the cell is still alive. Moreover, Nocodazole effect is 

reversible [66] so this fact could play a role in fractionated administration 

experiments. 

 

 
Figure 4.12: (A) Frequency-averaged loss of tangent. (B) Time-averaged loss of tangents during 

baseline measurements (blue line), after 1 drop (red), 2 drops (yellow) and 3 drops (violet). 
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4.1.3 Experiment 3 

In experiment 3 a single drop of Nocodazole, for a final concentration of 500 nM, 

was administrated after 5 minutes in order to perform a high concentration 

experiment in which full disruption of MTs is expected (see section 2.1.3 for 

more details). The measurement was performed using the MMF configuration 

although only one position was investigated for all the experiment and images of 

the cells are shown in Figure 4.13. In this case, cells undergo again a shape 

transition from flat to round so the environment is not good for them and they 

are unhealthy or probably dead. 

 

 

Figure 4.13: (A) CHO cells during baseline measurements (first 5 minutes). (B): CHO cells after 

Nocodazole effect, picture taken after 2 hours. 

 

The beta plots are shown in Figure 4.14. From them is possible to see that after 

about 40 minutes (corresponding to 35 minutes after the treatment) the beta 

value increases for all frequency ranges, meaning that there is more scattering 

activity and the system’s state is different. The increase in the activity is 

consistent with what was observed for experiment 1, so the effect on cells is 

similar, although now the transition is slower. In particular, in experiment 1 the 

transition happens in about 20 minutes (Figures 4.6-4.8), while now it happens in 

about 60 minutes. This can be due to the different drug concentration: before 

there was more drug so a faster effect is expected because the bigger number of 

interacting molecules.  

 

B A 
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Figure 4.14: (A) Beta plot, all frequencies. (B) Beta plot, low frequencies: 1-1000 Hz. (C) Beta plot, 

high frequencies: 1-10 kHz. 
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The fitting procedure is performed with 3 Lorentzian functions and the results 

are shown in Figure 4.15. The cellular components are divided in two classes, one 

of micrometer-hundreds of nanometers scale, the other of nanometers scale, 

and both as in the other experiment do not change significantly. Regarding the 

amplitudes, while the smallest component activity remains constant, the higher 

one increases after about 40 minutes and then stabilizes at an intermediate 

value: this explains the beta variation. This result, coupled with the loss of 

tangent (Figure 4.16), can be interpreted as a proof of MT disruption.  

 

 

Figure 4.15: (A) Hydrodynamic sizes extracted from the fitting Lorentzians. (B) Absolute 

amplitudes of the Lorentzians. The amplitude colors refer to the size ones. 
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The frequency-averaged loss of tangent, shown in Figure 4.16.A, exhibits a 

behavior that strongly reflects the beta and the absolute amplitude of the 

Lorentzian variations. The material becomes softer after the drug administration 

and this is consistent with the MTs disruption, although the stiffness increases 

somewhat after reaching the peak. The time-averaged loss of tangent (Figure 

4.16.B) confirms the anticipated changes in the material local properties because 

it shows a transition to a softer state after the drug administration and a final but 

low stiffening of the material.  

 

 

Figure 4.16: (A) Frequency-averaged loss of tangent. (B) Time-averaged loss of tangents during 

baseline measurements (blue line), after drug administration (red), after drug effect (yellow) and 

at the end of the experiment (violet). 
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5 CONCLUSIONS 

 

 

Based on the presented results it is possible to draw the following conclusions: 

• The platform detects statistically significant differences in normal and 

cancerous cell lines elasticities; 

• The platform also shows differences between different cell states in the same 

cell line, although this is less evident; 

• Both single administration experiments present an increased scattering 

activity originated by the bigger-size components and a transition from a 

stiffer to a softer state after the drug administration; 

• The multiple administration experiment shows a reduced scattering activity 

over time and, first stiffening followed by a progressive softening and an 

oscillating gamma parameter. 

The overall results are in agreement with the literature: as stated above, 

pronounced differences between prostate normal and cancer cell lines were 

already reported in Ref. [74]. These differences can be due to the morphological 

changes that happen when a healthy cell turns into a pathological one, 

evidenced by its shape and the surface brushes [107]. Moreover, because of the 

cytoskeleton’s role in determining the cell shape and because of its mechanical 

differences in the cell’s elasticities are expected to occur if different shapes are 

present, also in the same cell population. 

Regarding the cell elasticity after the drug administration, as stated previously a 

similar behavior was already found with Taxol: the transition to a softer state (in 

experiments 1 and 3) was seen for Ishikawa cells and for HeLa cells with a first 

stiffening followed by a softening (as in experiment 2), which was detected and 

reported in Ref. [106]. 

The photonic platform developed for this project is one of the possible ways to 

measure cells vibrations, dynamics and properties in a rapid and cost-efficient 
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manner. As alternatives to DLS, Atomic Force Microscopy (AFM) [75,106-109], 

nano-mechanical oscillators like cantilevers derived from AFM [110-112], 

resonant crystals [113] and other optical techniques [114,115] among others 

have been proposed for this purpose. These methods allow rapid testing, which 

is useful in investigating cellular properties and viability under different 

conditions, which include drug treatments. Their importance is expected to 

increase over the next several years. In particular, the photonic platform used in 

this project has the following advantages: 

• is cost-effective; 

• allows real-time monitoring for prolonged times (hours); 

• gives fast results with respect to standard methods for drugs susceptibility 

testing; 

• is non-invasive, so the prolonged measurement will not influence the cell 

state: this is a clear advantage with respect to AFM techniques that trigger 

cytoskeleton remodeling when applied for prolonged times [108]; 

• can be combined with microscope imaging: this is helpful for monitoring the 

change in elasticity, which reflects a change in the cell viability as 

demonstrated in ref. [112]. 

Because of these advantages this DLS platform is one of the most promising tools 

for the optimization of cancer chemotherapy, although more tests and probably 

some improvements are needed. In particular, new tests on Nocodazole could be 

useful to better see the dependence of cell state transition time on drug 

concentration, while tests on other drugs could be performed to understand if 

the platform works well also with them. Moreover, the coupling of the power 

spectrum results with more precise theoretical modeling would be useful to 

better understand the sub-cellular dynamics and the drug action and will be the 

topic of future research. 

In conclusion, in the modern world in which medicine is evolving from a more 

general approach to the disease to the development of more patient-specific 

therapies, the hope is that this photonic platform will be used in the future as a 
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precise tool enabling achievement of this goal. In particular this technology can 

be used to optimize cancer chemotherapy also at the patient-specific level by 

using biopsied tissues. In addition, drug testing and drug resistance experiments 

can be conducted not only on cancer, but possible involving bacteria, for which 

drug resistance is a well-known problem. Finally, coupling this technique with 

rational drug design could strongly reduce times and costs of drug discovery and 

development. 
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APPENDIX 1: TUBULIN POLYMERIZATION MODEL IN VITRO 

 

 

Experimental procedure 

As stated in section 1.4 MT polymerization is a complex phenomenon that 

involves several steps and is characterized by the so-called dynamic instability, 

for which the MT alternates periods of growing and shrinking in a stochastic 

manner. In addition, several factors influence the MT’s dynamics, which can be 

therefore regulated by the cell.  

Tubulin polymerization in vitro can be studied with different techniques, 

included DLS, so an experiment is performed in order to study this phenomenon. 

The workflow is the following: 

• 45 μM of Tubulin and 1 mM of Guanosine triphosphate (GTP) are put in 

suspension in a cuvette with BRB80 medium, initially in ice; 

• The cuvette is then put in a thermal chamber for a thermal stabilization 

period of 10 minutes at 2° C; 

• During this period a MMF like the one described in section 2.2 is put in the 

suspension; 

• After the thermal stabilization baseline measurements at 2° C are taken for 3 

minutes using DLS, which principles are explained in section 2.3; 

• Once passed 3 minutes the temperature is rapidly increased to 37° C by the 

temperature chamber and the polymerization process is measured for 2 

hours. 

The recorded quantities are the same described in section 2.3. In particular, to 

study the polymerization process one has to look at the β parameter, which is 

analogous to the turbidity usually used to measure this phenomenon [32,116]. 

The recorded beta is shown in Figure A1.1. 
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Figure A1.1: Beta value recorded during the experiment. 

 

Tubulin polymerization model 

The tubulin polymerization model developed for this study accounts for four 

chemical reactions: 

• MT growth: 

 ijk + jl�j%  <mno  ijk"�      (A1.1) 

• MT nucleation: 

 Fjl�j% <pno  ijk       (A1.2) 

• MT shortening: 

 ijk"� <qno  ijk + jl�r%       (A1.3) 

• Tu-GTP regeneration from Tu-GDP: 

 jl�r% <s→  jl�j%       (A1.4) 

Where MTn is the MT formed by n dimers, TuGTP and TuGDP are the tubulin 

bounded with GTP and GDP respectively and k+, kn, k- and kr are the reaction 

constants for the growing, nucleation, shortening and regeneration reactions 

respectively. According to this model the polymerization occurs in two steps: first 

there is a nucleation reaction in which a nucleus, assumed made by only one 

dimer for simplicity, is formed. Then dimers attach to this nucleus to make the 

MT growth. When the transition to a shortening phase occurs, the MT loses 
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dimers according to reaction (A1.3) and releases them as tubulin-GDP 

complexes. Reaction (A1.4) allows regeneration of GTP from GTP to ensure that 

dimers, once released, can polymerize again. 

Since the fitted data come only from the beta plot, which represents the 

assembled tubulin, fitting for all the rate constants with one model is not 

possible because of the lack of information. To overcome this problem a “divide 

and conquer” approach, in which different models are developed in order to 

estimate one constant at the time, is used. This procedure reflects the strategy 

used in [117]. 

Firstly only the MT growth is taken into account: this means that assuming all 

free initial tubulin bound to GTP the only reactions that are considered are (A1.1) 

and (A1.2). The value of the association rate k+ is set equal to 4.5 μM-1s-1 from 

literature [116], so the only unknown is the nucleation constant kn. The fitting 

model is the one developed in [118], for which, assuming that only one dimer is 

required for nucleation, we have: 

u��� =  u)vuwxℎvz{k{" u) 2⁄ �||}�
     (A1.5) 

Where c(t) is the monomer concentration as a function of time and c0 its initial 

value. Eq. (A1.5) leads to: 

0
0~ = 1 − vuwxℎvz{k{" u) 2⁄ �||}�

    (A1.6) 

From eq. (A1.6) is clear that the fitting is done with non-dimensional beta: that is 

because the proportionality constant between the beta parameter and the 

assembled tubulin is unknown so values are normalized with respect to the last 

recorded one (β∞). Moreover the fitting is not done on the whole beta plot but 

the following modifications are applied: 

• To remove the free tubulin signal from beta, which is noise, the average of 

the first 5 minutes is subtracted from data: during this time there are the 

thermal baseline and jump so no polymerization occurs; 

• The fitting is done only from minute 5 (after thermal stabilization) to 15 

(about 60% of the growth): in this way thermal effects are removed and the 
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only growth assumption becomes a good approximation because at the 

beginning of the growth depolymerisation is less frequent. 

The fitting, which result is shown in Figure 7, leads to kn = 2.3*10-8 s-1. 

 

 

Figure A1.2: Normalized beta, fitted according to eq. (A1.6). 

 

Now the complete model can be fitted to the whole beta data. For the fitting 

procedure the value of the depolymerisation constant k- is set equal to 24 s-1 

from literature [116] so the only remained constant to be estimated is the 

regeneration constant kr. Assuming first order dependence of reaction from each 

reactant reactions from (A1.1) to (A1.4) correspond to the following system of 

differential equations: 

�� =  {kj/        (A1.7) 

j3� =  {"�j/ − {}� + {kj/      (A1.8) 

j@� =  {}� − {Yj@       (A1.9) 

j/� =  −{"�j/ − {kj/ + {Yj@     (A1.10) 

Where N, Tt, Ta, Td are the molar concentrations of the number of MTs, the 

TuGTP complex, the assembled tubulin and the TuGDP complex, respectively, 

and �� , j/� , j3� , j@�  are the corresponding variations over time. To fit the data all 

the previous considerations on the beta values are still valid, except for the fact 
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that now the fitting is made starting from the 5th minute to the end. The fitting 

leads to kr = 0.0034 s-1 and its result is shown in Figure A1.3. 

 

 

Figure A1.3: Normalized beta fitted according to the system of eqs. (A1.7)-(A1.10). 

 

Conclusions 

This model is a good starting point to study tubulin polymerization in vitro and 

the effect of external environment or stimuli. In particular it was developed to 

study the effects of electromagnetic radiation, which will be the topic of a future 

work. 

On the other hand, because of the strong differences in environmental 

conditions and the regulation of MTs dynamics by the cell, its direct application 

to the polymerization inside the cell is not giving satisfying results, although 

maybe more complex models based on this one could be developed in the 

future.
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APPENDIX 2: ORDERED WATER SYSTEM AROUND 

MICROTUBULES 

 

 

Introduction 

Recently, the behavior of water at the interface with surfaces has gained a lot of 

attention [119]. In particular the existence of structural differences between bulk 

water and water at an interface with hydrophilic surfaces has been proposed by 

several research groups [120]. Pollack et al. experimentally demonstrated the 

presence of a water region near a Nafion surface from which microspheres in 

colloidal suspension are excluded, which was made clear by observations under 

the microscope [121]. This interface has been termed the exclusion zone (EZ). 

The EZ water has been shown to extend for as far as hundreds of microns and it 

has different physical properties with respect to bulk water. In particular, it 

exhibits a higher refractive index and viscosity and it absorbs electromagnetic 

energy with a peak at 270 nm [122]. In addition, experiments showed that EZ 

water is negatively charged, exhibiting a local electrostatic potential of about -

200 mV. While it also excludes protons, positive ions can significantly reduce its 

extension [123,124]. Finally, it has been demonstrated that electromagnetic 

radiation affects the size of the EZ: in particular, IR light is the most effective in 

expanding it [125,126]. Various explanations have been proposed to provide a 

physical mechanism for this phenomenon [120] including the hypothesis put 

forward by Pollack based on the existence of a fourth phase of water, with 

properties interpolating between those of ice and liquid water [122]. Nafion is 

negatively charged and the most effective way to see the EZ extending from its 

surface is to use negatively charged suspended particles. Other hydrophilic 

surfaces were tried as well and also neutral and positive particles were placed in 

colloidal suspensions, but these results were less pronounced [123], supporting 
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the fundamental role of electric interactions, in particular those between 

negative charges in solution.  

If Pollack’s hypothesis is correct, it could have major consequences for biological 

systems, many of which have hydrophilic surface and virtually all involve 

interactions with water molecules [122]. Among subcellular structures MTs 

represent excellent candidates for demonstrating effects of EZ water due to the 

fact that they form large negatively charged surfaces from which smaller 

molecules, such as other proteins and ions in the cytoplasm, are excluded. In 

particular, tubulin dimers are highly charged compared to other proteins, with a 

bare electric charge of about -52e, based on the 3RYF structure in the Protein 

Data Bank (PDB), valid at physiological pH [49]. About half of this charge is 

located on C-termini of both tubulin monomers.  

If an EZ water layer forms around MTs in a similar way to that for Nafion, this 

would mean that chemical reactions and interactions with other components of 

the cytoplasm would be influenced by it because of the effects on electrical 

repulsion and this could also help explain part of the environmental effects on 

cellular behavior since, as mentioned above, ionic concentrations influence the 

EZ size. This could be the case, for example, of cancer cells because the tumor 

microenvironment is very different from the physiological one, as explained in 

section 1.3, and the environmental differences are also involved in the 

determination of the EZ size [127]. The so-called Warburg effect, which is 

prominently demonstrated in cancer cells, represents a switch in the major 

energy production from aerobic respiration to glycolysis even if in the absence of 

hypoxic conditions [16], has been suggested to be influenced by ordered water 

[128] and experimental results suggest that ordered water layers extension 

around mitochondria can be modulated by light and has implications in ATP 

synthesis [129–132]. Moreover, long-range static electric fields on the order of 

microns were measured from mitochondrial surfaces [133], suggesting that 

membranes or other highly charged structures can generate long-range 

interactions which could be involved in biomolecular recognition [134]. In 
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addition, other cytoplasmic ions, e.g. K+ and Mg2+, influence MT polymerization 

[41-43] and since they also influence the EZ’s size, their influence on repulsion 

forces could be linked to the reaction rates. Finally, it has been shown that tubes 

made from hydrophilic materials, when immersed in water, generate a flow 

through themselves [122]. Hence, since some biomolecules such as proteins can 

access the MT lumen [135,136] their motion inside it could be influenced by the 

EZ water. 

The aim of this appendix is therefore to provide an estimation for the EZ water 

formed around MTs in order to study the repulsion of tubulin dimers from MTs, 

using an approach based on the linearized Poisson-Boltzmann (LPB) equation. 

Moreover, since tubulin can assemble into different structures including flat 

sheets and macrotubes [137], the tubulin-tubulin and the tubulin-sheet 

interactions are also modelled. These results could finally help better 

understanding the environmental effects on protein interactions. 

 

Theoretical approach 

A good model for the evolution of the EZ was recently proposed in ref. [127]. The 

approach is based on the 1-D Langevin equation: 

*R���� = ��R� − �R� ��� + &���      (A2.1) 

where the following symbols have been used: 

• F(x) represents the electric force felt by the molecule at a distance x to the 

surface; 

• ξ = 6πηa is the friction coefficient according to the Stokes approximation 

where η is the medium’s viscosity and a is the particle radius; 

• f(t) is a stochastic force of zero mean value. 

To fit the EZ evolution to the time-dependent data, the force was assumed to be 

in the following form [127]: 

����
� = ��}��        (A2.2) 
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While the authors have not elaborated on the origin of this force, they stated 

that it is related to an electric field experienced by the molecule and the values 

for K and κ were obtained by fitting the data according to the analytical solution 

of equation (A2.1) [127]. 

The force is very similar to the one obtained from the Poisson-Boltzmann (PB) 

equation because of the following properties: (a) it leads to an exponential decay 

over time [127], and (b) it generates ionic screening effects [123,127]. Moreover, 

the force field within the EZ was experimentally measured, revealing a 

decreasing value of the force as a function of distance [138]. The main difference 

is the length scale involved: the PB effect is expected to die down over a few 

microns while the EZ extent can reach hundreds of microns or even millimetres. 

Since the ordered water layers extension in cell seem to be in the nanometer 

scale [128,129] the PB effect could be a starting point to model the EZ 

phenomenon in biological environments and it was also used for the Nafion case 

[139]. We start these considerations, given the linearized PB (LPB) equation 

derived in [54] for the voltage V: 

� ∙ ��Y��� =  ������
��

��
<=>       (A2.3) 

in which ε0 and εr are the vacuum and relative permittivity, respectively, e is the 

elementary charge, NA is the Avogadro number, cs is the solution’s ionic 

concentration, kB is the Boltzmann constant and T is the absolute temperature. 

Since eq. (A2.3) has an analytical solution for particular geometries, the MT-

tubulin, tubulin-tubulin and tubulin-sheet interactions are studied for two vastly 

different KCl concentrations (10 and 160 mM) in cytoplasm (η = 3*10-3 Pa*s, εr = 

78.3) at T = 20°C, according to the following workflow: 

• Find an analytical solution of the LPB (eq. (A2.3)) to obtain the electric field 

E(x) around the repelling surface; 

• Obtain an estimate of the force F(x) acting on the tubulin dimer according to 

the formula: 

��R� =  ��--
�R�       (A2.4) 
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where Qeff is the effective charge of the tubulin dimer at a given ionic 

concentration, according to [54]; 

• Find a numerical solution of the equation: 

*R���� = ��R� − �R� ���      (A2.5) 

and an estimation of the EZ. Eq. (A2.5) describes the motion of a single 

tubulin probe repelled from a surface and is supposed to provide the 

estimation of the EZ evolution over time, in a similar way as in [127]; 

• Generate an estimate of the involved energy as a function of the distance by 

multiplying the voltage with the tubulin effective charge and calculating the 

difference with respect to the starting position. 

 

Microtubules - tubulin interaction 

Considering the MT as an infinite cylinder eq. (A2.3) for the voltage around the 

MT expressed in cylindrical coordinates becomes [54]: 

�
Y

@
@Y TN�Y @�

@YU =  ������
��

��
<=>        (A2.6) 

Applying the same boundary conditions as in ref. [54], leads to the following 

solution for the voltage around the MT: 

��N� =  ���
���s

�
�"@

���Y ���⁄
�����"@� ���⁄       (A2.7) 

which subsequently leads to the electric field distribution as a function of radius: 


�N� =  �
���s

�
�"@

���Y ��⁄ �
�����"@� ��⁄ �      (A2.8) 

In equations (A2.7) and (A2.8) R is the MT’s external radius (12.5 nm), d is the 

thickness of the Stern layer (0.33 nm, equal to the K+ ion radius, used as 

correction factor for ionic size [54]), K0 and K1 are the modified Bessel functions 

of the second kind of zeroth and first order, respectively, σ is the surface charge 

density and λD the Debye length, calculated as: 

L� =  �
� =  ����s<=>

������!        (A2.9) 



 

62 

 

To use cylindrical geometry and take into account the charge of the external 

surface and the charge of the C-termini, which protrude from the MT, two 

estimations for the surface charge can be made as follows: 

� =  ���/  ¡¢£
 £¡£ +  �:> � ¤¥

 £¡£ = −0.102 :
¨!    (A2.10) 

� =  ©¡¢£"�©¤¥
 ¡¢£ =  −0.156 :

¨!     (A2.11) 

In formula (A2.10) an estimate is made recalling that A = Q/σ and assuming a 

charge of -25e for the outer surface and -11e for each C-terminus [54]. The 

tubulin dimer is modelled as a sphere of radius a = 2.71 nm equivalent to an 

ellipsoid of semi axis 2x2.5x4 nm. Eq. (A2.5) is numerically solved assuming as 

initial conditions r(0) = d or r(0) = a and r��0� = 0 for both σ and for concentrations 

of 10 and 160 mM. Having estimated the EZ, the corresponding electrostatic 

energy variation is: 

¬�N� =  ��-- ���
���s

�
�"@

���Y ���⁄
�����"@� ���⁄      (A2.12) 

where Qeff is the effective charge of the tubulin dimer in the solution, estimated 

from [54] equal to -17e for 10 mM concentration and -29e for 160 mM one. The 

energy variation at a distance r is calculated by subtracting the value of the 

energy at the starting point, from the energy value at r, both calculated with eq. 

(A2.12). Results for the surface charge estimated according to eq. (A2.10) are 

shown in Figures A2.1-A2.4, while calculations made using the surface charge 

estimated according to (A2.11) are shown in Figures A2.5-A2.8. 

 

 

Figure A2.1: (A) EZ from MT at 10 mM. (B) Electrostatic potential energy variation. r(0) = d. 

A B 
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Figure A2.2: (A) EZ from MT at 10 mM. (B) Electrostatic potential energy variation. r(0) = a. 

 

Figures A2.1 and A2.2, in which the ion concentration is assumed 10 mM, 

illustrate that in both cases the EZ size is about 25 nm and the timescale involved 

is on the order of μs, so the process is faster than the one with Nafion. The 

energy variation is much lower if the considered starting point is the particle 

radius: that is due to the fact that the Debye length at this concentration is about 

3 nm, so the energy decay in the first nm away from the MT surface is important. 

According to Figure 3, the energy involved in the process is about -100 kBT, which 

is a value comparable to the estimations of the free energy change involved in 

transferring a dimer from the MT lattice to the surrounding medium [140,141]. 

 

 

Figure A2.3: (A) EZ from MT at 160 mM. (B) Electrostatic potential energy variation. r(0) = d. 
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Figure A2.4: (A) EZ from MT at 160 mM. (B) Electrostatic potential energy variation. r(0) = a. 

 

Figures A2.3 and A2.4 show the simulation results for [KCl] = 160 mM. The 

timescale is the same but this time the EZ is lower and this is due to the fact that 

at higher ions concentrations the screening is stronger and the EZ is reduced. 

This reflects also on the energy estimations: now the Debye length is about 7.5 

angstroms so the potential decays faster and the energy estimated is very low if 

r(0) is assumed equal to the tubulin radius, while values found for r(0) = d are 

important. 

 

 

Figure A2.5: (A) EZ from MT at 10 mM. (B) Electrostatic potential energy variation. r(0) = d. 
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Figure A2.6: (A) EZ from MT at 10 mM. (B) Electrostatic potential energy variation. r(0) = a. 

 

 

Figure A2.7: (A) EZ from MT at 160 mM. (B) Electrostatic potential energy variation. r(0) = d. 

 

 

Figure A2.8: (A) EZ from MT at 160 mM. (B) Electrostatic potential energy variation. r(0) = a. 

 

Results for the surface charge density estimated according to eq. (A2.11) are 

shown in Figures A2.5-A2.8. It can be seen that the EZ estimated with this σ are 

somewhat higher than the ones obtained using the estimation of eq. (A2.10). The 

A B 

A B 

A B 
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major difference is instead in the energies involved: since U(r) is proportional to 

the surface charge density an estimation, which provides a value 1.5 times 

greater will be reflected in an analogous result for the energy variation. 

 

Tubulin - tubulin interaction 

To study the interaction between two tubulin dimers is convenient to model 

them again as spheres of radii 2.71 nm in order to apply a spherical symmetry 

approximation. The LPB equation expressing the voltage around the tubulin 

dimer in spherical coordinates becomes: 

�
Y!

@
@Y T�YN� @�

@YU =  ��!����
��<=> �      (A2.13) 

By applying Gauss’ law at the Stern layer (r = R+d) we find: 

− @�
@Y =  �

���s
�!

��"@�!       (A2.14) 

As a second boundary condition we suppose the electric field to be null at 

infinity. These two conditions lead to the following analytical solution: 

��N� =  �
���s

�!
��"@�! N}� �⁄ �� !⁄ �Y ���⁄

��"@�      (A2.15) 

which leads to the electric field’s radial distribution given by: 


�N� =  �
���s

�!
��"@�!

�Y�
��"@�      (A2.16) 

where the function g(z) is defined as: 

��®� =  ¯°q±/!
� ��/��® L�⁄ � + Yq�/!

�� Q�²/��®/L�� − ��
�° ��/��® L�⁄ �V³ (A2.17) 

In Formulas (A2.15)-(A2.18) R is the tubulin radius, Ki are the modified Bessel 

functions of the i-th order and the surface charge is calculated as: 

� =  ©´µs¶
·1�! =  −0.090 :

¨!      (A2.18) 

where the bare charge of the tubulin dimer is assumed as Qbare = -52e. Now the 

potential energy is: 

¬�N� =  ��-- �
���s

�!
��"@�! N}� �⁄ �� !⁄ �Y ���⁄

��"@�     (A2.19) 

Here, both Qeff and the energy variation are estimated as before. Simulations are 

performed with the same initial conditions as before and the results of our 
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simulations are shown in Figures A2.9-A2.12. Figures A2.9 and A2.10 refer to an 

ionic concentration of 10 mM. In both the EZ size extends almost to 20 nm over 

10 μs, so with respect to the MT-tubulin interaction at the same ionic 

concentration the repulsion is lower and that is valid also for the energies 

involved. 

 

 

Figure A2.9: (A) EZ between tubulin dimers at 10 mM. (B) Electrostatic potential energy variation. 

r(0) = d. 

 

 

Figure A2.10: (A) EZ between tubulin dimers at 10 mM. (B) Electrostatic potential energy 

variation. r(0) = a. 

 

Figures A2.11 and A2.12 show the results for an ionic concentration of 160 mM. 

Again, the electrostatic repulsion leads to a lower EZ with respect to the one 

estimated for the MT-tubulin interaction. Moreover, as before the difference in 

the Debye length of the solutions is reflected in the energy variations, such that 

A B 

A B 
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the assumption of r(0) = a leads to a very low energy release with respect to the 

other values. 

 

 

Figure A2.11: (A) EZ between tubulin dimers at 160 mM. (B) Electrostatic potential energy 

variation. r(0) = d. 

 

 

Figure A2.12: (A) EZ between tubulin dimers at 160 mM. (B) Electrostatic potential energy 

variation. r(0) = a. 

 

Tubulin sheet - tubulin interaction 

In this case the LPB equation is used to express the voltage generated by the 

planar tubulin sheet in Cartesian coordinates. Considering the sheet as an infinite 

plane allows to have a 1-D equation for the potential: 

�Y @!�
@�! =  ������

���s
��

<=>       (A2.20) 
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By applying Gauss’ law at x = d and assuming the electric field to be null for x 

going to infinity as boundary conditions, the analytical solution of eq. (A2.20) is 

found as: 

��R� =  ���
����s �}��}@� ��⁄       (A2.21) 

which leads to the electric field distribution as a function of distance given by: 


�R� =  �
����s �}��}@� ��⁄       (A2.22) 

In this case the surface charge density is σ = -0.090 C/m2, calculated in the same 

way as in the tubulin-tubulin interaction. Finally, the electrostatic energy 

becomes: 

¬�N� =  C�-- ���
����s �}��}@� ��⁄      (A2.23) 

where the effective charge of the tubulin dimer is estimated as before. The same 

procedure as in the previous cases is followed to calculate the energy variation 

and the same initial conditions as in the previous cases are applied. Results for 

[KCl] = 10 mM are shown in Figures A2.13 and A2.14. In this case, the EZ size is 

close to the one obtained in the MT-tubulin interaction, while the energies 

involved are about one half of those in that case. The majority of the process 

takes place again in the first microseconds and the Debye length makes the 

energy variation important in both cases. 

 

 

Figure A2.13: (A) EZ from tubulin sheet at 10 mM. (B) Electrostatic potential energy variation. 

x(0) = d. 
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Figure A2.14: (A) EZ from tubulin sheet at 10 mM. (B) Electrostatic potential energy variation. 

x(0) = a. 

 

Figures A2.15 and A2.16 show results for [KCl] = 160 mM. Again, the EZ extension 

is similar to the one obtained for the MT-tubulin interaction and the timescale 

are the same. As in all other cases, the decreased Debye length due to the 

increased ionic screening leads to a very low energy variation for the case in 

which the starting position is assumed equal to the tubulin radius.  

 

 

Figure A2.15: (A) EZ from tubulin sheet at 160 mM. (B) Electrostatic potential energy variation. 

x(0) = d. 
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Figure A2.16: (A) EZ from tubulin sheet at 160 mM. (B) Electrostatic potential energy variation. 

x(0) = a. 

 

Conclusions 

Based on the results of the simulations reported in this appendix, it is possible to 

state the following predictions regarding the effects of EZ water on microtubules 

in ionic solutions: 

• The ionic screening effect means that at a lower KCl concentration the 

counterion screening is reduced so the voltage is higher. This leads to a 

stronger force felt by the particle and thus to a larger EZ, which is consistent 

with experimental results reported for Nafion [123,127]. 

• The evolution of  EZ around MTs is very fast at the beginning of the process (a 

couple of μs) and then it slows down significantly, meaning that the process 

has a timescale on the order of tens of microseconds. 

• The energy released by the system varies from several kBT to hundreds of kBT 

depending on the simulation conditions. In particular most of the energy is 

released in the first three nanometers and this is due to the fact that the 

Debye length, which is the decay constant associated to the PB potential, is 

of the order of one nanometer. 

The simulations reported here were made using the LPB equation, which is a 

good approximation for higher concentrations but leads to an overestimation of 

the voltage for lower ones. 

A B 
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A possible explanation of the EZ extension, i.e. that EZ with Nafion is greater than 

expected from the PB equation, could be related to the fact that EZ water also 

excludes protons, leading to the formation of a PZ zone afterwards [126]. This 

could also happen to all the other positive ions in the solution, leading to a zone 

in which ion concentrations are very low. This fact would imply a higher local 

Debye length and as a consequence a reduced screening effect and a longer 

range of interaction. Probably this exclusion of the positive ions is not as efficient 

as the exclusion of negative particles and so some positive ions penetrate into 

the EZ, which would explain why the addition of positive ions reduces the EZ and 

why the potential in the EZ is more screened when positive ions are added to the 

solution [123]. In addition to this, since the EZ has a higher refractive index than 

water [122], it also has an higher relative dielectric constant and thus a larger 

Debye length (although this effect on the Debye length is very small). 

Another characteristic of the EZ is that radiant energy, especially due to IR 

radiation, enhances EZ extension [125,126]. This could be explained by the fact 

that the radiation provides energy for the charge separation, reducing the local 

concentration even more. In addition, from recently reported aquaphotomics 

experiments it is possible to conclude that radiation changes the molecular 

network of water [142]. Aquaphotomics is a new discipline in which light with 

different frequencies is used to investigate the structure of water [143,144] and 

thus infer the system’s intrinsic properties. This discipline could be of interest to 

test hypotheses regarding the EZ formation not only in the case of Nafion but 

also for other compounds, including biological polymers like MTs. These results 

coupled with experiments could help explaining environmental influence on MTs 

polymerization. In particular the role of ions, that as said before influence the 

process a lot [41-43]: part of their effect can be due to the charge screening 

showed here. In addition electromagnetic radiation can generate collective 

excitations and long-range interactions not only in MTs but also in other 

biological molecules [145-147] and can act on MTs polymerization [148]: these 

effects could be related to the modifications of the surrounding water observed 
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by Pollack. Electromagnetic radiation seems also to influence drug absorption by 

the cell by its action on interfacial water layers [149] so this appendix can provide 

a first insight on the role of light in chemotherapy. Finally, also heavy water (D2O) 

has effects on MTs polymerization [44,45,150] so if its properties influence the 

water ordering repulsions could change. 

Finally, if such a depletion zone origins, a change in the refractive index around 

the MT is expected (this happens with Nafion [122]). The way in which the 

refractive index changes would help explaining the MT behaviour as an antenna. 

From recent results on local pH changes around MTs (unpublished data) we 

expect a gradual change of the refractive index which would imply the MT acting 

as a graded-index fiber for which the pH and the ionic concentration dependence 

are significant. Further investigations on the role of water in biological 

compound are therefore of great interest to understand how biological systems 

work because the water abundance in biological organisms makes it a 

fundamental element in life and its role is not yet fully understood. 
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