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Summary

Ensuring the safe consumption of suitable food products is a top priority for food
companies, both to obtain the necessary certificates to enter the market, and
to avoid the negative consequences that the company could incur if a product
contaminated by foreign bodies fails to be eliminated before it reaches the consumer,
such as having to take a lawsuit, as well as losing general trust on the part of its
customers. Even more serious could be the consequences for those who consume
such products, from mild illness to death; therefore there are several standard
prevention systems that identify and eliminate contaminated products such as
x-rays or infrared systems. Such systems are not reliable enough as they cannot
detect low density materials, have low depth of penetration and x-rays can be
harmful to operators. An emerging technique in the food world is Microwave
Imaging Technology, which allows to overcome these problems and can detect low
density materials.

In this thesis, a Machine Learning algorithm is designed and implemented on a
Microwave Sensing system that is able to detect foreign bodies in jars of cocoa-
hazelnut spreadable cream during their passage on a conveyor belt at a speed of
30 and 50 cm s− 1. The system consists of a convey belt on which 6 antennas are
positioned to acquire the signals when a jar passes under them, a network vector
analyzer that acquires the signal from the antennas and processes it directly or
transmits it to a microcontroller which processes it and will enable the removal of
that jar if contaminant is detected. The binary classifier based on the Multilayer
Perceptron family has been trained with seven different datasets. A dataset acquired
in a laboratory environment to find the hyperparameters that gave the best results,
four other datasets subsequently acquired by the system installed in the company,
two of which with safflower oil and two with spreadable hazelnut cream, each one
of them at two different speeds, 30 cm s−1 and 50 cm s−1. Finally, the last two
datasets are created by joining the datasets at two different speeds of the same
material; the latter were created to verify the possibility of implementing a single
algorithm that detects contamines regardless of the speed of the conveyor belt.
The results obtained were very promising, using the best network found, with the
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first dataset an accuracy of 99.76% was achieved while using the dataset of the
two-speed spreadable hazelnut cream we reached 99.91%. The network was loaded
by converting it into High Level Syntesis C code and synthesized for two different
systems in order to study the inference that gave the best results:

• on the network analyzer computer whose output commands a microcontroller
that signals the presence of contaminants.

• on a microcontroller that receives data from the network analyzer.

The best inference processing times were found in the case of the microcontroller,
reaching an average of 3.7ms per acquisition as opposed to the 10ms of the network
analyzer. Despite this, the performance bottleneck is in the communication of the
data received by the Network Vector Analyzer, using a UART communication at
115200 bit/s and having 660 data in floating point per acquisition to be transmitted,
the minimum transmission time will be 183ms.

Potential future improvements will be an expansion of the datasets with differ-
ent materials and different contaminants, in order to have a greater number of
contaminants that can be detected on different products. In order to reduce the
communication times, a data acquisition system could be used that is able to
manage SPI or I2C protocols which would reduce the communication times to the
same order of magnitude as those of inference. In addition, the system could be
made cheaper by replacing the Network Vector Analyzer and assigning the data
acquisition task to the microcontroller so as to definitively eliminate communication
times.
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Chapter 1

Introduction

1.1 Food Contamination
In the food industry the problem of food contamination is fundamental, because
a contaminated product could reach the customer who would suffer damage,
whether physical or health, would have negative economic repercussions, such as
the withdrawal of the entire batch of products.
This would compromise the credibility and reliability of the company. Furthermore,
respecting high food safety standards would be beneficial for a company as: it would
respect the criteria and obtain the necessary certifications to enter the market,
it would avoid legal fees as a result of damage to customers, it would keep its
reputation at high levels, it would increase sales and exports.

There are four different types of contamination [1]:

• Chemical: Occurs when the product comes into contact with any type of
chemical substance, such as residual cleaning products on surfaces or pesticides
when applied close to the product.

• Microbial: It happens when the product is contaminated by bacteria, molds,
viruses, fungi, following an insufficient heat treatment, an incorrect slaughtering
process, cross-contamination due to proximity to other food.

• Allergenic: It happens when the product comes into contact with another
product that causes allergic effects

• Physical: It happens when the product is contaminated by a foreign object

Foreign objects can be of various types:glass, fragments, bone, plastics, ceramic,
wood, metals, paper, organic origins and others.
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Introduction

Their origin is divided into two categories [2]:

• extrinsic when their origin is external, such as a fragment of packaging or
shavings of machinery in the assembly line.

• intrinsic when their origin is internal, for example the failure to remove bone
fragments in a piece of meat.

Physical contamination could be the cause of the other three types of contamination,
and therefore lead to a worsening of the contamination, for this reason there are
systems created specifically to detect foreign objects.

The control and prevention of contaminants can be carried out in four different
technological system:

1. Off-line by taking a sample that is taken to a laboratory where tests and
analyzes are performed. This type of operation is time consuming, a contami-
nation report could arrive once the production is finished with a consequent
economic loss for the company.

2. At-line as for off-line, the sample is taken from the production line, but the
analyzes are carried out near it.

Both of these methods can be destructive for the product and disadvantageous
[3] as they involve the presence of personnel who could introduce contamination
risks in the various steps.

3. On-line uses a sub-line that takes samples from the main line and analyzes
them without altering the speed of the stream. The analyzes of these three
methods being of a sub-group of the total products may not be representative
or some contaminated products are missing.

4. In-line analyzes each product in real time without altering the speed of the
line
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Introduction

Figure 1.1: Summary of the functioning of technological system prevention

In the field of food products the techniques used are online and in-line, since the
technique used in this thesis is competing in these categories, some of the most
used are now exposed:

• Visual inspection: Operators eliminate products on the line that do not meet
standard criteria. The selection criteria are chosen according to the client’s
needs and in order to comply with the regulations. Although it is a very
simple method to make it is prone to be inaccurate.

• Mechanical filters: Mechanical filters which, depending on the shape of the
product, eliminate any non-conforming element. Fundamental for the proper
functioning of some types of machinery, economic, but its maintenance stops
the production line.

• Magnets: They are effective for removing ferromagnetic materials, but contam-
inants must be removed from the magnet and therefore requires maintenance.

• Metal detectors: like the category of magnets, they detect ferromagnetic
materials, but without eliminating the contaminant which is instead removed
by a third-party machine activated by the metal detector signal.

• Near Infrared Imaging: Uses the response of different materials to infrared
waves (800-2500) nm, the wave absorption variation is acquired by a sensor
which is subsequently processed by an algorithm which creates an image of
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it. It has a low level of penetration and does not allow the study of fresh
products because its wavelength has a great absorption from water.

• X-rays Imaging: It uses a high intensity ray with a wavelength in the order of
nanometers, materials with a large density absorb the rays, all the remaining
rays are acquired by a sensor that creates an image. Therefore, the higher the
density of the contaminant, the greater the contrast in the image. Ionizing
rays are dangerous for operators, and the properties of the product may vary.
Not all types of low density plastics and contaminants are detectable.

• Terahertz imaging [4]: As for the previous two methods, but with a beam
with a wavelength of terahertz (0.1-10) THz. Its rays are not ionizing, but it
has a high processing time of the acquired signal and a low penetration and
high attenuation to water.

• Ultrasound imaging: The probe that emits sound pulses (1-30) MHz is placed
in contact with the product, the signal is reflected and refracted according to
the acoustic impedance of the contaminant depending on the type of material.
The image is created in real time, but the probe must be in contact with the
product.

• Microwave Imaging: This technique takes advantage of the dielectric difference
between materials. An antenna radiates with an electromagnetic signal (0.3-
300) GHz at low power, for a higher resolution multiple antennas are introduced;
the product and acquires the reflected wave of the electromagnetic field, if
there was a contaminating material the dielectric discontinuity would generate
a dispersion of the signal, the greater their difference the greater the dispersion.
The signal is then processed to create a tomographic image representing the
dielectric profile of the product, which is analyzed to verify the presence or
absence of a contaminant. This technique offers several advantages: it does
not use ionizing rays, it is in real time, the beam can be adjusted according to
the required depth or resolution level, it is not absorbed by water and is able to
detect low-densities contaminants. Not requiring contact with the product and
having fast analysis times, it is introduced into in-line contaminant detection
systems.

1.2 Thesis Focus
The goal of this thesis is to design and analyze a microwave sensing system
(MWS) that detects the presence of contaminants in a jar of hazelnut spread
using a machine learning (ML) algorithm based on the binary classifier multi-layer
perceptron (MLP).
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As a consequence, the system under study will advance from the fourth to the sixth
level in the ISO Technology Readiness Level scale, from "Technology validated in the
laboratory" to "Technology demonstrated in an industrially relevant environment",
approaching a possible industrial commercialization.
The neural network was trained with seven datasets summarized in the table:

Medium Conveyor Belt Speed {cm s−1} Free Contaminated Total
1 Safflower Oil 30 1702 3753 5455
2 Safflower Oil 30 1000 2000 3000
3 Safflower Oil 50 3000 1802 4802
4 Hazelnuts Cream 30 3723 1251 4974
5 Hazelnuts Cream 50 1997 1597 4594
6 Safflower Oil 30 and 50 4000 3802 7802
7 Hazelnuts Cream 30 and 50 6720 2848 9568

Table 1.1: Table containing the material used (safflower oil, hazelnuts cream), the
speed of the conveyor belt (30 cm s−1, 50 cm s−1) and the number of acquisitions
for contaminated and non-contaminated product

Each dataset has a group of acquisitions without contaminant and one with the
presence of contaminants of different types: polytetrafluoroethylene (PTFE), soda-
lime glass (SLG), nylon, wood, 3 different plastic splinter.
The first dataset was acquired in the laboratory environment in order to verify
the effectiveness of the implementation of the system in the laboratory phase, the
second, third, fourth and fifth were acquired in the industrial environment, while
the sixth and seventh are respectively the union of the second and third and the
union of the fourth and fifth; the latter two have the purpose of verifying whether
it is possible to distinguish the presence of contaminants on a line that can vary
speed.

The acquisition system consists of the following parts:

• An arch formed by six equidistant antennas and positioned so as to effectively
cover the jars profile of dimensions (11.43 x 10.67 x 8.69) cm

• A structure for the protection and containment of measurements from electro-
magnetic signals

• A vector network analyzer with six inputs, one for each antenna, which acquires
the scattering parameters of the network

• A cotroller, in this case the computer integrated in the VNA, thanks to a
matlab script, saves the acquisition data
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(a) Two sample jars placed on the conveyor belt and the arch with six antennas connected
to the six inputs of the VNA.

(b) The insulating box positioned around the antennas.

Figure 1.2: The acquisition system.

Finally, once the neural network has been trained with the optimal hyperparameters
found through Bayesian research, the algorithm inference is performed both by
the computer integrated in the VNA and by a NUCLEO-F401RE microcontroller,
subsequently compared to verify which of the two allows a more reliable and fast
processing of the acquired data.
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Chapter 2

Machine Learning Theory

2.1 Machine Learning Introduction

ML is a sub-field of artificial intelligence (AI) that has become more relevant
since 1980,when the potential of developing the ability in a computer to learn
and build models that could predict results by interpreting data was understood.
This technology demonstrates its strength and synergy for an engineer in three
fundamental aspects.
First of all, it allows you to reduce programming times. for example, to create
a program that corrects lexical errors that should consider all the rules and the
exception of the language, it would take months of work-hours, much more simply
by feeding a sufficient number of examples to an ML tool, you would have a reliable
product in much less time.
Secondly, it allows you to customize a product for different market needs. If I
decided that the lexical error correction program could have another selectable
language, it would be enough to use the same ML algorithm, training it with
examples of the new language.
Finally, it allows to solve problems that would be unsolvable using the traditional
engineering method; the classic example is facial recognition, it is a task that an
ML algorithm trained with a dataset of facial images can solve relatively easily,
while it can be much more difficult to obtain the same accuracy with a traditional
algorithm.
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2.2 Multi-layer Perceptron
A learning problem considers a dataset containing n samples, each single sample
value are called attributes or features.
Two different categories are used to extrapolate properties from this unknown data:

• Supervised learning, in which the data used for training belong to known
target values. This problem is classified in two ways:

– Classification: The data belongs to multiple labeled classes or categories
and you want to learn how to predict unlabeled data. This is the discrete
type of supervised learning, where each data has a precise number of
categories in which to be tagged. The example of use of this category
is, as in this thesis, the recognition of contaminant in food, where the
categories are "contaminated food" and "uncontaminated food".

– Regression: The data belong to one or more continuous variables. Pre-
dicting prices of a house given the features like size, living area, number
of room etc.

• Unsupervised learning, in this case the training data consist of a set of vectors
to which no target value is associated. The goal in this case is to find similar
groups within the data (clustering), or to determine the distribution of data in
the input space (density estimation), or to project data from a high-dimensional
space down to fewer dimensions for the display purpose.

A neural network is a computing system consisting of interconnections of artificial
neurons. Each connection transmits the processed and weighted signals to other
neurons, increasing or decreasing the strength of the signal at that connection.
The architecture of the neural network is composed of an input layer that inter-
faces with the feature values of a sample of external data, a single or a series of
intermediate layers called hidden layers which have a variable number of neurons,
and an output layer that provides the prediction with a certain probability.
The classifier used in this thesis is an example of artificial neural network called
the Multi-layer Perceptron (MLP).

The MLP classifier is a supervised learning algorithm [5] that learns a function
f(·): IRm→IRo by training on a dataset, where m is the number of dimensions
for input and o is the number of dimensions for output. Given a set of features
x = x1, x2, ..., xm a target y, it can learn a non-linear function approximator for
either classification or regression. It is different from logistic regression, in that
between the input and the output layer, there can be one or more non-linear layers,
called hidden layers.
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Given a set of training examples (x1, y1), (x2, y2), ..., (xn, yn) where xi ∈ IRn and
yi ∈ {0, 1}, an MLP with one hidden layer and one neuron learns the function

f(x) = W2g(W T
1 x + b1) + b2

where W1 ∈ IRm and (W2, b1, b2) ∈ IR are model parameters. W1, W2 represent the
weights of the input layer and hidden layer, respectively; and b1, b2 represent the
bias added to the hidden layer and the output layer, respectively.
g(·) : IR → IR a nonlinear "activation" function.

Figure 2.1: MLP architecture with one input layer, one hidden layer and one output
layer.

The nodes of the input layer are equivalent to the number of features that the
dataset has, while the nodes of the output layer are equivalent to the number of
classes to predict. In the case of a binary classifier the output node is one.
The logistic function is one of the possible functions used in the output layer of the
binary classifier, where the output is a value between zero and one, f(x) ∈ {0,1}.

g(z) = 1
(1 + e−z)

A threshold value is used to distinguish between the two cases, usually its value is
0.5, positive class if the output is greater than the threshold, negative class if it is
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less.

When the classifier is not binary f(x) would be a vector of size nclasses, and the
softmax function can be used:

g(z)i = eziqk
j=1 ezj

where zi represents the i − th element of the input to softmax, which corresponds
to class i, and k is the number of classes. The result is a vector containing the
probabilities that a given sample x belongs to each class. The output is the class
with the highest probability.

To find the optimized values of the weights (W) and biases (b), the neural network
uses the loss function during training. A typical loss function for classification is
the cross-entropy, which in binary case is given as:

Loss(ŷ, y,W) = −y ln ŷ − (1 − y) ln (1 − ŷ) + λWRP(W)

where ŷ is the predicted label, y is the label of the input data, λWRP(W) is a
regularization term called weight regularization parameter (WRP) that penalizes
complex models to avoid the overfitting of the dataset; and λ > 0 is a non-negative
hyperparameter that controls the magnitude of the penalty.
The overfitting of a model happens when during the training the algorithm learns
the detail of the dataset, including the data noise. It negatively impacts the
performance of the model on new incoming data because the new data have a
different random fluctuations that are not recognise by the trained model. The
effects of overfitting are a good performance on the training data, but a poor
generalization to any other data.
The most used regularization terms are:

• L1: WRP =
nØ

i=1
|wi|

• L2: WRP = 1
2

nØ
i=1

w2
i

• Elastic Net: WRP = (1 − α)
nØ

i=1
|wi| + α

2

nØ
i=1

w2
i

where α ∈ {0,1} controls the combination of the two regularization.

L2 encourages weight values toward 0 (but not exactly 0), also it encourages the
mean of the weights toward 0, with a normal (bell-shaped or Gaussian) distribution.
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The training of a neural network starts from initial weight initialization to find the
proper weight value, that can be zero, one or random values [6]; since there are
several local minima, different initializations lead to different accuracies.

A typical training algorithm for an MLP is based on gradient descent. It adjusts
parameters iteratively, gradually finding the best combination of weights and bias
to minimize loss.

In gradient descent, the gradient ∇LossW of the loss with respect to the weights is
computed and deducted from W . This is expressed as:

Wi+1 = W i − Ô∇Lossi
W

where i is the iteration step, and Ô is the learning rate with a value larger than 0.
If the learning rate is too small, learning will require too many iterations and so
potentially a long time to finish, while if the learning rate is too large the learning
algorithm might miss the minimum because at each iteration it would bounce
around it, as shown pictorially in Fig. 2.2.

Figure 2.2: High values of learning rate leads to minimum overshooting.

The algorithm stops when it reaches a preset maximum number of iterations, or
when the improvement in loss is below a small, predefined threshold.

The datasets used to train the ML algorithm contain from thousands to billions of
data, the time to calculate the gradient using a batch containing the entire dataset
(batch gradient descent) would be costly in computational terms, even if the total
of the contained data presents some redundancy that help to smooth out noisy
gradients it is not a practical method.
A less costly and faster method to compute the gradient is the stochastic gradient
descent (SGD) algorithm [6]. It evaluates the gradient only in a random subset of
the dataset at each iteration with a batch size of one, this means that the result is
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not the best obtainable, but it ensures a fast convergence around the minimum
loss value [5].

A compromise between SGD speed and full-batch accuracy is the Stochastic
Gradient Descent Mini-batch (SGD mini-batch), in which a batch is composed of
between 10 and 1000 elements, always chosen at random.
There are other algorithms such as Adaptive moment estimation (Adam).
The Adam algorithm calculates an exponential moving average of the gradient and
the squared gradient which are weighted by two parameters that control the decay
rates of these moving averages [7]. This method computes a learning rate for every
parameter (weight) and it adapts it each iteration. Thanks to this the learning
rate can be discarded from the list of hyper-parameters to be tuned, thus making
the search for the remaining hyper-parameters faster as explained at chapter 2.5.

After finding the weights to be updated, a backpropagation algorithm [8] [9] updates
them from the output to the previous layers.

Backpropagation is the algorithm for determining how a single training example
would like to tune the weights and biases, in terms of what relative proportions to
those changes cause the most rapid decrease to the cost function. An approach
to study backpropagation is to understand how sensitive the cost function is to
the parameters, thus to know which adjustment to those term will cause the most
efficient decrease to the cost function.

Figure 2.3: Network composed by a single neuron for each layer.

Starting with a simple network compose by a single neuron for each layer (Fig. 2.3)
the cost function is defined as:

C0 = (a(L) − y)2

where y is the desired output, and a(L) is the activation of the neuron at the last
layer L. The activation is:

a(L) = σ(z(L))
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σ() is the activation function and z(L) = w(L)a(L−1) + b(L)

where w(L) is the weight, a(L−1) is the previous activation and b(L) is the bias.

(a) Visualization of the hierarchy to compute C0 in which w(L), a(L−1), b(L) are used to
compute the value z(L) which thorough the activation function cumpute a(L) which along
the constant desired output value y compute the cost.

(b) Generalized hierarchy showing the dependence of C0 on previous weights and biases.

Figure 2.4: Hierarchy for computing C0

The sensitivity of the cost function C0 depends to a change in w(L), a(L−1), b(L)

(Fig. 2.4a), mathematically are represented here:
Sensitivity to the weight

∂C0

∂w(L) = ∂z(L)

∂w(L)
∂a(L)

∂z(L)
∂C0

∂a(L)

= a(L−1)σÍ(z(L))2(a(L) − y)
= a(L−1)δL

Sensitivity to the bias

∂C0

∂b(L) = ∂z(L)

∂b(L)
∂a(L)

∂z(L)
∂C0

∂a(L)

= σÍ(z(L))2(a(L) − y)
= δL
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Given those last two equation it is important to notice that the cost function is
directly proportional to the value of the activation in the previous layer.

Sensitivity to the activation of the previous layer

∂C0

∂a(L−1) = ∂z(L)

∂a(L−1)
∂a(L)

∂z(L)
∂C0

∂a(L)

= w(L)σÍ(z(L))2(a(L) − y)
= w(L)δL

δL is the error in the output neuron.

This equation allows to implement the idea of backpropagation, just iterating the
same chain rule idea backwards as shown in Fig.2.4b to calculate how the cost
function is sensitive to previous weights and biases.

Those equations give the value of the sensitivities of a single neuron of a single
layer only for a single training example. The component needed to compute the
gradient derives from the averaging of all the n training examples:

∂C

∂w(L) = 1
n

n−1Ø
k=0

∂Ck

∂w(L)

∂C

∂b(L) = 1
n

n−1Ø
k=0

∂Ck

∂b(L)

The gradient needs this operation to be computed for each couple w, b at each
neuron.

∇Loss =
;

∂C

∂w(1) ,
∂C

∂b(1) , ...,
∂C

∂w(L) ,
∂C

∂b(L)

<
The cost function requires averaging the sensitivities values over all the training
examples for each neuron of each layer of the neural network architecture.
When the neural network is generalized (Fig. ??) with multiple layer and multiple
neurons the equations become:

C0 =
nL−1Ø
j=0

(a(L)
j − yj)2

a
(L)
j = σ(z(L)

j )

z
(L)
j =

nL−1Ø
k=0

w
(L)
jk a

(L−1)
k + b

(L)
j

The backpropagation in form of an algorithm becomes:
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1. Input: it sets the corresponding activations a1
i for each i-th neuron in the

input layer.

2. Feedforward: for each layer l = 2,3, ..., L computes al
i = σ(zl

i) thus calculating
zl

i = wl
ia

l−1
i + bl

i.

3. Output error: Compute the values

δL
i = σÍ(z(L))2(a(L) − y)

4. Backpropagates the error: for each l = L − 1, L − 2, ...,2 computes

δl
i = wl+1

i δl+1
i σÍ(zl

i)

5. Output: The gradient of the cost function is given by
∂C

∂w
(l)
jk

= a
(l−1)
k δl

j

∂C

∂b
(l)
jk

= δl
j

Figure 2.5: Generalized neural network with multiple neurons for each layer.

The hyper-parameters used to maximize the performance are listed here:

Number of hidden layers: There are no rules that establish the number to
use. Already with two layers it is possible to represent functions of each shapes,
generally no more than four layers are used [10].

Number of hidden units: As in the case of hidden layers there are no precise
rules. To understand the general behavior of the network three rule of thumbs are
used, from which the optimal number of neurons can then be found. Those rules
describe the total number of neuron nT OT in the neural network:
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• It is used the sum of the size of the input layer and the size of the output
layer nT OT = nfeature + noutput

• It is used 2
3 the sum of the size of the input layer and the size of the output

layer nT OT = 2
3(nfeature + noutput)

• It is used less than twice the size of the input layer nT OT < 2nfeature

The choice of these two hyper-parameters is very important as it will decide the
architecture of the network. Although they do not directly interact with the
external data, they have a strong influence on the final prediction.
Using too few layers and neurons, underfitting occurs, i.e. complicated signals
from the dataset may not be detected. On the contrary, using too many of them
would create two problems: overfitting when there are too many model parameters
compared to the number of data available to train the network, which results in
poor performance with data outside the training set; when instead the number of
data is sufficient to avoid overfitting, the training time can become too long for
practical purposes.

Activation functions: is a non-linear function that allows the neural network to
learn complex patterns from data [5]. The most important are shown in Fig 2.6:

Binary g(x) =

0 if x<0
1 if x> 0

Logistic g(x) = 1
1 + e−x

Hyperbolic tangent g(x) = ex − e−x

ex + e−x

Exponential linear unit (ELU) g(x) =

α(ex − 1) if x > 0
x if x 6 0

Rectified linear unit (ReLU) g(x) =

x if x>0
0 if x 6 0

Scaled exponential linear unit (SELU) g(x) = λ

α(ex − 1) if x > 0
x if x 6 0

Gaussian g(x) = e−x2

Learning rate: it determines the step size at each iteration while moving toward
a minimum of a loss function.
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Regularization rate: it is the value that weighs the importance of the regular-
ization function. Higher values reduce overfitting but make the model less accurate
[11].

Drop out rate: is a technique used during the training phase for the regularization
of the model. during a step for the calculation of the gradient a random group of
neurons is deactivated, this forces the other nodes to probabilistically take on more
or less responsibility for the inputs and to learn a sparse representation of the data.

Batch size: it is the number of samples that the network sees at each iteration
for the calculation of the gradient. In the case of SGD it is of a single element,
while for mini-batch SGD they are between 10 and 1000. The value is fixed during
training and inference even if there is also the possibility of having dynamic batch
sizes. This feature might be useful when batch size is unknown beforehand, and
using extra large batch size is undesired or impossible due to resource limitations.

(a) Binary function. (b) Logistic function.

(c) Hyperbolic tangent function. (d) ELU function.

(e) ReLU function. (f) Gaussian function.

Figure 2.6: Shape of the activation functions.

17



Machine Learning Theory

2.3 Data Preprocessing
In ML it is essential that the data that train the network are significant. This
means that they must not have mislabeled values, the values are scaled to fit the
model, those that are disproportionate are eliminated, and that the training sets
represent the data that the network will have to predict. By following these rules a
network learns faster and has accurate predictions.

Data scaling

Feature scaling is a technique that brings all data to have the same range of
values, so as not to train the network with disproportionate data. This makes the
gradient descent converge more quickly [12]. It also avoids that a value exceeds the
floating-point precision limit during training and becomes NaN. It helps the model
to learn appropriate weights for each feature.
There are several scaling techniques:

Scaling to range: it means converting feature values from their natural range to
a standard range, usually [0,1] or [−1,1].

xÍ = x − xmin

xmax − xmin

where xÍ are the scaled input values, and x are the input value.
It is helpful when the upper and lower bounds are known and the values are
uniformly distributed across that range.

Logarithmic scaling: it is used to compress a wide range into a narrow one.

xÍ = log(x)

It is used when features have a power law distribution in which handful of values
have many points, while most other values have few points.

Clipping: It Caps all feature values above or below a certain value to fixed value.
it is used when the dataset contains very few values that are extremely out of range
(more distant than 3 standard deviations from the mean).

Bining: It Divides the range into boolean features, each bin contains a narrow
range of values.

Standardization: used when the dataset has a limited amount of out-of-range
values [6].

xÍ = x − µ

σ

µ and σ are the mean and standard deviation of the feature, respectively.
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Figure 2.7: Example of data cleaning over a dataset [13].

2.4 Methods for Training ML Models
The ultimate goal of the ML algorithm is to predict the output with the greatest
confidence. To do this, the trained network must be tested on a sub-set of the main
dataset in order to verify and possibly change the hyper-parameters, otherwise the
observed results would not be representative of the model’s response to new data.
The division of the dataset into sub-sets each with different purposes implies an
increase in the complexity of test and training, the most significant are described
here.

Held-out test set

Figure 2.8: Held-out test set schema. The whole dataset is divided in train and
test sets.

To train and evaluate a model, the dataset is divided into two smaller sets, one for
training and one for testing.
Before being divided they are randomly mixed to avoid having unrepresentative
sub-sets. The larger the training set the better the model trained, the larger the
test set the better the confidence in evaluation metrics that have a more precise
confidence interval.
The percentage into which the sub-sets are divided depends on the amount of data
that the dataset is formed from. With datasets of millions of data, even a 10%
test set has a valid confidence interval, while with small datasets there is a risk of
overfitting.
Other techniques such as held-out validation and test sets or cross-validation are
used to mitigate this problem.
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Held-out validation and test sets

Figure 2.9: Held-out validation and test sets schema. The training set is sub-divided
into train and validation sets.

The dataset is split into three different sets: training, validation and test dataset.
The hyper-parameters are optimized on the training set, the model is tested on the
union of the training and validation set, and finally the performance on the test
set is evaluated. The validation set is created from the test set, thus reducing the
test set number of training samples.

K-fold Cross-Validation

Figure 2.10: K-fold Cross-Validation schema with k = 3.

The training set is divided into k sub-sets, k-1 are used as training set for hyper-
parameters tuning and the last sub-set is used as validation set set to control
performance evaluation.
After k iterations the average of the models obtained is extracted, which have a
low variance estimation.
To strengthen the result of the hyper-parameters obtained, the value of the k factor
is increased, with standard values from k = 3 to k = 10 [14].

Nested k-fold Cross-Validation
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Figure 2.11: Nested k-fold Cross-Validation schema with kouter = 3 and kinner = 3.
It is shown the first iteration out of three of the outer loop and the three iterations
of the inner loop, in which the training set are sub-divided in three sub-set.

This solution is the best solution in term of robustness of the model. The perfor-
mance measurements of the best found models have a low generalization error [10]
[6] on the test set because it is distributed on the whole dataset.
The kinner-fold cross-validation procedure for model hyper-parameter optimization
is nested inside the kouter-fold cross-validation procedure for model selection. An
outer loop is applied kouter times, the dataset is divided in training and test set.
For each kouter times an inner loop is applied kinner times to the training set as in
the k-fold Cross-Validation.
This allows to have from the inner loop a model with the best hyper-parameter
evaluated on the average of the best model found against the validation set splits.
Each model found in the inner loop is saved, and if the same as the previous one it
is overwritten. So from the outer loop there will be at most kouter model, among
which the most robust is chosen.
A downside of this technique is the computational time used, which is kinner ×kouter,
so it is used for fast training models or with few hyper-parameters [15].

2.5 Hyper-parameters Tuning
The Hyper-parameters cannot be estimated by the model from the given data,
are used to estimate the model parameters like the weights, which instead are
extrapolated from the data.
A correct Hyper-parameter Tuning allows you to maximize model performance, as
well as being the only way to extract maximum performance from a model.

There are two ways of setting the hyper-parameters. manual tuning, in which a few
hyper-parameters are adjusted to understand a sensible workspace in which they
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have a significant effect on the model’s performance, and the automated tuning
which is used in case the hyper-parameters are too many to use the manual tuning,
therefore the hyper-parameters are chosen by an algorithm that optimizes their
selection process.

The most used algorithms are:

Grid search

A grid is created for each hyper-parameter, the distribution of values chosen is
linear equi-spaced or logarithmic.
The algorithm fits the model on each and every combination of hyper-parameter
possible and records the model performance, and finally they are compared. Once
the optimal values have been found, the whole process can be repeated using a grid
with denser values around those found promising.
Definitely better than manual search, but for neural networks that require many
hyper-parameters the search space becomes unmanageable and the times too long.

Random search

Instead of fitting every possible grid value, the chosen value are sampled from the
grid with a random distribution.
Since the number to be sampled are chosen from the grid the increase of values in
the hyper-parameters grid doesn’t decrease the efficiency of the algorithm [6].

Bayesian search

It is best-suited for optimization over continuous domains of less than 20 dimensions
[16] [17].
Its structure consists of two main components [18]: a Bayesian statistical model
for modeling the objective function (the target function to minimize), and an
acquisition function for deciding where to sample next.
The algorithm builds a surrogate (a probability model) for the objective and
quantifies the uncertainty in that surrogate using a Bayesian machine learning
technique, the Gaussian process regression, and then uses an acquisition function
defined from this surrogate to decide where to sample.
After evaluating the objective according to an initial space-filling experimental
design, often consisting of points chosen uniformly at random, they are used
iteratively to allocate the remainder of a budget of N function evaluations.
So it can be summarized in few key points:

1. Building a surrogate probability model of the objective function f

2. Observing the results yn = f(xn0) using the initial space filling design.

3. Updating of the posterior distribution f(xn).
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4. Researching the hyper-parameters xn that maximize the acquisition function.
The acquisition function measures the value that would be generated by
evaluation of the objective function at a new point x, based on the current
posterior distribution over f with much less time expenses.

5. Observing the results yn = f(xn) of the objective function to the hyper-
parameters found previously.

6. Incrementing n and iterating from 3) until the budget is reached.

2.6 Performance Evaluation Metrics
It was explained how to process the data, how to divide them for a correct training
and how to tuning the hyper-parameters of the model. The metrics that allow an
evaluation of the model’s performance are now explained.

In binary classifiers is defined a classification threshold (also called the decision
threshold), it is the value beyond which a prediction falls into the positive category,
otherwise the prediction is categorized as negative. Typically it is set to 50% but
it is problem-dependent, therefore it is a values that must be tuned to maximize
the performance.
The prediction can fall into positive or negative categories, but the data can have
two labels: true or false.
This allows to evaluate different metrics considering the following definitions:

• A true positive (TP) is an outcome where the model correctly predicts the
positive class.

• A true negative (TN) is an outcome where the model correctly predicts the
negative class.

• A false positive (FP) is an outcome where the model incorrectly predicts the
positive class.

• A false negative (FN) is an outcome where the model incorrectly predicts the
negative class.

Accuracy

It can be now define the accuracy as the ratio of number of correct predictions to
the total number of input samples.

accuracy = numtotright

numtot

= TP + TN

TP + TN + FP + FN
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In the event of an unbalanced class dataset, where the number of positive and
negative labels are significantly unbalanced, the number of FN or FP would not be
evaluated properly. For this reason precision and recall are defined.

Precision and Recall

The precision defines the proportion of positive identifications that are actually
correct, the higher the precision, the lower the FP rate.

precision = TP

TP + FP

On the other hand the recall is defined as the proportion of actual positives that
are identified correctly, the higher the recall, the lower the FN rate.

recall = TP

TP + FN

(a) It is shown how a high threshold value leads to decreasing the cases of FP but
increasing the FN, thus increasing precision and decreasing recall.

(b) Here the decrease of the threshold decreases the cases of FN increasing those of FP,
therefore decreasing the precision and increasing the recall

Figure 2.12: Two cases showing the effects of the variation of threshold on precision
and recall.

Varying the threshold will vary the precision and recall values, which are often in
tension. It is easy to observe on Figure 2.12a that using a high threshold value
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increase the precision lowering the recall. Vice versa on Figure 2.12b it is shown
how a low threshold increase the recall lowering the precision.

The threshold is chosen depending on the type of system on which the model will
work.
In the case of this thesis, a FP represents a jar eliminated from the production line
effectively without contaminant, which represents an economic loss; while an FN
represents a jar containing contaminant which has not been detected and which
has potentially entered the sales cycle, which would create the disadvantages seen
in Chapter 1.1. for this reason, greater importance has been given to the detection
of FN using recall as the main metric.

ROC and AUC

The ROC curve, also called receiver operating characteristic curve, is a graph
showing the performance of the model at all threshold values. the True Positive
Rate (TPR), synonymous with recall, and the False Positive Rate (FPR) are
plotted, which is nothing more than the complementary of the precision.

Figure 2.13: On the axis the parameters TPR and FPR that define the ROC
function on the interval [0,1][0,1].

A good model tends to be towards the point (0,1) where the FPR is minimum
(maximum precision) and recall is maximum.

A metric obtained from this graph is the Area under the ROC Curve (AUC), it
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is the integral of the function that starts from the point (0,0) and arrives at the
point (1,1).
The AUC gives the measure of the performance obtained along every possible
threshold, it can be seen as the probability that the model ranks a random positive
example more highly than a random negative example.
The AUC has two main property [13]:

• It is scale-invariant: it measure the general ranking of the prediction, not their
absolute value.

• It is classification-threshold-invariant: if measure the quality of model not in
a specific threshold value.

for those reason it is a good indicator of the model general behaviour, but in this
thesis case it is important to give more importance to the recall metric since it is
critical to minimize the presence of FN.

Confusion Matrix

A good representation of the model outputs is the confusion matrix in which are
represented the four possible outcome.
in the main diagonal are placed the correct prediction TP and TN, the other places
are dedicated to the wrong predictions FP and FN.

Figure 2.14: Representation of a confusion matrix and its parameters.
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Chapter 3

Machine Learning Training
And Testing

3.1 Dataset acquisition
This chapter explains how to acquire a dataset with the MIT-Food prototype
measurement system, and the specifications of the components of this system.
The MIT-Food prototype measurement system can be used to generate tomographic
images, but for the purpose of this thesis the data acquired by the antennas are used
without reconstructing an image, and are divided into two classes "contaminated"
and "not contaminated" to train the ML algorithm. This means that the system,
although it can be used for microwave imaging, is instead defined as a MWS system.

The characteristics of the components in the MIT-Food prototype measurement
system are now described:

Antennas

The six antennas are placed in a resin support and they are positioned mirrored, the
top one is inclined by 60°, the middle one by 15° and the bottom one by 0°. This
architecture allows two things: to cover the entire surface of the jar on the conveyor
belt and to be able to install it in an in-line detection system. The antenna PCB
size is 3cmx4cm, the fact that they are made of PCB make them very cheap and
easy to produce.
The antennas are designed to radiate at a frequency of 10GHz, due to the manual
connections and soldering they radiate in the range from 10GHz to 10.6GHz. This
frequency was chosen in order to optimize the penetration depth and resolution of
the signal [3] [19] with respect to the dielectric properties of the hazelnut cream.
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Vector Network Analyzer

The VNA model is the Keysight M9037A PXI, it is used to acquires the mea-
surements from each of the 6 antennas which are directly connected to its ports.
Thanks to the PXI trigger port, the measurements and the passage of the jar under
the antenna arc are synchronized.

The dataset acquired in the laboratory is composed of 5455 samples of scatter-
ing parameters of the antennas measurements: 1702 uncontaminated and 3753
contaminated jars. The material in the jar used to acquire the measurements is
safflower oil instead of the hazelnut cream, because being translucent it allows to
control the position of the contaminant. The safflower oil has the same dieletric
properties of hazelnut cream, in fact Ôsafflower oil Ä Ôhazelnut cream = 2.86 @ 10GHz.
The speed of the conveyor belt is 30 cm s−1. The "contaminated" class contains
several materials as intruders:

• A PTFE sphere

• A SLG sphere

• A Nylon sphere

All of them have a 2 mm radius. They were placed at the bottom of the jar at
random distance from the jar edge at each measurements acquisition.

• A piece of wood

• Two plastic splinter of the jar cap

• A plastic splinter 3D printed

The wood and plastic splinter contaminants of approximately of dimension 1 cm2

where placed at random distance from the edge and at four different heights: at
the bottom, in the middle, at the top submerged by at least 1 cm of safflower oil,
floating on the air-oil interface.

The following steps have been performed for each category:

1. Contaminant preparation: The contaminant glued to a nylon thread, so
as to be positioned at the predetermined height.

2. Contaminant placement: Once the contaminant is positioned at the re-
quired height, the cap is closed, and by friction with the nylon thread it
remains in position. Every 125 measurements the height is changed, in the
middle of which the position in the horizontal plane is changed. In the case
of the spheres that cannot be glued to a wire, the horizontal position at the
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(a) Oil/air surface position. (b) Medium high position.

(c) Medium low position. (d) Bottom position.

Figure 3.1: The four height of the contaminant during the acquisition.

bottom of the jar has been changed every 50 measurements, while for the
measurements of the wood it was left to float on the oil surface.

3. Jar positioning: The jar is positioned on the conveyor belt, before passing
under the arch of antennas its position is mechanically adjusted by the metal
rods parallel to the direction of the production line, so as to simulate a
production line where the angular deviation of the jar is minimal.

4. Acquisition: After the metal bars, the jar passes in front of a photocell, which
through a timer circuit signals to the VNA to trigger the measurement the
exact moment in which the jar is under the antenna arc. The VNA acquires
a scattering matrix for 11 equidistant frequencies in the range starting from
9GHz up to 11GHz. A dataset is obtained from each frequency, and an extra
one is created containing the values of all frequencies.
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5. Scattering matrix conversion: The values of the scattering matrix are
converted into samples useful for training the ML algorithm. Since the matrix
is reciprocal, only the values of the above diagonal are extracted, excluding
those of the diagonal as it has been verified that they lead to a worsening of
the results. The real and imaginary parts are extracted from the remaining
matrix values and saved in a text file in sequence for a total of 60 values and
therefore 60 features, while for the dataset containing all eleven frequencies
the features are 660.

The implementation of points 1 and 2 is omitted for the acquisition of the measures
for the uncontaminated category.

3.2 MLP Training
The dataset obtained in the laboratory is used to find the optimal hyper-parameters
of the model which are then applied to the training of the models for the real and
synthetic datasets acquired in the company.
The training was performed for a 60 features model with the 10GHz dataset and
for a 660 features model with the dataset containing all eleven frequencies. For
both cases the hyper-parameters were searched using the Bayesian search with the
aim of minimizing the validation loss, and the results of three MLPs with 1, 2 and
4 hidden layers [10] were compared in order to find with which frequecy and which
architecture the best MIT-Food system can be obtained.

Before training the model each dataset is mixed and divided into training set and
test set, respectively 75% and 25%. Standardization is applied to them, which
despite the dataset values being in the same order of magnitude brings better
performance, it is also noted from figure figure 3.2b that it is possible to distinguish
a diversification of the values for the two classes to be predicted in the standardized
dataset.

The steps performed to obtain each models are now explained:

1. Grid definition: for each Hyper-Parameter two grids of possible values are
defined, a loose one to find the order of magnitude and trends of the model
and a fine one to search around the optimal values found by the previous grid.
These values are used by the Bayesian search algorithm during training.

2. Constant hyper-parameter: constant hyper-parameters are defined, which
have fixed value during the training.

3. Bayesian search: Bayesian optimization along with 3 fold-CV are performed
to find the best hyperparameters which minimize the loss of validation.
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(a) Distribution unprocessed, values are in the range [-0.0427, 0.0413].

(b) Distribution preprocessed, values are in the range [-7.8853, 9.3992].

Figure 3.2: Distribution of samples acquired in the laboratory.

4. MLP training: the dataset is divided in a 25% test set, a 52% training set
and a 23% validation set. The MLPs are trained with the training set and
verified with the validation set using the best values found from the fine grid.

5. MLP testing: the MLPs classifier with the best hyper-parameters is tested
on the test set and all the performance evaluation metrics necessary to compare
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it with other solutions are extracted.

Once the best models from the two dataset (10GHz and all eleven frequencies)
for each hidden layer is found, the learning rate is added to the fine grid and the
best out of all the models is tested with various activation functions: ELU, ReLU,
SELU, sigmoid, softmax, softsign, hyperbolic tangent.

Grid
type

Number of
hidden layer

Number of
neurons per
hidden layer

Learning
rate

Weight
regularization
parameter

Dropout
rate

Loose [1,2,4] [1,2,4,8,16,32,64,
128,256,512,1024] x [0.005,0.01,

0.03,0.05,0.1]
[0.0,0.1,

0.2,0.3,0.4]

Fine [1,2,4] [2,4,8,16,32,64,128] [0.001,0.003,
0.005,0.01,0.03]

[0.0005,0.001,
0.005,0.01,0.05]

[0.0,0.1,
0.15,0.2,0.3]

Table 3.1: The two types of grids used to search the hyper-parameters of the six
MLPs classifier.

These Hyper-parameters are present as constants in the definition of the grids:

• Number of Epochs: 1000.

• Batch size: 256.

• Weight regularization: L2.

• Loss function: binary cross-entropy.

• Optimizer: Adam, in order to have the learning rate out of the searching grid.

• Activation: ReLu.

The Hyper-parameters not constant in the search space are:

• Number of hidden layer.

• Number of neurons per hidden layer.

• Learning rate.

• Weight regularization parameter.

• Dropout rate.
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Table 3.2: The most valuable results from the training with the lab dataset for a
MLP with 1 hidden layer.
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Table 3.3: The most valuable results from the training with the lab dataset for a
MLP with 2 hidden layer.
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Table 3.4: The most valuable results from the training with the lab dataset for a
MLP with 4 hidden layer.
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Figure 3.3: Loss performance of the activation functions applied to the MLP
selected by the Bayesian search.

The tables 3.2, 3.3 and 3.4, respectively, represent the best results from MLP
training with 1, 2 and 4 hidden layers. Among all these the model selected is
the one with two hidden layers, the first with 64 neurons and the second with 4,
tranined with the dataset with the samples from all the eleven frequencies. Its
performance is the best as it has the lowest validation loss value of 0.040, the
highest recall value of 99.88% and the third highest accuracy value of 99.76%.
This model is trained with different activation functions to verify which one is
best. From the results shown in the figures 3.3, 3.4 and 3.5 it is clear that the best
activation function is ReLU, as it has a lower loss, a better accuracy, and a recall
comparable with the values of hyperbolic tangent and softsign.

36



Machine Learning Training And Testing

Figure 3.4: Recall performance of the activation functions applied to the MLP
selected by the Bayesian search.
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Figure 3.5: Accuracy performance of the activation functions applied to the MLP
selected by the Bayesian search.

3.3 MPL Testing and Performance Evaluation

The performance referred to the test set of the selected MLP with 2 hidden layers
(64, 4) and Relu Units are given with the following plots.
The confusion matrix shows how selecting a threshold value of 25% decreases the
FP cases while remaining unchanged the cases of FN compared to a threshold of
50%.
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10GHz
th=50%

True
Class

Positive

True
Class

Negative

10GHz
th=25%

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
419 7

Predicted
Class

Positive
421 5

Predicted
Class

Negative
2 936

Predicted
Class

Negative
3 935

All
Freq.

th=50%

True
Class

Positive

True
Class

Negative

All
Freq.

th=25%

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
938 5

Predicted
Class

Positive
938 1

Predicted
Class

Negative
0 421

Predicted
Class

Negative
0 425

Table 3.5: Comparison between confusion matrix with 50% and 25% threshold for
both 10GHz and all frequencies datasets.

Figure 3.6: Precision and recall scores vs. decision threshold of the best found
MLP with 2 hidden layers (64,4) and Relu Units, calculated with the test set with
samples from all the frequencies.
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In figure 3.6 precision and recall scores are plotted versus the decision threshold
of the MLP. The decision threshold at 25% improves recall, slightly worsening
the accuracy. While in the figure 2.13 the ROC curve is shown, highlighting the
threshold point. The operating point of this MLP allows the AUC to be high at a
value of 0.998.

Figure 3.7: ROC of the best found MLP with 2 hidden layers (64,4) and Relu
Units, calculated with the test set with samples from all the frequencies.

The model found in the previous paragraph 3.2 with the same threshold value
and activation functions is used to train and test also the datasets acquired in the
company (from 2 up to 7 of table 1.1), each of which is compared in their two
acquisitions datasets, the 10GHz and the one with all frequencies.

The Confusion matrix of the MLPs are in the tables 3.6 and 3.7, which undoubtedly
show how network training using all eleven frequencies leads to better results than
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using the single 10GHz frequency.

10GHz
Safflower

oil
30cms−1

True
Class

Positive

True
Class

Negative

Safflower
oil

50cms−1

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
250 0

Predicted
Class

Positive
739 11

Predicted
Class

Negative
1 499

Predicted
Class

Negative
1 450

Hazelnut
Cream
30cms−1

True
Class

Positive

True
Class

Negative

Hazelnut
Cream
50cms−1

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
925 6

Predicted
Class

Positive
750 0

Predicted
Class

Negative
5 308

Predicted
Class

Negative
0 399

Safflower
oil

both speeds

True
Class

Positive

True
Class

Negative

Hazelnut
Cream

both speeds

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
989 11

Predicted
Class

Positive
1678 2

Predicted
Class

Negative
4 947

Predicted
Class

Negative
3 709

Table 3.6: Comparison between confusion matrix of MLPs trained with the safflower
oil and hazelnut cream at two speeds datasets with the 10GHz sample.
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All Frequencies
Safflower

oil
30cms−1

True
Class

Positive

True
Class

Negative

Safflower
oil

50cms−1

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
247 3

Predicted
Class

Positive
746 4

Predicted
Class

Negative
0 500

Predicted
Class

Negative
0 451

Hazelnut
Cream
30cms−1

True
Class

Positive

True
Class

Negative

Hazelnut
Cream
50cms−1

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
930 1

Predicted
Class

Positive
750 0

Predicted
Class

Negative
0 313

Predicted
Class

Negative
0 399

Safflower
oil

both speeds

True
Class

Positive

True
Class

Negative

Hazelnut
Cream

both speeds

True
Class

Positive

True
Class

Negative
Predicted
Class

Positive
998 2

Predicted
Class

Positive
1679 2

Predicted
Class

Negative
0 951

Predicted
Class

Negative
0 712

Table 3.7: Comparison between confusion matrix of MLPs trained with the safflower
oil and hazelnut cream at two speeds datasets with the sample from all frequencies.

To conclude, MLP chosen for the hardware implementation has:

• An input layer with 660 nodes, one for each features of the datasets with the
samples from all the eleven frequencies.

• Two hidden layer, the first with 64 nodes and the second with 4.

• A sigmoid output neuron.
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Chapter 4

Hardware Implementation

This chapter talks about all the steps involved in the hardware implementation
of the best MLP discovered in Chapter 3, whose architecture is (64, 4), with 660
features. It consist in the Keras model conversion in a synthesizable MATLAB and
C code with 3 different level of compression and the physical implementation on
two different systems for the estimations of latency.

4.1 Inference Systems

Model inference is performed on two systems. The first is the computer integrated
into the VNA, in which a matlab code is used for inference. The VNA acquires the
scattering matrix which is processed and sent in input to the model, the result of
the prediction is sent to an external microcontroller which signals the result via
a led. In this case the system is responsible for both data acquisition and their
inference, so a lower latency is expected from when the acquisition takes place until
the LED signals the result.
The second system in which the inference occurs is the Nucleo-F401RE microcon-
troller, on which a C code is used. The microcontroller receives the acquisitions of
the antenna arc from the VNA, preprocesses the data and, as in the other system,
the prediction it is signaled by the lighting of a LED in case a contaminated product
is identified while it remains off if the product is recognized as not contaminated.
From this system a higher latency is expected not having the possibility to acquire
the data directly, but receiving them via UART communication.
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4.2 Model Synthesis and Implementation
The model that is used for the inference in the two systems is trained with the
dataset acquired in the company containing hazelnut cream with the samples of
all eleven frequencies. To fully define an MLP it is necessary to know the type
of architecture: the values of the number of neurons per layer, the number of
layers, the activation functions of the neurons, the number of input and output
features. During the training of the MLP the values of the weights, biases and the
architecture were saved in a hierarchical data format file HDF5. Both information
are necessary for the conversion of a keras model into synthesizable C or MATLAB
code.

VNA System
The HDF5 file is converted via the MATLAB function importKerasNetwork()
into a MAT file used for the inference in the algorithm explained here:

1. Initialization: The model together with the vectors of mean and standard
deviation of 660 elements each are loaded.

2. Data Acquisition: When the VNA receives the trigger signal, it acquires
the scattering matrix of the antennas for each of the eleven frequencies.

3. Matrix Sampling: The data from the upper triangular matrices are saved.

4. Standardization: Each element of the samples is standardized.

featurei = samplei − µi

σi

5. Inference: The inference of the standardized data is computed, and the value
of the sigmoid neuron output is saved.

6. Output Elaboration: The prediction is obtained through the threshold set
at the value of 0.25, and the result is sent to the external microcontroller.

Points 2 to 6 are iterated for each product.

Nucleo-F401RE System
The Nucleo-F401RE board (figure 4.1) has 512kB of flash memory, maximum
internal clock frequency of 84MHz, 96kB of SRAM, it needs a power supply of
3.3V , 5V , 7V or 12V .
The HDF5 file is converted to C code using the X-CUBE-AI 7.0.0 package of
the STM32CubeIDE 1.4.0. Three different C code models are obtained which
performances are compared: uncompressed, compressed with a factor of 4 and 8.
Since the microcontroller receives the data from the VNA its algorithm differs from
that of the previous system:
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1. Initialization: Initialization of: The vectors of mean and standard deviation
of 660 elements each, the structure that adapts the data received from the
VNA via UART, a portion of memory used to hold intermediate values of the
neural network activations, two buffers used to store input and output tensors,
the pointer to the model, a wrapper structs that hold pointers to data and
info about the data (tensor height, width, channels), all configured peripherals
(GPIO , DMA, USART), the instance of neural network.

2. Data Reception: Once the reception of the 2640 bytes (4 bytes per sample)
is completed, an interrupt is activated in which the structure of 660 float data
is saved. The flag that allows to start the inference is activated.

3. Standardization: Each float data is standardized. featurei = samplei − µi

σi

4. Inference: The inference of the standardized data is computed, and the value
of the sigmoid neuron output is saved.

5. Output Elaboration: The prediction is obtained through the threshold set
at the value of 0.25, and the result activates or deactivates a led depending
on whether the threshold value is exceeded or not. The flag that allows to
start the inference is deactivated.

The GPIO peripheral is used to drive the output signal for the LED, The USART
and DMA are used to receive data from the VNA in direct memory access mode.
Points 2 to 5 are iterated for each product.

Figure 4.1: Pictures of the Nucleo-F401RE board.
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4.3 Performance Comparison
A lower latency allows to have a higher production, the biggest production is
obtained at the maximum speed of the conveyor belt possible and without spacing
between products. Assuming that the distance between one jar and the next is
zero, in order to have a continuous flow of products on the conveyor belt at a speed
of 50cms−1 the maximum latency is 228.6ms if the jars are positioned along the
distance of 10.67cm, while it is 173.8ms if positioned along the distance of 8.69cm.
Another constraint to be respected is the size of the model, in fact it must be such
as not to exceed the limit of hardware resources of the microcontroller, much more
limited than that available in the VNA.

The performance metrics are acquired during a simulation of the operation of the
MIT-Food system.

Compression
Factor

ROM
{kib}

Relative
Memory
Reduction

Inference
Time
{ms}

Relative
Inference
Time

Increase

Recall
Loss

none 170276 - 3.767 - -
4 44580 73.80% 4.308 14.36% 1.67%
8 22500 86.78% 4.505 19.59% 2.51%

Table 4.1: The performance metrics of the Nucleo-F401RE system compared to its
two levels of compression of weights and biases.

Compression
Factor

ROM
{kib}

Relative
Memory
Reduction

Inference
Time
{ms}

Relative
Inference
Time

Increase

Recall
Loss

none 163840 - 10.030 - -
4 42008 74.36% 7.779 22.45% 3.03%

Table 4.2: The performance metrics of the VNA system compared to its level of
compression of weights and biases.

Although the reduction of the memory occupied in the case of a compression factor
4 is greater than 70% in both systems (even more than 85% in the compression
factor 8), as shown in tables 4.1 and 4.2, the fact of not having exceeded the limit
of available memory does not justify the choice of configurations that increase the
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inference time and degrade the recall.

To calculate the total latency of a specific configuration in a system, Tacq the acqui-
sition time of the scattering matrix, Tstd the time to perform the standardization
of samples, and Tled the time to send a signal to the led must be considered, which
respectively are Tacq = 50ms on average, Tstd = 28µs for the VNA, Tstd = 629µs
for the Nucleo, and Tled = 70µs.

To calculate the latency in the configurations of the Nucleo system there is also
the time necessary for the complete transmission of data from the VNA, since the
data are 660 and the UART transmission has a speed of 115200bit/s, the entire
transmission takes TUART = 183ms. So the latencies become:

TV NA = Taqc + Tstd + Tinference + Tled

= 50ms + 0.028ms + 10.03ms + 0.07ms

= 60.128ms

TNucleo = Taqc + TUART + Tstd + Tinference + Tled

= 50ms + 183ms + 0.629ms + 3.767ms + 0.07ms

= 237.466ms

The system with the best latency turns out to be the VNA, but it should be noted
that if the Nucleo system were able to acquire the scattering matrices through an
acquisition circuit there would be no TUART factor, which would reduce its latency
by 77% down to TNucleo = 54.466ms < TV NA = 60.128ms.
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Chapter 5

Conclusions

In this thesis it has been shown that it is possible to detect physical contaminants
inside a food product with the joint use of MWS and ML technology, resulting in a
system with less latency than a traditional MWI technology.
By training the network with a dataset comprising acquisitions of products at
10 frequencies in the range [9,11] GHz, a 3 folds CV MLP was obtained with a
recall of 99.84% and an accuray of 99.76%, while with the conveyor belt dataset
at two different speeds, no cases of FN misprediction have even been recorded,
proving that the best acquisition technique to train the neural network is with
10 frequencies. The latency of the implementation with the MLP in the VNA
system ensures continuous in-line production, while the micro controller does not
guarantee it, even if using a different data acquisition system the latency would
be reduced and it would be even more efficient than the VNA system. Therefore
MIT-Food prototype system has the potential to become a valid technique for the
recognition of contaminants in the production lines of food industrial companies.

Possible changes that would lead to further improvements and validation of the
MIT-Food prototype system are:

• To use larger datasets with different contaminants that may be present in
industrial environments and different conveyor belt speeds.

• To train a classifier for each antenna [20].

• To create an acquisition system that allows the microcontroller to eliminate
the latency due to UART communication. This would allow to lower the
prices of the system by several orders of magnitude, being the price of a VNA
in the thousands euros while that of a microcontroller around tens of euros

• To validate the behavior of the system on mediums other than hazelnut
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and chocolate spreadable cream, such as dairy products or non-homogeneous
products that are therefore formed by materials of different dielectric constants,
thus expanding the possible uses of the system.
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