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Abstract

In the last years, a great interest in precision agriculture field has developed. Tech-

nology strongly supports this strategy employing innovative concepts and tools to

assist farmers in agricultural processes management. Sensors, typically mounted on

UAVs (Unmanned Aerial Vehicles) or UGVs (Unmanned Ground Vehicles), play a

fundamental role in the described scenario since they allow an extensive evaluation

of the framed object with a high detail level.

In this context, the present thesis aims to analyze the data gathered through the

hyperspectral camera Rikola in an Astigian vineyard. The acquired images show

vine leaves affected by a typical vine disease, Peronospora, caused by a fungus,

Plasmopara viticola. The effect is the generation of spots on the leaves with the

consequent leaves necrosis, but damages can extend to branches and grapes. This

represents a loss of resources and therefore a reduction of production. For these

reasons, it is important to prevent or at least limit the expansion of Peronospora

in vineyards. Thanks to the continuous technological development, plants health

control and autonomous identification of several phenomena are becoming key oper-

ations. This thesis work is propaedeutic to the explained goals: an initial calibration

phase is applied in order to remove the influence of external factors on acquired data.

Then calibrated images are elaborated with machine learning algorithms to perform

a classification process, which leads to obtain a classifier able to identify Peronospora

effects on vine leaves and that can be employed in different applications.

I



Acknowledgments

This thesis work represents the conclusion of a difficult but not emotionless path.

It has been developed with the collaboration of PIC4SeR, Interdepartmental Center

for Service Robotics at Politecnico di Torino.

I would like to extend my sincere thanks to Prof. Andrea Maria Lingua, who guided

and assisted me throughout this study giving me the possibility to explore new and

interesting themes.

I am grateful to my family, always present and willing to support and encourage me

in every situation.

A special thought is dedicated to all my friends that shared every moment and

contributed to make these years wonderful.

II



Table of contents

Abstract I

Acknowledgments II

List of tables V

List of figures VI

1 Introduction 1

2 Materials and Methods 4

2.1 Remote Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.2 Hyperspectral camera Rikola . . . . . . . . . . . . . . . . . . . 9

2.2 Peronospora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Mapir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Geometric Calibration 16

3.1 Camera Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1.1 Intrinsic parameters . . . . . . . . . . . . . . . . . . . . . . . 18

3.1.2 Extrinsic parameters . . . . . . . . . . . . . . . . . . . . . . . 20

3.1.3 Distortion coefficients . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Image aquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.3.1 Bands separation . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3.2 Camera parameters estimation . . . . . . . . . . . . . . . . . . 25

III



3.3.3 Camera parameters elaboration . . . . . . . . . . . . . . . . . 26

3.3.4 Bands calibration . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.3.5 Bands combination . . . . . . . . . . . . . . . . . . . . . . . . 32

4 Radiometric Calibration 33

4.1 Digital Numbers, Reflectance . . . . . . . . . . . . . . . . . . . . . . 33

4.2 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2.1 Datasets identification . . . . . . . . . . . . . . . . . . . . . . 39

4.2.2 Calibration relation definition . . . . . . . . . . . . . . . . . . 42

4.2.3 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.3 Comparison among images results . . . . . . . . . . . . . . . . . . . . 48

5 Classification 51

5.1 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.1.1 Training and Classification . . . . . . . . . . . . . . . . . . . . 53

5.1.2 Accuracy estimation . . . . . . . . . . . . . . . . . . . . . . . 59

5.2 Porting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3 Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6 Conclusions 71

Bibliography 73

IV



List of tables

3.1 Acquisitions settings . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.2 Averaged intrinisic parameters: on the left top intrinsic matrix of

Sensor 1 is reported, on right top intrinsic matrix of Sensor 2, on

the bottom table with distortion coefficients for both Sensors. All the

values are averaged quantities. . . . . . . . . . . . . . . . . . . . . . . 31

5.1 Classes color code: this table indicates the classes selected in this

study, the color code associated to them and the identifier used in

ArcGIS Pro. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2 First group of settings selected to perform classification. . . . . . . . . 57

5.3 Second group of settings selected to perform classification. . . . . . . . 58

5.4 Accuracy measurements: these tables report the accuracy measure-

ments for all the tested cases on image ’Peronospora 2.bsq’: SVM-

500, RT-30,50,1000, SVM-0 and RT-30,500,0. For each of them,

training and verification ROIs are employed to estimate the accuracy. 63

5.5 Porting accuracy: these tables report the accuracy measurements ob-

tained after the Porting application on the image ’Peronospora 3’: the

same methods and their configuration tested in the previous section

are used, SVM-500, RT-30,50,1000, SVM-0 and RT-30,500,0. . . . . 66

V



List of figures

2.1 Electromagnetic spectrum: representation of the bands ranges. Energy

increases with frequency, inversely to the wavelength. [1] . . . . . . . 5

2.2 Active vs passive sensors: on the left a representation of an active

device is reported, which detects the reflected radiation that has been

emitted by itself. On the right, an example of a passive sensor that

exploits sunlight is represented. [2] . . . . . . . . . . . . . . . . . . . . 6

2.3 Acquisition modes: in the drawings, x and y are the spatial coordinates

of the pixels, while λ is referred to the wavelength axis. Figure A

corresponds to a BIP mode, Figure B to a BIL technique, Figure C

represents BSQ and Figure D corresponds to SS [3] . . . . . . . . . . 9

2.4 Rikola hyperspectral camera from DIATI at Politecnico di Torino . . 9

2.5 Fabry Perot interferometer: in the cavity formed by the two plates

several reflections occur and only specific components are transmitted

out of it. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.6 Fabry Perot interferometer modes: only specific wavelengths can be

transmitted. The selected ones depends on the cavity length. [4] . . . 11

2.7 Representation of the Plasmopara viticola life cycle: after the primary

infection, other multiple secondary infections can occurr. Then the

survival stage during winter. [5] . . . . . . . . . . . . . . . . . . . . . 12

2.8 Representation of Peronospora effects on vine leaves: on the left oil

spots in the upper side are shown, on the right oil spots in the lower

side [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.9 Mapir panel: target object with reference values [7] . . . . . . . . . . 15

VI



3.1 Extrinsics and intrinsics trasformation: from 3D to 2D. External pa-

rameters connect the 3D coordinates of the real world and the camera.

The transformation in the 2D dimension is performed by the intrinsic

parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 Transformation of the real object in an image. Relation between object

space and image space [8] . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3 Skew representation: the blue drawing represents the original pixel

matrix, where x and y axis are perfectly perpendicular. The red rectan-

cle shows the effect of the skew parameter, since the two axes are not

orthogonal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.4 Extrinsics: rotation and traslation are applied passing to the camera

coordinate system. [9] . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.5 Effect of radial distortion: on the left the image not affected by dis-

tortion is represented; the center figure shows the barrel effect that

characterizes the image; on the right pinchusion effect affecting the

image is shown. [10] . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.6 Radial distortion behavior: on the left a typical barrel behavior is pre-

sented, characterized by negative values of the distortion parameter;

on the right the pincushion behavior with radial distance is shown,

characterized by positive values of the radial distortion [11] . . . . . . 21

3.7 Tangential distortion is caused by a missed alignment of the sensor

with respect to the lens [12] . . . . . . . . . . . . . . . . . . . . . . . . 22

3.8 Radial and tangential distortion effect: the observed point does nort

correspond to the predicted one. [13] . . . . . . . . . . . . . . . . . . 22

3.9 Checkerboard panel: it is the object of the acquisitions. [14] . . . . . . 24

3.10 Extrinsics: on the left camera-centric view is shown, hence all the

panel positions with respect to the camera appear. On the right pattern-

centric configuration is represented: it corresponds to the performed

case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.11 Focal length vs wavelength: two distinct groups are visible. The blue

points are referred to Sensor 1, the green ones to Sensor 2 . . . . . . 27

VII



3.12 Principal point vs wavlength: two groups can be identified. The blue

ones characterize the Sensor 1 and are more spread around the aver-

age value, while the green set is referred to the Sensor 2 and appear

more compact. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.13 Skew vs wavlength: blue points belong to Sensor 1, green points to

Sensor 2. No great differences between the two groups are visible. . . . 29

3.14 Radial distortion vs pixel distance: a behavior typical of barrel effect is

visible. As the pixel is near to the edge (i.e. pixel distance increases),

the distortion is more visible. Sensor 1 presents an higher distortion

with respect to Sensor 2. . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.15 Radial distortion effect on ’Image 5.tif ’: on the left the distorted im-

age is reported, with a barrel effect, on th right the undistorted image

is presented. The latter appears perfectly calibrated. . . . . . . . . . . 32

4.1 Radiance parameters: θ represents the angle that the sensor forms

with the normal direction, dω is the corresponding solid angle and dA

is the area framed by the camera.[15] . . . . . . . . . . . . . . . . . . 34

4.2 Radiometric calibration steps: the first one aims to convert DN values

stored in memory in values of radiance/reflectance mesured by the

sensor. The second removes the atmospheric contributions leading to

the real quantity related to the object. . . . . . . . . . . . . . . . . . . 36

4.3 Hypercube: x and y are spatial coordinates, while z is the spectral

dimension. [16] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.4 Spectral signature of the four Mapir target regions, therefore behavior

of reference reflectances of Mapir panel in function of wavelength.

The yellow curve is associated with the white region, the red one to

the lighter grey, the light blue is related to the dark grey and the blue

line to the black area. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.5 ROIs selected in the image acquired with an integration time equal to

40 ms. The color code is the same described before. . . . . . . . . . . 40

4.6 DNs behavior versus wavelength: the average digital numbers for each

region is plotted for each band. The curves are irregular. . . . . . . . 41

VIII



4.7 Calibration line in band 14. Violet points are the four couples, while

green ones are the corrsponding values belonging to the line. They

can be seen clearly as distinct. . . . . . . . . . . . . . . . . . . . . . . 42

4.8 Calibration line in band 84. Violet points are the four couples, while

green ones are the corrsponding values belonging to the line. In this

case they coincide. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.9 On the top RMSE reresentation, on the bottom R2 both in function

of wavelength. The behavior is uniform and presents optimum values

except for the range [550 - 621]nm. . . . . . . . . . . . . . . . . . . . 45

4.10 Calibrated reflectance values versus wavelength: for each band, av-

erage reflectance calculated with the LRM method is found in each

target region. This behavior corresponds to the reference one. . . . . . 47

4.11 RMSE for each image: the behavior is the same for each image but

RMSE gets worse values as integration time increases. . . . . . . . . 48

4.12 R2 for each image: the behavior is the same for each image but R2

gets worse values as integration time increases. . . . . . . . . . . . . . 49

4.13 Calibrated reflectances behavior along wavelengths: the top left figure

is referred to the image ’Peronospora 1.bsq’, acquired with an inte-

gration time equal to 30 ms; the top right plot is related to ’Per-

onospora 3.bsq’ (integration time of 50 ms); the bottom left figure has

been obtained for ’Peronospora 4.bsq’ (integration time of 60 ms); the

bottom right corresponds to the image ’Peronospora 5.bsq’, acquired

with an integration time of 70 ms. . . . . . . . . . . . . . . . . . . . . 50

5.1 Machine learning scheme: the initial step consists in training the

algorithm with specific input data and leads to build a predictive model.

Then, this model can be exploited to predict the new data given to the

machine [17]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.2 Training ROIs: several shapes are created for each class. The machine

builds a model based on these indications, taking into account the

spectral signature of the involved pixels. . . . . . . . . . . . . . . . . . 54

IX



5.3 SVM binary classes problem representation: an hyperplane divides

the two datasets with the maximum margin from the support vectors.

There are many other possible solutions to separate the two groups,

but they are not optimal since they do not minimize errors. . . . . . . 55

5.4 RF representation: several subsets of training data are extracted and

associated to a different decision tree. Each of them takes decisions

and the final result is defined based on a major voting method, so

considering the most frequent outcome of each tree. . . . . . . . . . . 56

5.5 Classified image ’Peronospora 2.bsq’: on the left the result of classifi-

cation performed with the SVM-500 algorithm is shown; on the right

the outcome obtained through the RT-30,50,1000 method is visible.

Color code is coherent with the Table 5.1 . . . . . . . . . . . . . . . . 57

5.6 Classified image ’Peronospora 2.bsq’: on the left SVM-0 classified

outcome is reported; on the right the image elaborated with the RT-

30,500,0 algorithm is shown. . . . . . . . . . . . . . . . . . . . . . . . 59

5.7 Confusion matrix in case of two classes: the true values represent the

points correclty classified, while false ones are associated to classifi-

cation errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.8 Accuracy points: 500 points are selected from two groups of ROIs,

one used for training and the other for verification. . . . . . . . . . . 61

5.9 Confusion matrix ’Peronospora 2.bsq’: on the diagonal the correctly

classified points are indicated. The other cells contain the number of

misclassified samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.10 Porting on image ’Peronospora 3.bsq’: both SVM and RF algorithms

are employed, with the configuration indicated in the Table 5.2 . . . . 65

5.11 Porting on image ’Peronospora 3.bsq’: both SVM and RF algorithms

are employed, with the configuration indicated in the Table 5.3 . . . . 66

5.12 Porting on image ’Peronopora 5.bsq’: the image represents the best

case, obtained with SVM-500 method. The classification does not

respect the real features. . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.13 Vineyard row represented with Mapir panel . . . . . . . . . . . . . . . 69

X



5.14 Classification of a vineyard row: the image on the left is the result

of the application of the SVM method, while the image on the right

reports the classification performed with RT. . . . . . . . . . . . . . . 70

XI





Chapter 1

Introduction

Precision agriculture is the science of improving efficiency in fields employing ad-

vanced technology sensors and analysis tools, providing support to farmers in their

business [18]. One of the main goals of this discipline is to observe the spatial and

temporal variability of the factors that influence the agricultural production process,

in order to improve the input efficiency in the dynamic management of the process.

It means that a better solution can be found with the same amount of resources or

the same solution with fewer inputs [19]. Therefore, there is a strong correlation

between the fundamentals on which precision agriculture is based and the modern

effort for reducing the environmental impact of agriculture.

This strategy is being adopted globally, in particular where technology is more ad-

vanced. At European level, several legislations are being made to provide standards

and policies for precision agriculture applications. This aims to raise awareness of

the themes of sustainability and climate change. In particular with the CAP 2014-

2020 (Common Agricultural Policy), support is provided to precision agriculture:

this field meets the measurements decided to focus the attention on resource ex-

ploitation, without excessive waste, and environment safeguard [20][21].
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1 – Introduction

Agricultural systems dynamicity is taken into account since it is the origin of the

variability of the responses to the productive factors. Temporal variability makes

it possible that some operations can have different consequences during the years.

Similar reasoning can be applied to spatial variability since different areas or cul-

tures can react in different ways to the same intervention. It is important to monitor

this variability and therefore to modulate the operations in order to improve and

optimize processes results [19].

Hence, precision agriculture makes use of technology, which allows realizing the pre-

sented purposes. In the last years, digital innovations are playing a fundamental

role in making agriculture a more competitive and sustainable field. Technological

development is leading to new concepts, methods and tools that increase production

efficiency [22].

Positioning systems, like Global Navigation Satellite Systems, allow a great accuracy

in performing operations such as cultures management or autonomous navigation,

relevant for precision agriculture.

Large improvements concern also sensor technologies. In particular optical sensors

exploit remote sensing techniques to monitor plants status with a very high reso-

lution such that nowadays it is possible to extract information from a single plant.

They are able to detect radiations related to the object along all the electromag-

netic spectrum, subdivided into several bands. Acquired and elaborated data can

be easily exchanged through an internet network (IoT). With the evolution of wire-

less networks and transmission protocols, an increasing global interest is shown [22].

Since gathered information is generated in large volume, the rapid development of

big data analysis and artificial intelligence is used to manage them [23]. Indeed,

thanks to machine learning and deep learning methods, autonomous learning and

decisions can be taken by the devices, providing large support to farmers. Hence

the interaction between man and technology is becoming more and more substantial

also in agricultural environments and many applications are being found to improve

their management.
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1 – Introduction

This thesis works in this context and the performed analysis is functional to reach

the goals mentioned above. In particular, the used sensor is a hyperspectral camera

that acquires images on ninety-seven bands. After subjecting them to calibration

processes, with the purpose of making them independent of external factors, the

calibrated images are then analyzed to apply several classification methods. In this

specific case, the aim is to recognize the plant disease called Peronospora. Its prin-

ciple is a fungus, called Plasmopara viticola, that affects vine leaves, but symptoms

can occur also on grapes and branches. This leads to a loss in terms of products

quality and cultures quantity, but also to a general decay of the cultures that become

more susceptible to other diseases [24]. It is very important to limit the expansion

of Peronospora in order to avoid these consequences and technology can help in this

purpose.

All the steps are described in the current document following the structure indi-

cated now. Chapter 2, ”Material and Methods”, reports the devices necessary for

the work. In particular, details on the hyperspectral sensor used to acquire images

on the field are explained and information about the Mapir panel is presented. Some

theoretical concepts concern remote sensing and Peronospora vine disease. Then the

implemented steps are described. Chapter 3, ”Geometric Calibration”, analyzes the

operations performed on acquired images to remove distortions due to the camera;

it is the first pre-processing applied method. Chapter 4, ”Radiometric Calibration”,

reports the second pre-processing procedure applied to the acquired images. It is

meant to remove any dependence on the external world of the information contained

in the image. Chapter 5, ”Classification”, describes different methods to perform

classification exploiting machine learning algorithms. The purpose is to train the

machine to learn and recognize the Peronospora symptoms on vine leaves. The last

chapter, ”Conclusions”, analyzes the final results and the possible evolution and

applications of the project.

3





Chapter 2

Materials and Methods

The present chapter has the purpose of illustrating the basic concepts and principles

on which this study relies, in order to introduce an extensive view and provide a

scenario for this work. Moreover, several devices have been used to actuate the

followed procedure: their functionality is described in this chapter.

2.1 Remote Sensing

Remote sensing is the process of detecting and monitoring the physical character-

istics of an area by measuring its reflected or emitted radiation at a distance [25].

Sensors gather data and acquire images exploiting the spectral content of the ra-

diation. They are typically mounted on satellites, drones or airplanes to observe

the region below and characterize surfaces and objects. Thanks to the improvement

of technology, this discipline is having a large success for several and different em-

ployments. Precision agriculture is one of the fields strongly supported by remote

sensing: indeed, high resolution and precision are required in its applications, for

example crop monitoring, irrigation, yield prediction nutrient application and dis-

ease treatment [23].

Analyzing the principles of remote sensing, it is important to specify and deepen the

concept of electromagnetic spectrum. It represents the range of all the possible fre-

quencies of the radiation, generated by the electromagnetic field, with the respective

4



2 – Materials and Methods

energies. The higher the frequency ν associated with the wave is, the more signif-

icant the energetic content appears. The spectrum can be analyzed also in terms

of wavelength λ, a parameter that is inversely proportional to the frequency. Seven

regions can be identified, depending on the source of the waves and their effect on

the materials:

❼ gamma-rays: λ < 10 pm

❼ x-rays: λ ∈ [10 pm, 10 nm]

❼ ultraviolet: λ ∈ [10 nm, 400 nm]

❼ visible light: λ ∈ [400 nm, 750 nm]

❼ infrared: λ ∈ [750 nm, 1 mm]

❼ microwaves: λ ∈ [1 mm, 10 cm]

❼ radio waves: λ > 10 cm

Figure 2.1: Electromagnetic spectrum: representation of the bands ranges. Energy
increases with frequency, inversely to the wavelength. [1]
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2 – Materials and Methods

2.1.1 Sensors

Remote sensing is possible thanks to the use of sensors. These devices are able to

detect the electromagnetic radiation reflected by the matter; this phase, followed by

a post-processing procedure on acquired data, allows obtaining areas and objects

information through the interpretation of spectral characteristics [16].

Sensor acquisition represents the first step of the explained process. Radiation re-

flected by an object is captured: depending on the exploited incident radiation

source, a first distinction between sensors can be done [26]:

❼ passive sensors: the energy source is represented by the sun, which radiates

the surfaces with all the frequencies of the electromagnetic spectrum. Another

example of a natural source is related to the temperature of the target objects,

which can be considered typically in infrared wavelengths. These characteris-

tics make the acquisition strongly dependent on external conditions.

❼ active sensors: these sensors are able to transmit a light source or pulses, which

represent the incident rays on the surfaces, and then they detect the reflected

radiation produced by the targets. These devices are more complex than

the previous ones since they need the equipment to provide the transmitting

radiation.

Figure 2.2: Active vs passive sensors: on the left a representation of an active device
is reported, which detects the reflected radiation that has been emitted by itself. On
the right, an example of a passive sensor that exploits sunlight is represented. [2]

6



2 – Materials and Methods

When the wave is acquired, data pass through an elaboration step, where col-

lection and normalization processes are applied in order to remove dependence on

external factors such as atmospheric phenomena. This process leads obtaining the

spectral signature, a curve that represents the radiation reflected by the surface with

respect to frequency. Its variation in time and space is observed and interpreted al-

lowing the identification of surfaces and areas under analysis. The creation of maps

is also an application of this procedure [27].

The precision and detail level that a sensor can reach is related to the concept

of resolution [28] [29] [30]. Four factors can influence the realized measurements:

❼ spatial resolution: it corresponds to the finite dimension of the pixel recog-

nizable in the acquired image. The flight altitude is strongly related to this

characteristic: systems more distant from the targets can not provide a high

detail level.

❼ temporal resolution: it refers to the measurement of the frequency spent by the

sensor to revisit the same part of the observation area, which in other words

means the number of the same acquisitions in a defined time. This feature is

related in particular to satellites applications.

❼ spectral resolution: it describes the width, and consequently the number, of

the spectral bands captured by the sensor in the electromagnetic spectrum.

The narrower the wavelength range is, the better the resolution becomes and

the information detailed.

❼ radiometric resolution: it is related to the number of bits used to record the

radiation information. Indeed, the number of discrete levels that describe the

object raises as the number of bits increases. This is related to better sensor

resolution.

L = 2Nb

7



2 – Materials and Methods

Depending on the number of acquired bands, there are four techniques to obtain

data from a given target [22] [3] :

❼ RGB sensors: they work in the visible light range of the spectrum, typically

represented by red, green and blue bands. This technique is not enough to

provide certain physical and chemical properties, therefore its use is limited

to few applications.

❼ multispectral sensors: they work in some spectral bands, typically from 5 to

10, in the range 400-1000 nm. The spectral resolution is not optimal yet,

bandwidth is of the order of 100 nm.

❼ hyperspectral sensors: these cameras are used when a high spectral detail level

is required. Indeed, more than 100 bands can be acquired, since the width of

each band is of the order of some nm. They allow capturing object properties

that are not visible to the human eye. As a consequence, more applications

can be found.

❼ thermocameras: they work in the thermic infrared (7500-13500 nm) and are

able to map object temperature so that each pixel value is related to the

temperature of the section.

Hyperspectral sensors can sense the physical and chemical parameters of a specimen

with a higher level of detail. Depending on the acquisition mode, different types can

be distinguished [3].

❼ point scanning (BIP): it acquires images pixel by pixel storing information

interleaving bands. Therefore a band interleaved by pixel cube is obtained.

❼ line scanning(BIL): it works similarly to the BIP method but is proceeds line

by line instead of pixel by pixel.

❼ plan scanning (BSQ): it acquires all the x-y pixels and stores the entire plan

for each band.

❼ single shot: it acquires all the spatial and spectral information at a once. It is

a more recent technique.
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2 – Materials and Methods

Figure 2.3: Acquisition modes: in the drawings, x and y are the spatial coordinates
of the pixels, while λ is referred to the wavelength axis. Figure A corresponds to a
BIP mode, Figure B to a BIL technique, Figure C represents BSQ and Figure D
corresponds to SS [3]

2.1.2 Hyperspectral camera Rikola

The hyperspectral camera Rikola is the sensor employed for the project. This device

is designed by the VTT Technical Research Centre of Finland and produced by Senop

[14].

Figure 2.4: Rikola hyperspectral camera from DIATI at Politecnico di Torino

It is composed of two different CMOS sensors [31]: the former works on bands

in the near-infrared (NIR), from 643 nm to 902 nm, while the latter acquires part

of the bands in the visible light, from 505 nm to 636 nm.
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Another important component is the Fabry-Perot interferometer: this device is rep-

resented by two parallel partial reflective surfaces that form a cavity, called air gap,

between them. The distance can vary and it is controlled by piezoelectric actuators

[14]. When the electromagnetic radiation hits the first plate, it is partly reflected

and partly transmitted. The latter component enters the cavity and the same be-

havior occurs when it affects the second plate. A series of reflections starts in the

cavity and the different waves sum up based on their phase.

There can be two extreme conditions: constructive interference, when the radiations

are in phase and are totally transmitted through the surface, and destructive inter-

ference, when the waves are out of phase and null themselves. Hence it is a selective

process since only specific frequencies can pass over. In particular, this condition

occurs when a precise relation between wavelength and cavity length is respected

[32].

N · λ = Lc, N = 1,2,3

Figure 2.5: Fabry Perot interferometer: in the cavity formed by the two plates several
reflections occur and only specific components are transmitted out of it.
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Figure 2.6: Fabry Perot interferometer modes: only specific wavelengths can be trans-
mitted. The selected ones depends on the cavity length. [4]

Those wavelengths are in resonance with the cavity, the others are eliminated.

Varying the distance between the plates, the resonant wavelength changes.

Hence, the radiation passes through the optical assembly, it is filtered with the

interferometer and then it is directed to one of the two CMOS sensors. Rikola

hyperspectral camera is also provided with a GNSS receiver for georeferencing pur-

poses and with an irradiance sensor used for radiometric calibration.

For this study, the camera has been used to acquire images along 97 bands, from

505.84 nm to 902.39 nm. The spectral resolution is therefore about 4 nm. Image di-

mension is 1010 x 1010, data are stored in floating-point notation and the acquisition

is in DAT format.
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2.2 Peronospora

In this thesis work, images that represent vine leaves affected by Peronospora are

captured through sensors. Peronospora is a typical vine disease that can cause huge

damages to cultures and farmers’ business. The causal agent is the Plasmopara viti-

cola, a fungus that originated from North America and lives mainly in humid areas.

It is characterized by a polymorphism of its spores [5], therefore the biological cycle

of the Plasmopara viticola includes a sexual stage and an asexual stage: the former

ensures the survival of the pathogen over winter and is related to the primary infec-

tion in spring, while the latter is responsible for the successive secondary infection

cycles that occur in the host-growing season [33]. The entire life of his pathogen is

strongly influenced by external meteorological conditions, indeed humidity plays a

fundamental role in the fungus generation and survival. The temperature must be

relatively high in the infection phases and abundant rainfalls must occur: thanks to

the wind and rainwater the spores infect the cultures.

Figure 2.7: Representation of the Plasmopara viticola life cycle: after the primary
infection, other multiple secondary infections can occurr. Then the survival stage
during winter. [5]
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When the plant is affected by the Plasmopara viticola, symptoms can appear on

all the herbaceous organs. In particular, leaves start showing several spots on the

upper side: they can be quite big, yellow and translucid, called oil spots, or smaller,

chloritic and located especially on veins, organized as in a mosaic [6]. In the lower

side of the leaf, in correspondence with these spots, a white mycelial felt appears,

mainly in conditions of high humidity. The consequence of this pathology is leaf

necrosis, desiccation and the premature fall.

Figure 2.8: Representation of Peronospora effects on vine leaves: on the left oil spots
in the upper side are shown, on the right oil spots in the lower side [6].

Plasmopara viticola can also attack grapes and branches, causing their browning,

curvation and the development of the white mold.

It is easy to understand that such disease generates a lot of problems and damages:

first of all a general decay of the plants’ health occurs, plants which become more

susceptible to other diseases. As a consequence, worse quality of produced wine is

encountered, but in the worst cases, a huge loss in terms of vine plants quantity is

caused [6].
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Therefore, it is important to limit the diffusion of the Peronospora in the vine-

yards by applying the correct products to fight it. The preventive actions to avoid

its appearance consist especially in applying uniformly and externally fungicides

that act in contact with the plant: this treatment must be done before the infection

begins, so that a chemical barrier is formed. If the fungus is already present, cura-

tive substances are used that are able to penetrate the plant tissues and stop the

incubation of Plasmopara viticola [6].

It is important to avoid overexploitation of these phytosanitary products: envi-

ronment sustainability is becoming a fundamental concept and the excessive use of

chemical substances goes against this practice. It is necessary to localize the problem

and adopt precision strategies to fight diseases without affecting the environment

and wasting resources. Precision agriculture is as a consequence a fundamental field

that is developing very fast thanks to the help of technology.

2.3 Mapir

The images acquired for this study represent vine leaves affected by Peronospora.

Before proceeding with the classification, images must be calibrated. In particular,

one step is the radiometric calibration, which aims to convert the information con-

tained in the image as Digital Numbers in terms of radiation reflected by the surface.

This is necessary to obtain normalized values such that external parameters do not

influence the measurements.

In order to apply this technique, a target object is needed in the acquisitions, whose

surface reflected radiation values are known.

The target object is represented by the Mapir panel [7], whose dimensions are 31.75

x 25.4 x 3.18 cm. It is composed of four regions in felt of different colors mounted

on plastic support: black, dark grey, light grey, white.
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Figure 2.9: Mapir panel: target object with reference values [7]

Reflectances corresponding to these four regions have been measured in a pre-

vious phase with a spectrophotometer and used as reference values. Thanks to

the target material’s diffuse properties, any camera orientation during acquisition

is valid for good results. Indeed, the Mapir panel is a Lambertian surface, which

means that reflects the incident light homogeneously in all directions.
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Chapter 3

Geometric Calibration

The image acquisition through a sensor is usually followed by pre-processing pro-

cedures. One of them is the geometric calibration, which will be illustrated in this

chapter: indeed, cameras produce distortions on the captured image.

Geometric calibration aims to determine the geometric properties of the used cam-

era, such as intrinsic and extrinsic parameters, which will be explained in the first

section to better understand the nature of the distortion. After this step, the cor-

rection of the images can take place, taking into account the sensor characteristics.

All the followed steps will be shown in the proper section of this chapter.

3.1 Camera Parameters

The algorithm to determine camera parameters is based on the model proposed

by Jean-Yves Bouguet, which takes into account a pinhole camera model and lens

distortions [9]. Indeed, an ideal pinhole camera does not have lenses and therefore

it does not include a distortion model. In order to represent a more real camera,

the latter must be considered.

A pinhole camera is a simple camera that does not have lenses but presents a

single small aperture. Light rays pass through the aperture and project an inverted

image on the opposite side of the camera [9]. The pinhole camera parameters are

represented in a matrix, called camera matrix, which maps the 3D object in a 2D

image. It includes extrinsic and intrinsic parameters: the former represent a rigid
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transformation from the 3D world coordinate system to the 3D camera coordinate

system, while the latter represent the projective transformation from the 3D camera

coordinates into the 2D image [9].

Figure 3.1: Extrinsics and intrinsics trasformation: from 3D to 2D. External pa-
rameters connect the 3D coordinates of the real world and the camera. The trans-
formation in the 2D dimension is performed by the intrinsic parameters.

Hence, in order to perform this operation, equations that relate the real and

physical world to the virtual one represented in an image are needed [9].

w[x y 1] = [X Y Z 1]P

The first vector contains the image coordinates and the second vector represents

the world coordinates. Analyzing the other parameters that appear in the equation,

the variable w is a scale factor, while P is constituted by the following quantities:

P = [R t]K

K represents the intrinsic matrix that contains all the intrinsic parameters and R

and t are respectively extrinsic rotation and translation.

All these parameters are explained in detail in the following sections.
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3.1.1 Intrinsic parameters

As explained before, intrinsics are those parameters that connect the pixels coordi-

nates to the coordinates system of the camera [34].

It is necessary to consider the situation in the figure below.

Figure 3.2: Transformation of the real object in an image. Relation between object
space and image space [8]

An image space is associated to the real space. Each point of the framed ob-

ject(A, B) corresponds to a point in the image space(A’, B’). If straight lines are

traced to connect the point couples, they all meet in a single point O called per-

spective center. Its projection on the image plane is the principal point (P). The

distance between the perspective center and the image plane is the focal length [8].

Principal point and focal length are two intrinsic parameters: they are both ex-

pressed in two coordinates in the intrinsic matrix, considering the x and y compo-

nents and the former is usually at the center of the image.
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The other intrinsic is the skew, which represents how much the two axes are not

perpendicular.

Figure 3.3: Skew representation: the blue drawing represents the original pixel ma-
trix, where x and y axis are perfectly perpendicular. The red rectancle shows the
effect of the skew parameter, since the two axes are not orthogonal.

The instrinsic matrix results like this:fx 0 0

s fy 0

cx cy 1


where cx and cy are the coordinates of the principal point, fx and fy are the fo-

cal distance normalized with respect to the pixel dimensions and s is the skew.

fx = F/px fy = F/py s = fx · sin(α)
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3.1.2 Extrinsic parameters

Extrinsics define the position and orientation of the coordinate system of the camera

with respect to the coordinate system of the world [34].

In order to describe the relation between these two reference systems, a rotation

matrix 3x3 and a translation vector 3x1 are used. The center is the principal point.

Figure 3.4: Extrinsics: rotation and traslation are applied passing to the camera
coordinate system. [9]

3.1.3 Distortion coefficients

These are intrinsic parameters due to the presence of lenses that do not take part

in the intrinsic matrix since the ideal model does not include lenses. But for a real

and complete scheme, they must be considered.

The first contribution is the radial distortion. It occurs when light rays bend more

near the edges of a lens than they do in the center. It is described through three

coefficients, k1, k2, k3 that relate the ideal coordinates to the distorted ones:

xdistorted = xundistorted · (1 + k1 · r2 + k2 · r4 + k3 · r6)
ydistorted = yundistorted · (1 + k1 · r2 + k2 · r4 + k3 · r6)

where r is the radial distance (
p
x2 + y2) and x and y are the pixel coordinates

translated to the optical center and normalized with respect to focal length [9].
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Depending on the sign of the radial distortion, different effects can affect the image:

if it is negative, a barrel effect is obtained, otherwise, if it is positive, a pincushion

behavior is visible [35].

Figure 3.5: Effect of radial distortion: on the left the image not affected by distortion
is represented; the center figure shows the barrel effect that characterizes the image;
on the right pinchusion effect affecting the image is shown. [10]

Considering the radial distortion behavior to the variation of radial distance, the

typical curves are shown below.

Figure 3.6: Radial distortion behavior: on the left a typical barrel behavior is pre-
sented, characterized by negative values of the distortion parameter; on the right the
pincushion behavior with radial distance is shown, characterized by positive values
of the radial distortion [11]
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The second contribution, usually negligible, is the tangential distortion, which

occurs when the lens and the image plane are not parallel.

Figure 3.7: Tangential distortion is caused by a missed alignment of the sensor with
respect to the lens [12]

The phenomenon is described through two coefficients p1, p2 that are used in

the equations to model the distortion:

xdistorted = xundistorted + [2 · p1 · x · y + p2 · (r2 + 2 · x2)]
ydistorted = yundistorted + [p1 · (r2 + 2 · y2) + 2 · p2 · x · y]

Both the distortion contributions can be represented as in the Figure 3.8: the radial

distortion produces a shift of the points in a radial direction, while the tangential

distortion moves the point along a circumference arc.

Figure 3.8: Radial and tangential distortion effect: the observed point does nort
correspond to the predicted one. [13]
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3.2 Image aquisition

In this thesis work, the geometric calibration is applied to a set of 13 images acquired

in the Laboratorio Di Fotogrammetria, Geomatica e GIS in the DIATI(Dipartimento

di Ingegneria dell’ambiente, del Territorio e delle infrastrutture) at the Politecnico

di Torino. The operation has been performed in an indoor environment with un-

controlled light conditions. It is important to underline that the named images do

not represent the core of this study, so the Peronospora phenomenon; indeed, the

purpose is to describe the procedure and the fundamental steps to perform the ge-

ometric calibration and comment the obtained results.

The acquisition is performed connecting the camera to the USB port of a computer.

Thanks to the use of the software HyperSpectralImager v2.1.4, it was possible to se-

lect the image resolution and the number of bands, therefore the spectral resolution.

Moreover integration time has been set according to the illumination condition of

the environment. All these characterisitcs are summarized in the table below.

Image resolution 1010 x 1010

Pixel dimensions 5.5 µm

Number of bands 97

Spectral resolution 4 nm

Range of bands [505.84, 902.39] nm

Integration time 1200 ms

Table 3.1: Acquisitions settings

A preliminary operation is the dark current test, necessary when a new integration

time is set to estimate the effect of temperature. A black and small panel covers the

camera lens so that light is not sensed.

The acquisitions have been made framing a checkerboard panel whose minimum

square is 10 cm long.
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Figure 3.9: Checkerboard panel: it is the object of the acquisitions. [14]

Several frames have been adopted to capture the panel: five images were taken

placing the sensor almost at the same height of the floor and five considering the

camera at a height equal to about 1.50 m. The five positions were obtained by

moving the Rikola device to the extreme left of the panel and then to the left,

center, right and extreme right. Then the sensor was settled at an intermediate

height between the two selected before and 3 images were taken: left, center, right.

3.3 Procedure

Camera parameters include intrinsic, extrinsic and distortion coefficients. In order

to estimate the camera parameters, it is necessary to have 3D world points and

their corresponding 2D image points. These correspondences can be gotten using

multiple images of a calibration pattern, such as a checkerboard [9].

This thesis work aims to evaluate the intrinsic parameters of the hyperspectral cam-

era Rikola in order to correct the hyperspectral images and remove the distortions

due to the device.

The images have been acquired in DAT format and converted in TIF format in order

to be elaborated. The operation has been performed exploiting the ENVI software

that is able to open DAT files.
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The following steps have been executed in MATLAB R2021a and can be identi-

fied in:

❼ bands separation for each image

❼ camera parameters estimation for each band

❼ elaboration of the obtained parameters

❼ calibration of each band

❼ reconstruction of the images combining all the bands

3.3.1 Bands separation

Each TIF image contains information on 97 bands, but, for geometric calibration

purposes, each band must be processed separately. In this way, a more consistent

estimation of the camera parameters can be obtained. Therefore a first operation

consists in dividing each image into bands and saving each band as a TIF file.

3.3.2 Camera parameters estimation

In order to proceed with the other steps, a Matlab application, called Camera Cali-

brator, is used. It requires the package Image Processing and Computer Vision and

is able to estimate the camera parameters starting from an image as input. The

provided code is extended according to the project specifications.

In particular, the functions work on one set at a time of images belonging to the

same band: therefore each set is composed of 13 images, one for each acquisition,

and the total number of sets is 97, corresponding to the number of bands.

The algorithm detects a checkerboard pattern in the group of images provided as an

array of files, based on the square size of the panel, and then generates checkerboard

corners location in the world reference system.

Camera parameters are therefore estimated: in particular, both extrinsic and intrin-

sic quantities are provided, but also distortion coefficients.
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3.3.3 Camera parameters elaboration

Regarding the extrinsic quantities, a 3D visualization is provided: in particular, two

types of view can be requested. One is called pattern-centric, which shows the sev-

eral positions of the camera with respect to the panel, whose location is maintained

fixed. The other is camera-centric, which instead represents the pattern position

with respect to the camera which remains in the same location. In this case, the

real acquisition corresponds to the pattern-centric mode.

Figure 3.10: Extrinsics: on the left camera-centric view is shown, hence all the panel
positions with respect to the camera appear. On the right pattern-centric configura-
tion is represented: it corresponds to the performed case.

In this study, more attention is paid to the intrinsics: principal point and focal

length are reported in pixel measurement unit and both with an x and y component.

For the principal point, it is an intuitive notation; regarding focal length, it is used

since the reported value is actually the focal length normalized with respect to the

two pixel’s dimensions.

It is possible to choose whether the skew calculation is needed, as well as the tan-

gential distortion coefficients. Moreover, the number of coefficients that describe

the radial distortion can be decided (2 or 3). In this study, all these parameters are

calculated for each band and some analysis is performed.
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Considering the focal length, the average value in mm between the x and y compo-

nent is computed and its behavior with bands variation is plotted, as shown in the

Figure 3.11.

Figure 3.11: Focal length vs wavelength: two distinct groups are visible. The blue
points are referred to Sensor 1, the green ones to Sensor 2

As visible, two separated groups of points can be identified in the graph. This is

due to the presence of two sensors in the Rikola hyperspectral camera. Indeed, they

present slightly different features, that are clearly distinct here. The blue points re-

fer to Sensor 1 and their values belong to the range [8.8-8.83] mm; the green points

are associated with Sensor 2 and are in the interval [8.86-8.9] mm.
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Regarding the principal point, the performed analysis consists in plotting the two

components, y in function of x, considered in mm. The y component is called η0,

while the x component is written as ξ0.

Figure 3.12: Principal point vs wavlength: two groups can be identified. The blue
ones characterize the Sensor 1 and are more spread around the average value, while
the green set is referred to the Sensor 2 and appear more compact.

The figure shows that they are organized into two clusters. The blue ones belong

to Sensor 1, while the green ones to Sensor 2: average values are therefore slightly

different and correspond respectively to 2.835 mm and 2.885 mm. Points associated

with Sensor 1 are more spread and present more different values among them.
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The last intrinsic parameter that appears in the intrinsic matrix is the skew. Verify-

ing its behavior against bands, it can be noticed that there are no evident differences

between behavior characterizing Sensor 1 and Sensor 2.

Figure 3.13: Skew vs wavlength: blue points belong to Sensor 1, green points to
Sensor 2. No great differences between the two groups are visible.

Further studies can be performed on distortion coefficients. In particular, only

radial distortion is taken into account in this analysis since the tangential one is

very small and can be considered negligible.

The radial component affects mainly the edges of an image. For verifying this be-

havior, it is plotted against the distance of each pixel from the optical center.
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It is necessary to previously define the radial distance, expressed, for each sensor, as

r =
q

(dx
fx

)2 + (dy
fy

)2

where fx and fy are the averages between all the bands, distinct for the two sensors,

of the focal length in pixel values given by the calibration, and dx and dy the pixel

distances.

Therefore the radial coefficient has been calculated for each sensor as [14]:

f r = k1 · r3 + k2 · r5 + k3 · r7

where the k1, k2, k3 are the averages between all the bands of the obtained co-

efficients, considering the two groups related to each sensor.

Figure 3.14: Radial distortion vs pixel distance: a behavior typical of barrel effect is
visible. As the pixel is near to the edge (i.e. pixel distance increases), the distortion
is more visible. Sensor 1 presents an higher distortion with respect to Sensor 2.
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As the theory says, when the pixel distance from the principal point increases,

the radial distortion becomes higher in absolute value. Going towards the edges and

farther from the center, the distortion is more markable. Since the assumed values

are negative, the encountered effect is the barrel one.

Sensor 1 is more affected by this effect with respect to Sensor 2 as the distance from

the principal point increases. In particular, the difference between the two curves

becomes evident starting from a pixel distance equal to about 2 mm.

3.3.4 Bands calibration

In order to proceed with calibration, all the averages of the parameters computed

by CameraCalibrator are calculated, considering separately the two sensors. Two

groups of 33 and 64 bands appear. The new averaged intrinsic matrices and distor-

tion coefficients, all expressed in pixels, are: 1613.4 0 0

−8.6304 1616.6 0

481.3779 515.6912 1


 1600.6 0 0

−8.6848 1604.6 0

482.5213 524.9574 1



k1 k2 k3 p1 p2

Sensor 1 -0,2793 -0.6086 3.3157 -6.8774e-4 -7.3456e-4

Sensor 2 -0.2315 0.9319 5.1693 -0.0013 -8.3325e-4

Table 3.2: Averaged intrinisic parameters: on the left top intrinsic matrix of Sensor
1 is reported, on right top intrinsic matrix of Sensor 2, on the bottom table with
distortion coefficients for both Sensors. All the values are averaged quantities.

The correction of each image is performed exploiting these new parameters and

band by band. The first 33 bands are calibrated with the parameters of Sensor 2,

the others with quantities proper of Sensor 1. In this way, the new images do not

present the effect of distortion.
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As an example, band 20 of the ’Image 5.tif’, acquired from an height of about

1.50 m and from the center. is reported below:

Figure 3.15: Radial distortion effect on ’Image 5.tif ’: on the left the distorted image
is reported, with a barrel effect, on th right the undistorted image is presented. The
latter appears perfectly calibrated.

A great difference can be noticed comparing the before and after calibration

images.

3.3.5 Bands combination

After this operation, the obtained calibrated images are combined in order to consti-

tute the 13 images that contain information on 97 bands. The recording is performed

considering the TIF format, with single precision and in big-endian machine format.
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Chapter 4

Radiometric Calibration

The second pre-processing method consists of radiometric calibration. When images

are acquired, they can be susceptible to environmental conditions: different contri-

butions, like sensor noise and atmospheric scattering and absorption, can introduce

noise and errors in the captured images. Therefore, the detected information, stored

as Digital Numbers, is not the direct measurement of the radiation: it depends on

external conditions and can change with illumination and sensor consistency. The

radiometric calibration aims to convert DNs to surface reflectance values, making

quantitative the analysis in cases of images acquired with different sensors or at

different times of the day [36].

In this chapter, all these concepts are analyzed in depth, explaining the required

basics at the beginning. The followed procedure to calibrate the images is then

illustrated.

4.1 Digital Numbers, Reflectance

Hyperspectral sensors acquire the spectral characteristics of Earth’s surface in many

narrow and contiguous bands [37]. When solar radiation hits a surface, the ma-

terial reflects part of the incident radiation. The parameter that describes this

phenomenon is the radiance, which can be defined as the amount of the radiation

reflected by a surface of a unitary area towards a unitary solid angle and in a direc-

tion orthogonal to the observation point [38].
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As visible, it depends on the observation geometry.

L = d2Φ
dΩ·dAcosθ

where:

❼ d2Φ is the quantity of electromagnetic energy transported by the wave per unit

time between two surfaces.

❼ dA is the detected area by the sensor

❼ dΩ is the solid angle in which the sensor detects the radiation

❼ θ is the angle between the specific direction and the normal to the surface

Figure 4.1: Radiance parameters: θ represents the angle that the sensor forms with
the normal direction, dω is the corresponding solid angle and dA is the area framed
by the camera.[15]

Another quantity that expresses the same concept but in a relative way is intro-

duced in this analysis, the reflectance. It represents the reflected power captured by

the sensor with respect to the incident power on the surface. It is defined as:

ρ = φr
φi

It is a normalized value, included in the range [0,1].
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When the sensor acquires the radiation, it is stored in a digital image format,

constituted by a pixel matrix. In particular, the radiation information is translated

into a Digital Number. It is associated with each pixel of the image and corresponds

to the detected energy level, which can be translated into a grey level. The number

of levels depends on the radiometric resolution, therefore on the number of bits used

for encoding the information. Hence, each pixel has three information: the two

variables x and y that locate it into the matrix and the DN which identifies the

grey shade [38]. In the case of hyperspectral sensors, many matrices are obtained,

one for each band, and each pixel has a vector of associated DNs, as many as the

number of bands.

4.2 Procedure

Ideally the radiance, and so the reflectance, captured by the sensor is equal to the

effective one emitted by the surface, but, in reality, the measurement is affected by

other phenomena such as absorption and scattering of atmosphere and is the result

of all these contributions [37]. Moreover, when the measurement is converted by

an ADC in a digital quantity, some errors can occur relatively to the device char-

acteristics. It is very important to correct these aspects since spectral behavior of

radiance/reflectance, therefore object spectral signature, is the key for understand-

ing surface properties and characterizing them.

The radiometric calibration aims to perform this operation in order to estimate

correctly the reflectance removing external dependencies. It consists mainly of two

steps [39]:

❼ sensor calibration

❼ atmospheric correction
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Figure 4.2: Radiometric calibration steps: the first one aims to convert DN values
stored in memory in values of radiance/reflectance mesured by the sensor. The
second removes the atmospheric contributions leading to the real quantity related to
the object.

The process regarding the hyperspectral images acquisition through a sensor has

as input the radiance related to the observed scene and as output the correspond-

ing DN stored. The sensor calibration aims to find the input radiance/reflectance

measured by the sensor based on the output information taking into account imper-

fections introduced by the sensor.

The calibration relation that connects the radiance/reflectance at the sensor to the

DN quantity can be expressed as:

Lλ = offL + gainL ·DN
ρλ = offρ + gainρ ·DN
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This radiance/reflectance is the one detected by the sensor, that collects several

contributions. In particular, in order to obtain the one proper of the surface, at-

mospheric correction is required. It removes all the effects due to atmospheric phe-

nomena.

This last passage is fundamental if the acquisition occurs by a sensor mounted on

satellites or UAVs or any device far enough from the object: in this thesis work the

acquisition has been performed by ground and near the object, so this effect can be

considered almost negligible and the calibration is performed directly from DN to

reflectance of the framed object.

The considered images have been acquired on the 15th September 2020 in a vineyard

in Nizza Monferrato. They all represent branches of a vine with its leaves affected

by Peronospora. The total number of acquisitions is five and the difference between

them consists in the set integration time: it is equal to 30 ms, 40 ms, 50 ms, 60 ms,

70 ms.

The radiometric calibration has been performed using MATLAB R2021a software,

exploiting Hyperspectral Toolbox. It is able to manage the particular format in

which images have been acquired, DAT format.

The images are read and stored in a hypercube, which represents a datacube where

the spatial information is represented by x and y coordinates, while spectral infor-

mation is along z -axis.
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Figure 4.3: Hypercube: x and y are spatial coordinates, while z is the spectral dimen-
sion. [16]

The aim is to convert this hypercube that contains Digital Numbers associated

with each pixel into another one containing instead reflectance values by using the

Linear Regression Method. A linear relation between two datasets is found, which

means achieving offset and gain of the equation shown above. These two sets are

referred to specific target areas of the scene: then the found equation is applied also

to all other pixels of the image.

The followed steps for each image are [40]:

❼ measurement of reflectances and DNs in the same regions corresponding to

the calibration target

❼ modeling the relation between DNs and reflectances just found

❼ calibration with the confirmed equations
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4.2.1 Datasets identification

First of all, reference values collected a priori are necessary, in this case, they repre-

sent reference reflectances of the Mapir panel associated with its four regions, black,

dark grey, light grey and white. These reflectances are provided in specific files for

each band. The spectral behavior is plotted in the following figure.

Figure 4.4: Spectral signature of the four Mapir target regions, therefore behavior of
reference reflectances of Mapir panel in function of wavelength. The yellow curve
is associated with the white region, the red one to the lighter grey, the light blue is
related to the dark grey and the blue line to the black area.
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The white area, associated with the yellow color, presents the highest value of

reflectance since almost all the incident radiation is reflected. On the contrary, the

black region absorbs the greatest part of the incident rays.

The section of interest is in the range [505.84, 902.39] nm, range proper of the Hy-

perspectral Rikola camera. This set of data is the same for each image.

The second set of data depends on the image and is represented by Digital Numbers.

In order to achieve them, a sequence of steps is necessary for each image. In this re-

port, the procedure is illustrated for the acquisition ’Peronospora 2.bsq’, performed

with an integration time of 40 ms, but it is equal for all the other images.

The initial process consists in identifying four ROIs (Region of Interest), correspond-

ing to Mapir regions: a region of interest is a group of pixels identified for a specific

purpose. Thanks to specific Matlab functions, four rectangles are drawn in corre-

spondence of these areas, avoiding including pixels near the boundaries that could

false the information.

Figure 4.5: ROIs selected in the image acquired with an integration time equal to 40
ms. The color code is the same described before.
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Therefore, the polygons’ vertices are used to access the hypercube in these regions

and extract DN values: all the DNs belonging to each of them are averaged. This is

made for each band so that the behavior of averaged DNs can be observed varying

the wavelength.

Figure 4.6: DNs behavior versus wavelength: the average digital numbers for each
region is plotted for each band. The curves are irregular.

As visible, the information does not correspond to the Mapir reflectances in

Figure 4.4, the behavior appears more irregular. This shows that DNs are not a

true representation of the surface reflectance [39]. They are unreliable data, asso-

ciated with several additional phenomena, which must be calibrated to maintain a

spectral consistency since spectral signature covers a fundamental role in objects

characterization.
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4.2.2 Calibration relation definition

Now that the two groups of data are available, the LRM can be applied. In par-

ticular, for each band, four couples reference reflectance - DN (one for each Mapir

target region) are calculated and then interpolation coefficients (gain and offset) are

found. The plot appears as follows.

Figure 4.7: Calibration line in band 14. Violet points are the four couples, while
green ones are the corrsponding values belonging to the line. They can be seen
clearly as distinct.
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Figure 4.8: Calibration line in band 84. Violet points are the four couples, while green
ones are the corrsponding values belonging to the line. In this case they coincide.

As visible, the y-axis reports reflectances values and the x -axis average DN

values. The straight line is the interpolation between the four points (in violet)

associated with the four regions of the Mapir panel.

The calibration is optimal starting from about the 30th band, which corresponds to

621.78 nm: they present a similar behavior to Figure 4.4. On the contrary, reference

points and predicted ones do not coincide in the lower band range: the worst case

is represented by the Figure 4.7 reported above.
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In order to verify quantitatively the quality of interpolation, some parameters are

computed.

The Root Mean Square Error (RMSE) is a measurement of the difference between

the values predicted by the model and the observed points.

RMSE =

qP4
i=1(x̂i−xi)2

4

where xi represents one of the reflectance values belonging to the reference set,

x̂i is the reflectance value obtained after the calibration. The sum is performed

between all the 4 values associated with the four target regions of the Mapir and

then they are averaged.

The determination coefficient R2 is an indicator of the relation between data vari-

ability and the correctness of the employed statistical model. It is defined as:

R2 = ESS
TSS

where ESS is the Explained Sum of Squares, which represents the sum of the squared

deviations of the values estimated by the model from the mean of the real values:

ESS =
P4

i=1(x̂i − x̄)2

TSS is the Total Sum of Squares, which represents the sum of the squared devi-

ations of the reference values from their mean.

TSS =
P4

i=1(xi − x̄)2

The obtained values of these two quantities are plotted against the different bands

and the following graph is reported.
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Figure 4.9: On the top RMSE reresentation, on the bottom R2 both in function of
wavelength. The behavior is uniform and presents optimum values except for the
range [550 - 621]nm.
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As it has been already noticed observing calibration lines, the bands below about

621 nm do not present an excellent behavior. Indeed, in both RMSE and R2 graphs

there is a peak in correspondence of this interval: in the case of RMSE, it can reach

almost 0.07, while all the other values are below 0.01. Considering instead R2, in

the other bands it is very close to 1, but the glitch falls until about 0.957.

4.2.3 Calibration

Once the calibration line is found for each band, the last step is to convert the

DNs contained in the hypercube in reflectances, applying the linear equations just

achieved to all the image pixels. An empirical method is used to perform this oper-

ation.

In order to verify the correctness of the obtained results, the reflectances values

corresponding to the four ROIs are averaged for each region and each band. Simi-

larly to what has been performed before relatively to Digital Numbers, the behavior

of reflectances in these target areas is represented in function of wavelength.

Figure 4.10 shows the obtained results.
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Figure 4.10: Calibrated reflectance values versus wavelength: for each band, average
reflectance calculated with the LRM method is found in each target region. This
behavior corresponds to the reference one.

The figure shows how these curves are more similar, with respect to the DNs

curves, to the ones obtained with reference reflectances of the Mapir. The calibra-

tion restored the real values of surface reflected radiation excluding the external

factors that could influence the measurement. In particular, at high wavlengths

the calibration worked more effectively, while at lower ones some deformation in

the curves is present. It confirms the behavior already commented in the previous

section analyzing statistic parameters for the calibration.

The new hypercube has been converted in a BSQ format in order to obtain an

image that can be elaborated.
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4.3 Comparison among images results

In the previous sections, only the behavior of the image ’Peronospora 2.bsq’, ac-

quired with an integration time of 40 ms, has been analyzed. In the following part,

general results from the analysis of the other acquisitions are reported.

In particular, statistical parameters of calibration are elaborated to perform a com-

parison between all the images.

Figure 4.11: RMSE for each image: the behavior is the same for each image but
RMSE gets worse values as integration time increases.
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Figure 4.12: R2 for each image: the behavior is the same for each image but R2 gets
worse values as integration time increases.

As visible from the reported plots, all the images show similar behaviors. A

uniform trend can be identified in the bands from about 621 nm, while for lower

wavelengths a distinct peak is present: it is related to a worsening of performances

for both RMSE and R2. This feature is more accentuated as the integration time

increases: the yellow curve, corresponding to the image acquired with 70 ms, is the

worst case among all the performed acquisitions. On the contrary, the black line is

related to an integration time equal to 30 ms and is almost constant.

As a consequence, this behavior is encountered in spectral signatures obtained after

calibration.
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Figure 4.13: Calibrated reflectances behavior along wavelengths: the top left figure is
referred to the image ’Peronospora 1.bsq’, acquired with an integration time equal to
30 ms; the top right plot is related to ’Peronospora 3.bsq’ (integration time of 50 ms);
the bottom left figure has been obtained for ’Peronospora 4.bsq’ (integration time of
60 ms); the bottom right corresponds to the image ’Peronospora 5.bsq’, acquired with
an integration time of 70 ms.

The obtained graphs are coherent with the statistical analysis performed before

on calibration performances.
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Chapter 5

Classification

Machine learning is an application of artificial intelligence that concerns the study of

systems able to learn automatically from past experiences without being explicitly

programmed to do this [17]. They build models starting from sample data, called

training data, and then make predictions and take decisions based on them. They

can enhance automatically thanks to the experience and large sets of data.

A general scheme that explains the basic functioning of a machine learning algorithm

is represented in the following figure.

Figure 5.1: Machine learning scheme: the initial step consists in training the algo-
rithm with specific input data and leads to build a predictive model. Then, this model
can be exploited to predict the new data given to the machine [17].
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Depending on the task that must be performed, a different machine learning

approach can be selected. They are categorized into four types:

❼ Supervised learning: the machine is driven to learn a function that maps an

input to an output based on input-output pairs [17]. It is trained on a labeled

input dataset, which means that input data are associated with a certain label

and are provided to the machine. It correlates the features and builds a model

based on the labels [41].

❼ Unsupervised learning: the system attempts to uncover patterns from data

[41]. No labels are provided associated with the input data, therefore the

model is built starting only from data features, following an iterative process.

❼ Semi-supervised learning: it is a hybridization of the two described methods

since the machine works on both labeled and unlabeled data [17].

❼ Reinforcement learning: the algorithm is able to take a sequence of decisions

in a complex environment, in order to evaluate the optimal behavior in the

specified context. It is based on reward and penalty concepts and intends to

increase the former and reduce the latter [17].

This study focuses the attention on classification problems, typically relying on

supervised learning techniques. It consists in assigning an input to a category,

exploiting a classification model defined through automatic learning.

5.1 Procedure

The acquired images, after the radiometric calibration, present a spectral signature

that is more reliable and representative of the object characteristics if compared

to the curve measured on the original images. Therefore they can be subjected to

classification processes, whose goal is to get a thematic map of the image: each pixel

is associated with additional information, related to the class to which it belongs

[42], relying on its spectral signature. In this specific case, a classifier able to identify

Peronospora spots on vine leaves can be obtained; several applications in precision

agriculture could exploit it to avoid dispersion of curative products against this
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disease over large areas where they are not needed.

The operation has been performed with the software ArcGIS Pro and several steps

are needed for complete analysis:

❼ training and classification

❼ accuracy analysis

The hyperspectral image considered in this study is the one acquired with an inte-

gration time of 40 ms, ’Peronospora 2.bsq’. It presents the best spectral signatures

between the available acquisitions. Indeed they are more consistent with the spectral

curves of the reference reflectances directly measured for the Mapir panel.

5.1.1 Training and Classification

The training phase is a preliminary step necessary for the classifier to learn starting

from a training set of measurements representative of the data [43]. First of all,

a classification schema must be provided in order to define the different categories

present in the image. The decided classes and colors associated with them are shown

in the following table.

Class Color Identifier

Sane leaves Green C 10

Peronospora Yellow C 20

Barren Brown C 30

Branches Orange C 40

White Mapir Light blue C 50

Light grey Mapir Blue C 60

Dark grey Mapir Magent C 70

Black Mapir Violet C 80

Table 5.1: Classes color code: this table indicates the classes selected in this study,
the color code associated to them and the identifier used in ArcGIS Pro.
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After that, the definition of the training set is performed. For each class, several

polygons are drawn to include the points that will be used in the training process.

The selected shapes are visible below.

Figure 5.2: Training ROIs: several shapes are created for each class. The machine
builds a model based on these indications, taking into account the spectral signature
of the involved pixels.

It is necessary to decide several aspects that define the classification process.

First of all the approach can be pixel-based or object-based: the former performs

the classification pixel by pixel ignoring neighbouring pixels values, which are not

considered when a class must be assigned. Indeed the spectral content of the pixel

determines the class exclusively. The latter groups pixels based on their similarity,

in terms of colors and shape, and uses these identified objects to classify the image

[44]. The selected procedure, in this case, is the pixel-based one since there are not

objects with a distinct and specific shape.

After that, the classification method must be chosen: several machine learning al-

gorithms can be employed, but for this study Support Vector Machine (SVM) and

Random Trees (RT) are available.
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Support Vector Machine has the purpose of finding hyperplanes in an N-dimensional

space that subdivide the different classes in the optimal way. In order to explain

in detail the basic principles, a binary problem is illustrated, which refers to a sim-

ple case where the distinction between only two classes is required. Therefore, two

datasets are present: many possible hyperplanes exist that can separate the two

datasets, but the purpose is to define the one that maximizes the distance from

the nearest points of each class [45]. Support vectors are the closest points to the

hyperplane that influence the position and orientation of the plane: the greater the

margin, the lower the classification error [17]. Hence the future data classification

becomes more confident and robust.

Figure 5.3: SVM binary classes problem representation: an hyperplane divides the
two datasets with the maximum margin from the support vectors. There are many
other possible solutions to separate the two groups, but they are not optimal since
they do not minimize errors.
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The other implemented algorithm is Random Forest, which consists in the con-

struction of several decision trees [46]. Each tree takes many decisions on a group of

data, selected from the training sets, and works independently from the others. The

total dataset is classified a number of times that depends on a random subselection

of training pixels [44]. The most frequent trees’ output becomes the result of the

classification. The method allows to avoid the overfitting problem which can occur

with a single decision tree; uncorrelated structures can produce ensemble predictions

that are more accurate than any of the individual ones[46].

Figure 5.4: RF representation: several subsets of training data are extracted and
associated to a different decision tree. Each of them takes decisions and the final
result is defined based on a major voting method, so considering the most frequent
outcome of each tree.
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In order to apply the explained methods, it is necessary to set some parameters

to define their way of working. In particular, for the SVM algorithm the maxi-

mum number of samples to use for defining each class has to be decided. Regarding

instead RT case, it is characterized by the maximum number of trees and the max-

imum depth of each tree, in addition to the maximum number of samples used for

each class. The initial configuration is the standard case, suggested to reach a rea-

sonable accuracy.

SVM

Max samples number 500

RF

Max samples number 1000

Max trees number 50

Max tree depth 30

Table 5.2: First group of settings selected to perform classification.

The resulting classified images are reported below, considering therefore a pixel

based methodology and both SVM and RT algorithms.

Figure 5.5: Classified image ’Peronospora 2.bsq’: on the left the result of classifi-
cation performed with the SVM-500 algorithm is shown; on the right the outcome
obtained through the RT-30,50,1000 method is visible. Color code is coherent with
the Table 5.1
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The obtained classification is comparable for both the tested cases. No great

differences can be noticed between the two options. As visible, Peronospora spots

are clearly identified, in particular on leaves on the right bottom of the image. SVM

algorithm highlights a larger region affected by the disease, while RT is able to de-

tect spots in a slightly more precise way. Regarding vine branches, they are not

perfectly classified, in particular the ones attached to the leaves.

The two methods differ in terms of velocity of execution: RF is definitely faster than

SVM.

Further analysis can be performed considering other values for the setting param-

eters, in order to control if it is possible to achieve higher accuracy in the classi-

fication process. Indeed, a greater number of samples per class takes into account

more samples to determine the pixel category and could consider a major variety of

conditions. Regarding RT, the precision can be improved also increasing the number

of trees in the forest. The new set parameters are the following reported in the table.

SVM

Max samples number 0

RF

Max samples number 0

Max trees number 500

Max tree depth 30

Table 5.3: Second group of settings selected to perform classification.

If the maximum number of samples is indicated as 0 in ArcGIS Pro, the program

considers all the samples of the described set to train the classifier.

The obtained images are reported in the Figure 5.6.
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Figure 5.6: Classified image ’Peronospora 2.bsq’: on the left SVM-0 classified out-
come is reported; on the right the image elaborated with the RT-30,500,0 algorithm
is shown.

Graphically the obtained classification appears slightly more precise and accu-

rate with respect to the previous case. In particular, observing the Peronospora

class, it is less spread and spots are better identified, in particular in SVM tested

using all the samples belonging to the ROIs. Moreover, branches attached to leaves

are classified correctly if compared to the standard case.

In these examples, the time of execution is strongly increased, in particular consid-

ering the SVM algorithm.

5.1.2 Accuracy estimation

The accuracy has been estimated only by observing the obtained classified images so

far, but there are methods to achieve a quantitative measurement of this parameter.

The confusion matrix is a system that accomplishes this goal. It is an NxN matrix,

where N is the number of defined classes: each column represents the real class to

which the pixel belongs (reference or ground truth), while each row corresponds to

the class predicted through the classification process [47]. Therefore it contains a

diagonal with the number of correctly classified points with respect to their reference

values, on the contrary, in the other cells, there are all misclassified points.
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An example with only two classes is represented below.

Figure 5.7: Confusion matrix in case of two classes: the true values represent the
points correclty classified, while false ones are associated to classification errors.

True positives and negatives are the correct predictions, while false negatives and

positives represent the points that are not classified correctly and produce wrong

predictions.

The sum of rows for each column gives the number of points that have been se-

lected for the specific column class according to the reference data, while the sum

of columns for each row is the totality of points classified in the class specified by

the row.

In order to compute the confusion matrix, a set of accuracy assessment points is

created: they belong to specific ROIs drawn for each class. In particular, it is neces-

sary to define the number of points to generate and the sampling strategy to follow.

In this case, the Equalized Stratified Random method creates points randomly dis-

tributed within each ROI and each class has the same number of samples [44].

Several sets of ROIs are employed to derive the matrix: in this study, two cases are

taken into account, the training set and the verification set. The former exploits

the points coming from the set employed for training the classifier, while the latter

includes the samples belonging to other ROIs used for verification purposes.
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Better accuracy should arise for the training points with respect to the verifica-

tion ones since the training exploits those ROIs.

Figure 5.8: Accuracy points: 500 points are selected from two groups of ROIs, one
used for training and the other for verification.

The quality of classification is measured through several parameters [48]:

❼ Producer’s Accuracy: it is calculated for each category as the number of pixels

correctly assigned to this class divided by the number of points of the consid-

ered class selected to define the confusion matrix. This last parameter includes

both correctly classified pixels and the ones that belong to this but are clas-

sified in other categories. Referring to the Figure 5.7, which can be extended

to multiclass classification, it is computed as follows for the class ’positive’:

PA = #true positives
#true positives+#false negatives

The producer’s accuracy is related to the error of omission, which refers to

the fraction of pixels belonging to the class that is left out from this category

in the map. The lower is this parameter, the higher is the producer’s accuracy

[49].
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❼ User’s Accuracy: it is computed for each category as the number of pixels

correctly classified in this class divided by the total number of pixels classified

in the considered class. This last parameter includes both correctly classified

pixels and the ones that have been classified wrongly in this category. Refer-

ring to the Figure 5.7, for the class ’positive’:

UA = #true positives
#true positives+#false positives

The user’s accuracy is related to the error of commission, which refers to

the fraction of pixels that is added to this class in the map. The lower is this

parameter, the higher is the user’s accuracy [49].

❼ Kappa coefficient: it measures the general agreement between the actual and

classified values.

These quantities are between 0 and 1: the higher the accuracy is, the more exact

the classification process appears, respecting actual characteristics.

The confusion matrix for the SVM method with the maximum number of points

per class equal to 0 is reported below. It is the algorithm that leads to the best

result.

Figure 5.9: Confusion matrix ’Peronospora 2.bsq’: on the diagonal the correctly
classified points are indicated. The other cells contain the number of misclassified
samples.
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For sake of simplicity, only accuracy measurements are indicated for the other

methods: in particular, user’s and producer’s accuracy are indicated only for the

Peronospora class, which is the focus of this analysis.

SVM-500 training

Kappa 0.97

User’s Accuracy 0.99

Producer’s Accuracy 1

SVM-500 verification

Kappa 0.92

User’s Accuracy 0.88

Producer’s Accuracy 0.86

RT-30,50,1000 training

Kappa 0.96

User’s Accuracy 0.96

Producer’s Accuracy 0.99

RT-30,50,1000 verification

Kappa 0.90

User’s Accuracy 0.93

Producer’s Accuracy 0.81

SVM-0 training

Kappa 0.98

User’s Accuracy 1

Producer’s Accuracy 0.99

SVM-0 verification

Kappa 0.92

User’s Accuracy 0.94

Producer’s Accuracy 0.80

RT-30,500,0 training

Kappa 0.96

User’s Accuracy 1

Producer’s Accuracy 0.88

RT-30,500,0 verification

Kappa 0.89

User’s Accuracy 0.99

Producer’s Accuracy 0.7

Table 5.4: Accuracy measurements: these tables report the accuracy measurements
for all the tested cases on image ’Peronospora 2.bsq’: SVM-500, RT-30,50,1000,
SVM-0 and RT-30,500,0. For each of them, training and verification ROIs are
employed to estimate the accuracy.
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The tables show that more accurate outcomes are achieved with the training set

of points. As expected, the verification set leads to slightly worse performances.

Indeed it is more probable that a point used for training the classifier is correctly

categorized.

Analyzing the quantities, the Kappa coefficient assumes similar values considering

training sets of different methods: they are all around 0.97, with a peak of 0.98 for

the SVM-0 case: these performances correspond to high accuracy. Instead, verifica-

tion accuracy is around 0.91, which is anyway a good result.

Considering the user’s accuracy of Peronospora class, it is over 0.96, reaching also

1, in the training cases, related to the fact that a little or null portion of points is

classified as Peronospora but does not belong to this category.

The producer’s accuracy appears very high too: except for the RT-30,500,0 method,

which presents a slightly worse value, the others have over 0.99 of precision. This

means that few points belonging to Peronospora are misclassified in other classes.

The lightly best outcomes are obtained again for the SVM-0 case that presents the

best values.

Regarding verification parameters, they are rather under 0.9. The worst case is RT-

30,500,0 where only a fraction, equal to 0.7, of points of Peronospora is correctly

classified.

In conclusion, the four employed methods do not lead to performances too differ-

ent, focusing the attention on the Peronospora class that is the core of the analysis;

small divergencies are visible, which identify the SVM-0 method as the slightly most

accurate, but the results are comparable. The increment of maximum samples per

class does not influence significantly the classification in this study, meaning that a

number of points per class equal to 500 is reasonable to obtain good accuracy. Hence

the time of execution of the classification process can be dramatically reduced by

exploiting the suggested settings, in particular in the case of the Support Vector

Machine algorithm. Regarding Random Forest, neither the maximum number of

trees affects in a meaningful way classification performances in this study.
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5.2 Porting

After training and classification of the considered image, the obtained classifier can

be exploited and used on other acquisitions. This phase is called Porting: in particu-

lar, it consists in applying the classification achieved in the previous section on other

images in order to classify them without defining ROIs and training the machine.

It is a simpler and faster method that is used to understand if the classification

appears accurate and reliable.

In this study, the step of Porting is applied to the image ’Peronospora 3.bsq’ ac-

quired with an integration time equal to 50 ms, since it presents the most similar

calibration curves to the studied one. The obtained classified image is reported

below, considering both classification algorithms with all the settings tested and

explained in the previous sections.

Figure 5.10: Porting on image ’Peronospora 3.bsq’: both SVM and RF algorithms
are employed, with the configuration indicated in the Table 5.2
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Figure 5.11: Porting on image ’Peronospora 3.bsq’: both SVM and RF algorithms
are employed, with the configuration indicated in the Table 5.3

Observing the images, the method that leads to the best classification is again

obtained with SVM-0: a more accurate representation of classes is obtained.

The quantitative measurements of accuracy are reported below.

SVM-500

Kappa 0.93

User’s Accuracy 1

Producer’s Accuracy 0.89

RT-30,50,1000

Kappa 0.83

User’s Accuracy 1

Producer’s Accuracy 0.71

SVM-0

Kappa 0.96

User’s Accuracy 1

Producer’s Accuracy 0.85

RT-30,500,0

Kappa 0.81

User’s Accuracy 1

Producer’s Accuracy 0.6

Table 5.5: Porting accuracy: these tables report the accuracy measurements obtained
after the Porting application on the image ’Peronospora 3’: the same methods and
their configuration tested in the previous section are used, SVM-500, RT-30,50,1000,
SVM-0 and RT-30,500,0.
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The measurements confirm the graphical view: SVM-0 performs a more precise clas-

sification, while RT-0 is the worst performant method. In this case, a more evident

difference is visible between Support Vector Machine and Random Trees algorithms

if compared to the case presented in the previous section: in particular, higher ac-

curacy is obtained with the former.

The porting operation leads to reasonable results in this image that presents similar

spectral signatures to the ones of the image ’Peronospora 2.bsq’, used for training.

Moreover, they are the most coherent curves obtained after calibration since they

are comparable to the reference ones directly measured on the field. Whenever the

considered signatures differ, classification is no more reliable. An example is con-

stituted by the image ’Peronospora 5.bsq’, acquired with 70 ms of integration time.

Calibration curves are different from the ones of image ’Peronospora 2.bsq’ and are

less consistent with the reference values. Therefore it is encountered that classifiers

trained in previous sections do not fit this case.

The obtained results are not satisfying. The best case between all the tried meth-

ods is the SVM-500, which presents a Kappa coefficient equal to 0.7 and user and

producer’s accuracy equal respectively to 0.8 and 0.5. The other algorithms lead to

Kappa coefficients equal to 0.4 and accuracies of 0.2 in the worst case.
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5 – Classification

Figure 5.12: Porting on image ’Peronopora 5.bsq’: the image represents the best
case, obtained with SVM-500 method. The classification does not respect the real
features.
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5 – Classification

5.3 Application

The obtained classifier can find several applications: it can be employed to detect

Peronospora effects in other situations. In particular, in this study, it is applied to

an acquisition that represents a vineyard row. The image was already calibrated

[42].

Figure 5.13: Vineyard row represented with Mapir panel

The four obtained classifiers are applied to this image and the resulting classi-

fication appears as reported below. In particular, only one image per algorithm is

considered, since different settings produce equal outcomes.
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5 – Classification

Figure 5.14: Classification of a vineyard row: the image on the left is the result of the
application of the SVM method, while the image on the right reports the classification
performed with RT.

In this case, Support Vector Machine does not lead to a reliable classification:

indeed almost the complete figure, except for a few areas, is classified as branches.

On the contrary, RT leads to a more reasonable result: it must be noticed that in the

image there are elements that belong to classes that are not present in the classifier

since the image is different from the one on which training has been performed.

Therefore, several areas are not correctly classified: these are mainly the sky, clouds

and grapes, which are not present in the elaborated image ’Peronospora 2.bsq’.

However, the row is composed of branches and leaves and Peronospora must be

searched between the latter. The classifier does not identify any track of the disease,

meaning that the present leaves are all sane.
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Chapter 6

Conclusions

This thesis work has shown the elaboration steps to perform on hyperspectral images

from their acquisition for specific applications in the precision agriculture environ-

ment. In particular, the goal was to produce classifiers able to detect Perononspora

disease on vine leaves based on the spectral signature of pixels that compose the

image.

The images have been calibrated, removing external factors’ influence, and then sub-

jected to the classification process. Several machine learning algorithms have been

used to train the image ’Peronospora 2.bsq’: Support Vector Machine and Random

Trees. Their parameters have been tuned to obtain higher accuracy. The slightly

best result is represented by the SVM method that employs all the defined points

to train the machine; however, the other techniques lead to comparable outcomes.

The achieved classifiers are applied to other images, performing Porting operation:

it has been encountered that the more similar the spectral signature obtained after

calibration are to the ones of the classified acquisition, the more accurate the clas-

sification of the new image is. Indeed, the analysis on ’Peronospora 3.bsq’ appears

more reasonable with respect to ’Peronospora 5.bsq’, which has calibration curves

less consistent with the reference ones.

Then a completely different image has been classified: it represents a vineyard row.

In this case, RT produced a more reliable result, showing that Peronospora is not

present on the leaves present in the image.
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6 – Conclusions

Possible future work could concern the use of deep learning techniques to perform

the classification and compare the obtained results to the ones achieved with ma-

chine learning techniques. Indeed, deep learning is represented by a set of algorithms

organized in several layers characterized by neural network-like behavior.

The Rikola camera could be mounted on automatic platforms that move through

the vineyard. It may be a part of a system that exploits the operations illustrated

in this study to take decisions automatically regarding the use of specific products

in precise regions where Peronospora is detected.
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