POLITECNICO DI TORINO

Master’s Degree in analog and power electronics design

Master’s Degree Thesis

Integration of digital potentiometers
in analog circuits

Supervisors Candidate
Prof. Paolo BARDELLA

Giulio COSTA

Dott. Carlo SORASIO

Number s280070

December 2021









Acknowledgements

I would like to offer my special thanks to Carlo Sorasio for his kindness and to
have received me in the LAA Custom laboratory, since it is from there that the
path began.

A huge thanks is owed by my girlfriend Nike for her essential incentive and her
trust in my capabilities, as well as to my family for the patience and willingness
demonstrated.

II1


https://www.laa-custom.com/

Summary

The implementation of digital potentiometers in analog circuits allows the designer
to perform a series of functionalities which are nearly impossible to achieve in the
traditional scope, with analog potentiometers. This is possible because digital
potentiometers usually work in close relationship with microcontrollers, which
drive the potentiometers with streams of bit that indicate in a unique way the
“position” of the wipers. The microcontrollers have the possibility to menage
information in a sophisticated way, so that the external command can be processed,
making the circuit they are controlling programmable. A clear example of the
advantages of this design is the possibility of recalling pre-sets in audio circuit, for
instance, the different setting of an equalisation network in a hi-fi system can be
achieved exploiting the memory capability of the microcontrollers that drives the
potentiometer inside the circuit itself. These capabilities of a digital control circuit
on an analog process derives from the fact that the digital potentiometers are the
transducer from a digital information to an analog one, being them very similar
in their functioning to DACs (digital to analog converters). The difficulty of the
substitution of the digital devices in place of the analog ones is embedded in the
fact that the use of the first ones is prone to a series of setbacks, which in some
cases can be solved just with a different choice of the commercial device, whilst
in some other it requires the design of a proper modified circuit. The problems
related to the potentiometers substitution basically are related to two different
aspects: the restricted range available for the voltages at the terminal of the digital
potentiometers and the injection of zipper noise into the signal path.

The aim of the present thesis is to show how it is possible to overcome the
above mentioned problems. To do so, an analysis of some representative analog
circuit is required, in order to have an as precise as possible measure of the voltages,
currents and powers related to the analog potentiometers in the traditional circuits.
This is fundamental in order to perform a correct choice of the type of digital
devices suitable for a particular substitution, as well as a correct supply of the
chosen ones, eventually modifying the original circuit in order to adapt it to the
new necessities. The related chapter presents the analysis of some basic circuits,
which result very general in their simplicity. For instance, considering operational
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amplifiers; the simple inverting and non-inverting topologies are studied, followed
by a more complicated instrumentation amplifier, which offers an example of a
slightly different work condition for the potentiometer. Some transistors-based
circuits are then discussed pointing out also the differences in the approach with
respect to an op-amp circuit, followed by an analysis of some important oscillators,
whose functioning heavily depends on potentiometers.

Once the preliminary discussion is finished, the thesis gets to the heart of the
digital potentiometer subject. A first overview of their functioning principle and
structure is performed in order to pointing out what are the characteristics of this
devices that limits the most the action of the designer. The theoretical analysis
continues presenting both supply and noise issues and an overview of some possible
hardware solutions. The integration of digital potentiometer into the circuit of a
non-inverting amplifier is theoretically performed and discussed at this point as an
application of the theory presented till this point. Concerning, instead, the noise
rejection method, an audio output muting system is presented in four different
versions (exploiting different devices, e.g. JFET or opto-coupler) as well as some
more sophisticated technique such as the zero-crossing-window technique.

To effectively explore some of the solutions that can be introduced to deal with
the digital in place of analog substitution a prototyping board has been designed.
This board is able to work in conjunction with a pre-existent board designed by
Carlo Sorasio at the LAA Custom! laboratory. The PCB designed implements some
of the representative circuits previously discussed with the digital potentiometers
and it is designed so that it can operate in different way accordingly to the desire
of the user by means of jumpers that patch the circuits as wanted. This modularity
is important to properly show what are the choices and the parameters that can
be tweaked inside the different solutions in order to understand what the most
convenient topology for a certain circuit is.

In Figure 1 a picture of the physical prototype have been reported. Notice the
two different board mounted one on top of the other: the bottom black one is the
one specifically designed for the purpose of this thesis and implement the analog
part, while the green one is the already existent one that implement the digital
control (with four potentiometers on board).

The results of the measurements obtained are then reported to notice what are
the critical issues of each solution, for example the trade-off between the noise
rejection and the bandwidth in transparent mode is crucial for some topologies.
In Figure 2 an example of the measurements done is produced: the signal at the
output of one of the muting circuit analysed (JFET-parallel) in muting mode
for the same topology with one or two stages of attenuation. In Figure 2 also

!Link to the main page of the brand: https://www.laa-custom.com/.
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Figure 1: Experimental board photograph.

the envelope calculated for each wave are plotted. This type of measurements is
useful to calculate the amplitudes of the different signal, evaluate the attenuation
performances and finally compare the results obtained. This procedure allows to
evaluate each circuit and give an idea of the convenience of each one.
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Figure 2: Example of a JEET-parallel muting circuit waveforms in mute condition with an
input signal of amplitude 1V at 1kHz. Notice the different amplitudes of the residual output
signal for solutions with one or two stages.
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Optocoupler-series muting circuit waveforms in off state for solutions with
different number of stages and with an input sinusoid of 1V peak.

Driver circuit for an optocoupler-series muting circuit.

Transparent behaviour of the optocoupler-series circuit around the edge of the
turn on region of the driver, with an input signal of 1V peak.

Output voltages in transparent condition (at 1kHz, inside the passing band),
with the envelopes detected for one and two stages solutions. On the right,
a zoom of one portion of the plot is visible, in order to make more clear the
difference between the two different solutions. The amplitude of the input signal
is of 1 V. Notice that for a two stage solution, for the same value of Vj"*, the
performances are worst because the series element are doubled. .
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Output voltages in transparent condition (at 1kHz, inside the pass band), with
the envelopes detected, for the one and two stages solutions. On the right,
a zoom of one portion of the plot is visible, in order to clarify the difference
between the two different solutions. The amplitude of the input signal is 1 V.
Output voltages in transparent condition (at 1kHz, inside the passing band),
with the envelopes detected for one and two stages solutions. On the right,
a zoom of one portion of the plot is visible, in order to make more clear the
difference between the two different solutions. The amplitude of the input signal
is of 1 V. Notice that for a two stage solution, for the same value of Vj"*, the
performance are worst because the series element are doubled.

Optocoupler-parallel frequency response report.
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Chapter 1
Preliminary analysis

The aim of this chapter is to identify the most common and representative analog
circuits in which analog potentiometers are traditionally implemented, such as
amplifiers, oscillators, filters and general passive networks. The analysis proposed
in this chapter aims to give the basic knowledge for what concerns the electrical
quantities related to the potentiometer. This will introduce the concepts of voltage
ranges, current rates, power stresses, handled by the traditional potentiometer;
so that the substitution of the analog device, with the digital one, can be done
wisely. The analysis of the circuits included in this chapter are not meant to be the
more deep and complete ones, since a standard approach to the circuit is generally
sufficient to establish the limits and ranges that the device handles. The following
sections form the basis from which the successive chapters will be developed.

1.1 Amplifiers

One of the most frequently encountered circuit class in analog design is the ampli-
fier. Their analysis seems unavoidable, since, for example, amplifiers are part of
conditioning circuit for sensors, basic block for audio and signal communication and
manipulation, part of the drivers of many actuators, part of closed loop systems.
In many cases, the amplifier is designed in such a way that it can be controlled
by the users, from the external of the device, in at least one of its characteristics,
which often results to be the gain. Controlling the gain is often done by varying
the value of a resistor inside the circuit exploiting a potentiometer. This means
that this class of circuit falls in toto into the discussion here developed.

The type of amplifier is traditionally determined on the nature of the signal
in-coming at the input port and on the one of the out-coming signal'; so that the

IThe terminology comes from the assumption that the amplifier is modelled as a two-port
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traditional four classes are identified: wvoltage, current, transimpedance, transresis-
tance amplifiers, depending on the nature of source and load. The most common
genre is the voltage one [1], even though the other classes are well present in general.

The two port definition leads to some considerations about the definition of
the properties of the ports themselves. The input one usually exhibits a passive
behaviour and so it is normally modelled with an impedance (in case of an analysis
which neglect the inductive capacitive effects, simply a resistance, Ry,). The output
port is related to the nature of the amplifier: in case of a voltage amplifier the
output port will be driven by a voltage controlled voltage source (comprehensive of
its output impedance). This is precisely the idealised model exploited to analyse
the operational amplifier based circuit, in which the active device (namely the
op-amp) is considered as a voltage amplifier. Also the linearised models (small
signal models) of transistors are circuit defined starting from a two-port approach
and it will be used.

The amplifier stages in general can be implemented in a very large number
of different ways depending on the specific purpose. In this context the main
classification of voltage amplifier is done by considering the nature of the active
device exploited. Just to give a structure to the discussion, a class can be identified
as the one that uses op-amp, another is the BJT based one, ecc.

For sure, the differences between the devices that characterise different classes
of amplifiers make the analysis of the latter totally independent the one from the
other. This holds even if some procedures are common to all the solutions: for
instance the distinction between a linear and a saturation region of operation. The
differences between the two will be well investigated in the following, but, to begin
with, an analytic major difference relays in the strongly different active device
circuital model.

The analysis of some basic amplifier circuit solutions aims to provide some
examples of how to proceed even when more complex designs are considered.

1.1.1 Op-amp based stages

The op-amp can be used to design audio amplifiers in a very straightforward way,
at least at a first level of complexity. Two basic different topologies are involved,
namely the inverting configuration and non-inverting one. The simplicity of these
topologies is directly related to their generality and so they become crucial during
the development of this analysis. The procedure to analyse this two circuits is
basically the same but, even if it can in principle lead to quite similar results, also
some non-negligible differences need to be to pointed out.

device.



Preliminary analysis

Also, the analysis of the electrical quantities of the potentiometer of an instru-
mentation amplifier is discussed in order to present a more complex circuit example.
In the following a frequency independent analysis is developed, since this is the
basis of all the designs.

Inverting op-amp amplifier

Upot
if Umin Pe
o /\
AN AN
len Rpot
! !
Y .| !node1 Yo g, ! node 2
Us ‘//VV\I\ ‘ /Wl\ ! Vout
Ry Ly Ro
Ry | | t A SR
3 a
! |
| !

Op-amp model circuit

Figure 1.1: Basic op-amp based inverting amplifier circuit

For the analysis of the circuit above (Figure 1.1) two independent meshes and
the two corresponding KVLs can be exploited. For sake of brevity, in the following
calculations, the dependence of the variables with respect to time will not be made
explicit in the notation, but the fact that the input signal vs(¢) injected at the
input of the circuit is a time dependent signal is natural; so all the other quantities
exhibit a time dependence too. This assumption does not impact on the following
first analysis because it will be carried on by neglecting all reactive effects, since
the aim of this first discussion is to reach expressions for the rating of the electrical
quantities. Another way to see this is that the analysis here performed involves a
signal whose frequency falls into the band of the amplifier.

o The first mesh, above mentioned, is the input one:
Vg —Ux + 09 =0 (1.1)

vs is the input voltage so it has to be consider as a datum. Now consider vy
and write it as a function of vy (the differential input voltage) and vy, (the

3



Preliminary analysis

output voltage).

Rin Rf
———
ve/ Rg
R, 11
="y, — R, — 1.2
R (Rm * Rf>“d (1.2)

In which the KCL equation at the inverting input node (node 1), and the
feedback mesh across input, feedback itself and output have been exploited.
Now Eq.1.2 can be substituted into Eq.1.1, which, recollecting some terms
and moving the known term to the right hand side looks like follow:

1 1 R,
1 " _ _ = — S 1
[ +R <R1n+Rf>]vd+ Rva v (1.3)

Eq.1.3 can be rewritten by defining, for sake of simplicity, the two equivalent
conductances (G, is used in the following, but it is already defined here):

1 1

Gqp = — 1.4
T R R (14)
1 1
Gy = — + — 1.5
v R TR (1.5)
So that Eq.1.3 writes

Ry
[1 + RXGﬁn] Vg + —=v, = —Uq (16)

Ry

Now, the aim is to find another independent equation in vy, and vq to construct
a linear system that can be solved in these two unknowns.

To do this, the output mesh KVL equation has to be written.
Ayvg — v, — v, =0 (1.7)

This equation has a similar structure compared to Eq.1.1, in which only the
term v,, the voltage drop across the output resistance of the non-ideal op-amp,
has to be re-written in order to make only vq and vy, appear in the expression.
To do this the KCL at the output node (node 2) and the Ohm’s low are used.
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Vo = Rolo = Ro(iy, +if) =

U1, UL, + Uq
= RO _— _— =
——

vg/ Ry
R, 1 1
- R — + — 1.8
Rfvd—i- <RL + Rf)UL ( )

Following the same procedure as before, Eq.1.8 is substituted into Eq.1.7 (also
the definition of Gy, in Eq.1.5 is exploited).

[AV — RO] Vq — |} -+ ROGfL] VL, = 0 (19)
Ry

Now we have two equations (Eq.1.6 and Eq.1.9) in two variables and so they can
construct a 2 by 2 linear system?, whose matrix formulation is the following one.

Mx=0b (1.10)
In which we define the matrix M and the constant term vector b as follow
Ry
1 + RxGﬁn> -
R
M R (1.11)
A, — = —| 1+ R,G
Ri * fL)

b <—Ovs> (1.12)

The matrix resulting from this analysis looks pretty symmetric in its construction
and at this point can be useful analyse this system, before solving it, in order to prove
that, by making some common approximation, the usual inverting characteristic
gain can be found.

To this aim, let’s consider the following approximations:

2Theoretically this system definition is not correct, because the circuit will most likely introduce
some distortion, hence exhibiting a non-linear behaviour. Indeed a non-linear system can not be
investigated through a linear system, but the equation above are correct. The swerve is in the
model we introduce for the op-amp: in this equivalent circuit the op-amp parameters does not
show any limitation from the power supply or the common mode voltage. In other words, this
equivalent circuit holds only for an op-amp working in linear conditions. The introduction of the
non linearity will be taken into account at a later stage.
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o A, — oco: the internal open loop gain is infinite.
o Ry, — oo: the input resistance is infinite in the ideal op-amp.
e R, — 0: the output resistance of the ideal op-amp is null.

Keep aside, for now the first approximation on the open loop gain of the amplifier,
consider just the second and third. This widely used approximations are strictly
related one to the other from a circuital point of view and these also imply that vg,
differential input voltage, is vanishing.

Let’s apply this simplifications onto the matrix M entries expressions: once
the new entries have been derived making use of limits, the following matrix is
obtained.

— 1+ & &
M' = Re) Ry (1.13)
A, -1

Since the constant term vector b remains untouched during this procedure, the
classical inverting op-amp solution can be derived by solving the new approximated
system & = M’/b. From the second line of the matrix, the relation vy = vy, /A, is
easily obtainable and substituted into the first line. Consider now the approximation
on the open loop gain, A, — oo, so that the following equation can be written.

14
7&0 —i-&v = —
Av L Rf L — s
~ 0
R
v, = —R—ivs (1.14)

The Eq.1.14 is the well known inverting amplifier relation, so the ideal case is
an approximation of the more general one discussed here. Still relying on the
simplification of the ideal case it is useful to already derive the quantities related
to the potentiometer.

Exploiting the KVL with the input, feedback and output voltage drop we can
obtain the following equations.

0
—iﬁd + v —v, =0 (1.15)

ideal case
Vf = Vg,
Rf Rmin + Rpot

Uy = _Rixvs = _TUS (116)
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From Eq.1.16 it is obvious that if the R, increases also the voltage across the
feedback increases (mimicking the output voltage). But this voltage is not the one
across the potentiometer, because the vy drop includes also the one across Riy.
To better understand this point, the current through the feedback is found. Since
Ryin and Ry are in series, this current is equal both for R, and Ry ; so making
use of Eq.1.16.

vr Repint+F00t v = Vs (1.17)

. pot
lpot = — — —
P Ry Ry R+ FRoor) R,

So the Ohm’s law can be used to express the voltage drop across the potentiometer
resistance.

Rpot

Rixvs (118)

Upot = Rpotzpot = -

Consequently, the dissipated power expression for the potentiometer comes straight-
forward.

R, ° Ry

yRMS 2
= ( EX ) Rpot (1.19)

This is a linear relation in terms of the potentiometer resistance, but, as shown in
the following, this relation is quite different from the more accurate one, even if
under certain condition, it can provide good approximations.

RMS
__ . RMS RMS __ _Rpot RMS) [ Y _
Ppot = Upot Ypot — v -

Naturally, following the same steps, without simplification, it is possible to find
an expression of vy, (vs), which is more complicated but also more precise. The
following derivation is still valid, anyway, only in the linear region of operation. So
from the second row of the system (defined by the matrix M) we can write the
following expression of vq(vr,).

vy = —— g (un) (1.20)

Substituting this expression in the first row of the system, a final expression for
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vy, is found.

ll + RxGﬁn] [1 + RonL‘|
) & VL, + 7X’UL = —Vg
v Rf

R,
Rf 1 + RXGﬁn + RonL + RoRxGﬁntL‘| + Rx lAv - ]

R,
A o
Rf( v Rf)

From which the output voltage is expressed as function of the input voltage,
defining an equivalent open loop gain for the op-amp: A! = A, — R,/ Rs.

U, = —Us (1.21)

ReA!

v, = — Vg
RA! + Ry [1 + R Gan + RoGyr, + RORxGﬁntL‘|

v, = — B vy (1.22)

[1 + RxGﬁn + RonL + RoRxGﬁntL]
Rx + Rf A
= —Levs where (1.23)

R, + o

v

e = R [1 + R.Ggan + R.Gy, + RORXGﬁntL‘| (1.24)

In Eq.1.22, the expression that multiplies the input signal is the one for the
overall gain, in which the equivalent open loop gain has been recollected both from
denominator and numerator. This make visible again the fact that if we consider
the limit of the expression for A, — oo, so that also A/ — oo, the gain collapses
into the ideal inverting op-amp amplifier one.

To derive the potentiometer expressions also in this more accurate framework
the initial KVL is the same of the ideal case (Eq.1.15) with the only difference that,
now, the vq term is not null but is given by the expression of Eq.1.20.

—vg+vr—o, =0 (1.25)

Substituting in the latter expression Eq.1.22, a complicated formulation for i; can
finally be found in the form of a rational function on the independent variable
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Ry. Since iyt = if, the potentiometer current can be found with the translation
Rf = Rpot + Rmin-

Ro 9211
w2 (-%)n

" Oy (b Ooa
Af(,_’_ <A<,+RX> Rf—i—Ai(,Rg

Z'real ( Rf)

pot

vy (1.26)

In the latter expression, the following definitions have been introduced in order to
keep the expression tight:

R
Oy, =1 °
2 +RL
02d:RoRx
biqa = RoR <1+ 1)+R + R
1d — Llollx RL Rin 0 X
R, R, R, R,
fra=1+ 22+ 25+

RL Rin RL Rin

The expression for vy is obtained again by multiplying the i, current and the
potentiometer resistance. This means that the polynomial at the numerator of
Eq.1.26 raises its order by one unit. Consequently the power dissipated by the
potentiometer is an even more complicated rational function with a polynomial
of the third order at the numerator and a polynomial of the fourth order at the
denominator.

Observing Eq.1.26, notice that the limit of this current, when the open loop
gain is approaching infinite, is the ideal one found in Eq.1.17, as expected.

On the contrary, with respect to what usually happens, the study of these
functions is not so useful. To justify that, consider the limits of the previous
functions are not supported by any physical counterpart, since no saturation effects
are taken into account, and for larger values of gain the amplifier will most-likely
enter the saturation region. This topic will be developed in the following, because
it is fundamental to consider those non-linearities in order to evaluate the electrical
quantities related to the analog potentiometer.

To proceed in the discussion it is now evident the need of a comparison between
the results obtained by considering an ideal circuit or a more realistic one. An error
evaluation can prove that, depending on the values of the element of the circuit,
it is not mandatory to consider a complete model, but that an ideal one can be
sufficient. Evaluating some reasonable values for the op-amp parameters and for
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the circuit elements® is possible to estimate the error committed by considering,
in the successive calculations, the ideal op-amp model with respect to the more
precise one just exploited above. The results is a very small error principally due
to the fact that the open loop gain of the op-amp is much larger than the terms
between square bracket in Eq.1.22, renamed ¢ as in Eq.1.24 for sake of clearness.

The error, evaluated as follow, is showing that, for the calculation in the
following, it is usually sufficient to consider the ideal expressions. Clearly the worse
the performance of the op-amp are, the more important the differences between the
two results become. Since the potentiometer ideal current depends only on R, and
vs, the trend of the error varying R is the same as the real current (fractional
function).

Ro (9211
S i 1% m

7 ot N 92d eld GOd
? A,v+<A,V+RX>Rf+A,VR§

51(Rf) -

(1.27)

Clearly, since the v, and the ppo expressions are obtained through a multiplication
which is the same for both the ideal and real cases, so the errors are exactly the
same.

7:real ,Ureal real

ot _ 5 _ Yot _ 5 _ Ppot _ s (1.28)
Upot Upot Ppot P

Looking at Figure 1.2 it is evident that the error increases with the potentiometer
resistance in a more than linear way. it is convenient to plot the curves against the
real gain value (as done in Figure 1.3), since the gain (at least at this point of the
discussion) is the relevant quantity from the user point of view. This trend is almost
linear, with a less than linear region for low values of gain which corresponds to
the almost flat region in Figure 1.2. The important consideration in this discussion
is that even considering an high ideal gain (greater than 100 times) and so an
high R, resistance, the error remains well below 0.1%, for all the fundamental
potentiometer electrical quantities . Finally, if the ideal expressions are considered
to calculate the current through, the voltage across and the power dissipated by
the potentiometer, the calculation will be much simpler without compromising the
results.

The discussion carried on till now holds in linear conditions, which is not
guaranteed a priori in any of the common amplifier circuit. So it is crucial to

3In order to estimate the errors and to obtain results comparable with the real devices the
following suggested values have been used: A, = 80dB, R, = 50012, R;, = 10MQ, R, = 1kQ,
Rt = Rypin + Rpor in which Ry = 1kQ and Ry, € [0k, 100kQ)], Ry, = 50k
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Figure 1.2: Plot of the error computed by considering the real op-amp model or the ideal
one, versus the potentiometer value. Curve traced for three different values of Ry, so for three
different ranges of gain (Rpo € (0,100k2]).
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Figure 1.3: Plot of the error computed by considering the real op-amp model or the ideal one,
versus the gain (real) of the circuit. Curve traced for three different values of Ry, so for three
different ranges of gain (R € [0,100k]).

include the effect of non-linearity into the calculation. The distortion is introduced
by the op-amp, since, in some specific conditions, the active devices (namely
integrated transistor) that constitute the operational amplifier itself, are driven out
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of the usual operating region. Because the transistor are intrinsically non-linear
devices (quadratic or exponential referring to MOS or BJT respectively), naturally
the op-amp circuit has a non linear behaviour too.

Typically the mechanisms that bring the op-amp into saturation are not easy
to model mathematically, since they rely on many different parameters of the
internal integrated circuit. In the previous discussion we introduced a model in
which the internal circuit of the op-amp is modelled introducing a circuit based
on two networks: an input one (that models the input of the op-amp, namely the
R;, resistance between the inputs) and an output one (the non-ideal generator).
This procedure has the advantage of masking the complex networks present in the
integrated circuit, in particular the relations between the output voltage and the
power supply. Moreover, this approach can still be applied, just introducing some
modification, in the saturation region of operation.

So it is possible to assume, for instance, that if the output voltage hits certain
specific voltages (positive Vo or negative Vo), it will be clamped at these values
until the input signal will return into a range for which the output voltage decreases
into the available range. Usually, for bipolar op-amp, Vou < Ve by a quantity
which is the sum of typically two diode forward voltage drop (same for Vor, > Vig)*:

vy, € [_VOH,VOL] (129)

When saturation occurs, the op-amp is no more able to control vq accordingly
to vy, and the basic assumption, previously discussed, used to solved the op-amp
circuit, vq &~ 0 is completely lost [1]. When the op-amp is in saturation the output
behaves as a voltage source and this fact can be exploited to re-design the circuit
in Figure 1.1 in saturation condition, as follow.

The solution of this circuit is straightforward by applying the Millman’s theorem
to the input node. This is made possible by recalling the definition Ry = Ruin + Rpot
and the fact that the load is in parallel with a voltage source (so it does not appear
in this calculation).

—Uq = (130)

4To avoid the limiting introduced by the power supply levels, further reduced by a consistent
quantity (for LM741 this is around 2V [2]), a common optimisation is the use of rail to rail
op-amp. Also the values at which the output voltage is clamped depend on the output impedance
of the amplifier and the saturation voltage of the output transistor of the final stage [3]. Here,
the discussion is kept above these details and a simple limitation, lower than the supply swing, is
consider for simplicity.
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Upot
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Op-amp model circuit

Figure 1.4: Basic op-amp based inverting amplifier circuit in positive saturation condition.

The Eq.1.30 can be re-written as it shows in Eq.1.32 by defining a new conductance,
in the same way of Eq.1.4 and Eq.1.5.

1 11
Gane = Gan + — — R 1.31
fi Wt e TR TR TR (1.31)

. VOH . Vs
Rf Gﬁnx Rx Gﬁnx

Vg = (1.32)

This equation is sufficient to draw the complete output voltage curve, the final vgq
voltage and all the potentiometer quantities for the inverting configuration.

sat U?at Vou + vq 1 1 Vs
ZpOt = = - = VOH _— 3 —_
Ry Ry Ry RiGiny Ry Ry Ginx

(1.33)

As before, the voltage is simply obtained by multiplying the current for the
potentiometer resistance and for the square of the resistance in order to obtain the
dissipated power. All the results obtained are plotted in the graph below.

In Figure 1.5 the solid lines are drawn for R,,; = 31402 that is a value of
resistance for which the circuit works in linearity. The dotted lines, for R,o =
9954 kS, for which the op-amp is driven out of linearity. When linearity holds, the
output follows the input voltage and, due to the extremely high open loop gain, the
input differential voltage is very small (hundreds of microvolt). Notice that when
saturation occurs, the output voltage is kept constant at Vo, or Vou while, since
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Figure 1.5: Inverting op-amp amplifier output voltage and input differential voltage, for a

sinusoidal input signal of amplitude 1 V, for two different values of gain (for R0, = 31409 (blue)
and Rpor = 9954 Q (red)).

Figure 1.6: Inverting op-amp amplifier input-output characteristic. The two traces are plotted
for the same R, values of the previous graph (Figure 1.5)

the input differential voltage and output voltage are no more related as before, now
vq is free to vary, following vj.

Figure 1.6 present the transfer characteristic of the inverting amplifier circuit.
it is evident that, for lower resistance of the potentiometer, the characteristic is a
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straight line whose slope, i.e. the gain, is constant, while for large values of R
saturation occurs and the characteristic flattens. The higher the gain, the faster
the circuit exits linearity and the characteristic looks vertical around 0V input.
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Figure 1.7: Current and voltage of the potentiometer, both in linearity and saturation
condition. Dotted traces refer to a saturation condition, while the continuos ones refer to a linear
condition (the two values of Ry for which the graph is plotted are the same of Figure 1.5).

With Figure 1.7 the potentiometer quantities are introduced. Here are reported
the voltage and the current, superimposed, both in linear and in saturation condi-
tions. As before the dotted lines are referred to the saturation condition, and it
is possible to notice how the clipping condition is not reflected from the output
voltage in to the potentiometer voltage, due to the fact that the differential voltage,
in saturation, is no more negligible, and it contributes consistently in the related
mesh (Eq.1.25).

In Figure 1.8 the instant power dissipated by the potentiometer, calculated as
the product between the voltage and the current is reported. As expected, for
a sinusoidal (periodical) input, the power function exhibits a double frequency
periodicity and this holds also in saturation. As a consequence of the distortion
in both current and voltage of the potentiometer, also the power curve is affected
by distortion when the op-amp is driven out of linearity. In any case, for normal
values of the component of the circuit, the amount of power dissipated by the
potentiometer is fairly low®: below 10 mW.

it is useful to also plot the maximum value (peak value) of voltage across the

SReferring to standard lumped element circuit.
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Figure 1.8: Power dissipated by the potentiometer, both in linearity and saturation condition

(same values for R,q of Figure 1.5, the dotted line refers to the saturation condition, the solid
one refers to the linear condition).
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Figure 1.9: Maximum values of voltage and current for the potentiometer drawn against the
potentiometer value.

potentiometer along one period of the wave, for each value of the potentiometer
resistance. From a design prospective consider that the swing handled by R,
is twice the peak value. When linearity holds, the potentiometer peak voltage
increases linearly (Figure 1.9), while the current peak is kept constant. This also
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means that the power in this region increases with the resistance in a linear way.
In fact, looking at Figure 1.10, which is a double logarithmic plot, this part of the
power graph looks like a straight line. After saturation region is entered the peak
current drops faster than how the voltage increases, so the power decreases too,
almost linearly.

10° 10° 102 10° 104 10°
Potentiometer resistance Ftpot ()

Figure 1.10: Power dissipated by the potentiometer versus the potentiometer value.

The power plotted in (Figure 1.9) is calculated as follow. Since the power for a
resistor under periodic regime is given by Eq.1.34, the substitution is straightforward;
thank to the fact that the potentiometer resistance is assumed to be constant during
each gain’s step.

2

_ -RMS
ppot - Rpot [lpot }

1T,
- RPOtT/U Yoot (t)dt -
2 rT/2 ]
= RpOtT/[) Ziot(t>dt (134)

Non-inverting op-amp amplifier

The procedure exploited to study the non-inverting topology is in every aspect
similar to the one carried on for the inverting circuit. Clearly the electrical
connections of some components have been modified and so the equation are not
the same (so as the results), but their structure is similar. In this section as well,
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the analysis does not involve any frequency dependence or reactive effect, although
the signal considered is time variant.

Upot
if Umin T
A= i
min Rpot
r-—-—-—----=-=--=-=-=-=-=-=-=-=-=-=-=-=-- 1
LUy l Vo 5
7 inode 1 ° 1 node 2
6 X//\/W ! //\/W\O : Vout
Ry Qi Ro |
Rin : §>vd TAV'Ud : §RL
| T
US o:— :
4

Op-amp model circuit

Figure 1.11: Basic op-amp based non-inverting amplifier circuit.

The circuit in Figure 1.11 is a topology in which the input signal is injected into
the non inverting input of the amplifier and the gain is controlled (ideally) by the
feedback resistor Ry = Rpot + Rmin and the inverting input resistor Ry connected to
ground. As done before, it can be analysed by considering two meshes (KVL) and
a few other straightforward equation, so that a two by two linear system, analogous
to the inverting topology one, can be written and solved for vq and vy,. As already
seen for the inverting topology, linearity is assumed to begin with, and saturation
effects will be taken into account later. Consider the input and output mesh as the
two fundamental KVL equations to write the system.

Vs—Uq— V=0
A, 04— v,—v1,=0
The two voltages v, and v, can be re-written in terms of the unknown v4 and v,

and the input voltage vs by exploiting the two KCL below (at node 1, Eq.1.35 and
2, Eq.1.36 respectively) and the overall feedback mesh involving v (Eq.1.37).

. . . Uq Ut

i = i3 1.35

Ix = fin + if o + R (1.35)

. . . UL Ut

- T 1.36

? 1, + o RL + Rf ( )
vf = vp, + Vg — Vg (1.37)
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Some algebra leads to the following system of equations, given in the usual
matrix form Mx = b (where x is the unknown vector).

(ngeﬁn) Ry
Ry
M = - (1.38)
A, — =2 —|1+4R,
R ( + R GfL>
(1+7)
. f
b:— R, (1.39)
L Ry

The matrix M in Eq.1.38 is equal to the one of the inverting topology previously
studied; so the same definitions have been used for what concerns the equivalent
open loop gain A!, and the two conductances Gy, and Gy, (Eq.1.4 and 1.5). The
differences relay on the known vector b, in which the second entry is no more null,
but, more importantly, in which the first entry shows an opposite sign with respect
to the inverting case. This fact is basically what makes the two topologies being
complementary for what concerns the phase of the amplified signal.
(R + Ry) ¢+ Hold z;wﬁn)

Re (1+ RuGrw) (1 + RoGr)
+ o

VL, =

Ry

Taking into account the definition of € given in Eq.1.24 the final expression for vy,
can be re-written as follow.
R, (1 + RGhin
(Rf + Rx) + ( A/ fi )
v = a— Vs (1.40)
Ry + mn

v

Eq.1.40 can be easily approximated for A, — oco, in order to obtain the well known
ideal case for the non-inverting amplifier. Since A, — oo implies A, — oo the
approximated expression results as follow.

v, = (1 + ?) Vs (1.41)

As done for the inverting amplifier, consider the approximated equation to come
up with some manageable expression for the potentiometer quantities. Clearly the
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infinite open loop gain condition leads also to the nullification of the differential
voltage.

Vg UL — Us

lpot = o5
P R R

= (1+ ]Jj) w—v = 1 (1.42)

This is the same expression obtained for the inverting topology with the opposite
sign, so both voltage and current of the potentiometer are the same in absolute
value for inverting and non-inverting configuration.

R ot

Upot = fo Vs (143)
RMS, RMS yRMS Y #

Ppot = Zpot Upot = ( SPL > Rpot (144)

Obviously the power dissipation is identical since the product of voltage and current
with the same sign will results always in a positive power dissipation.
Introducing saturation into the analysis, in the very same way seen for the
inverting topology, leads to the same substitution in the circuit of a fixed voltage
generator in place of the voltage controlled one. Again solving this circuit for v

v
if Umin /p_Ot\A
= NN
len Rpot
S U l l
() ,hode 1 ‘ node 2
6 X//\/W‘ ‘ ! Vout
Ry v |
Ry | §>Ud t Vou | §RL
l R
Vg o— 17— :
'node 3 | v

Op-amp model circuit

Figure 1.12: Basic op-amp based non-inverting amplifier circuit in positive saturation
condition.

is a straightforward procedure since it implies the Millman theorem and a simple
KVL. Notice that the Millman theorem is useful to find the inverting input voltage
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with respect to ground (labeled as vy), then a simple mesh across vg, vq and vy is
sufficient to get the result.

Us + @
R; Rf Us VOH
_ in - 1.45
N i + 1 i RinGﬁnx * RfGﬁnx ( )
Ry R Rx

Substituting in the mesh it is possible to derive the v4 voltage in positive saturation
condition. To obtain the expression for negative saturation condition it is sufficient
to substitute the constant voltage Vou with Vor..

1 ) Vou
Vg —

- 1.46
Rin Gﬁnx Rf Gﬁnx ( )

Vg = Vs — UN = (1

The graph below, Figure 1.13, reports the final solutions for v, and vgq for
two values of gain®, for which in one case linearity holds and and in the other
(dotted trace) saturation is encountered. Notice the similarity with respect to the
inverting topology case: in both situations amplification is linear till the Vg or
Vor, limits are reached by the output voltage. At that point the output of the
op-amp is kept constant meanwhile the input differential voltage exceeds its linear,
almost negligible, normal level, tracking the input source voltage. It turns out
that without considering in any case fundamental properties of the amplifiers, e.g.
input impedance, the same amplification factor and input-output relation can be
obtained from both the topology, except for a phase inversion.

The input-output characteristic, shown in Figure 1.14, makes evident the first
difference between the two topologies: the phase inversion. The characteristic in this
case shows a positive slope, which leads to positive output voltage for positive input
voltage. For what concerns the other properties of this curve, they are completely
analogous. The higher the gain, the higher the slope of the linear central region of
the characteristic, and saturation occurs in the same way. One difference is that in
the inverting topology a minimum resistance, Rp;,, that set the minimum feedback
resistance when the potentiometer is set to a null resistance position is mandatory
in order to prevent the output voltage to vanish even for input source voltage
different from zero (namely avoiding vanishing gain). Depending on applications,
a common choice is to set R, = Ry, so that at the minimum position for the
potentiometer the amplifier works as a buffer. For the non-inverting case, this is
not strictly required since if the feedback resistance is taken to be null a common
buffer topology is already obtained without any addition. This is clear looking at

6The two values of Ryt for which the results are plotted are the same of the inverting topology:
3140 Q and 9954 Q2.
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Figure 1.13: Non-inverting op-amp amplifier output voltage and input differential voltage,
for a sinusoidal input signal of amplitude 1 V, for two different values of gain (for Ryt = 3140
(blue) and Rpor = 99542 (red)).

the gain expressions: in Eq.1.23, if Ry — 0 the output voltage vanishes, while from

Eq.1.40 the limits of the gain is one. For the inverting stage the following limits
hold.

R
Since lim € — oo SO lim —7f€ =0 (1.47)
R¢—0 Ri—0 B 4+ —
X A(/
For what concerns the non-inverting topology.
Ry (14 RGhn)
(Rf + RX) + Pr
J}Eimo e -
—
f Ry + '
RoRyx 1
!/
lim 714"6 i = lim fo I iﬁ
R—0 o R—0 ﬁ// Rf €
Al '

v

Recalling the definition of € it results that the limits of R¢e for Ry — 0 is nothing
but R, Ry, so that the final result below it is straightforward.
Ro (1 + RxGﬁn)

lim A _ Boltx _
Ri—0 Rx + i RORX

(Rf + Rx) +

1 (1.48)
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Figure 1.14: Non-inverting op-amp amplifier input-output characteristic. Blue line refers
to the linear condition (Rpor = 3140Q) while the red one refers to a saturation condition
(Rpot, = 9954 2)

For what concerns the potentiometer current and voltage refer to Figure 1.15.
Again, the situation is very similar to the one already shown for the inverting
topology. In this case also the phase of the voltage is the same as the input source
one, this means that it is the same of the inverting topology, since in that case
the output voltage and the potentiometer voltage are opposite in phase. As it is
noticeable comparing Figure 1.15 and Figure 1.7, the input source voltage has a
greater effect on the potentiometer voltage and current in the saturation condition,
since in the inverting case the v, exhibits a deep on the top of the waveform,
while for the non-inverting topology, the top of the waveform results (almost) flat.
This will have an impact on the dissipated power. The instantaneous dissipated
power (Figure 1.16) has peak values similar in the two cases, slightly higher than
the ones in Figure 1.8 for the inverting case, but the fact that the voltage has deeps
in the inverting case means that the RMS level of voltage and current are lower
than in the case of the non-inverting topology. Still, the trend of the curves is the
same.

Also for what concerns the peak values of voltage and current, the plot resulting
for the non-inverting topology is very similar to the previous homologous one. The
difference is in the saturation region, in which the shape of the curves are not equal
even if the general phenomenon is the same and so the traces are still close one to
the other.
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Figure 1.15: Current and voltage of the potentiometer, both in linear (blue) and saturation
(red) condition (same values for Ry, of Figure 1.13).
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Figure 1.16: Power dissipated by the potentiometer, both in linear (blue) and saturation
(red) condition (same values for R of Figure 1.13).

Comparison between the inverting and non-inverting topologies

To end up the analysis of this two fundamental stages it worth the report of the
peak voltage and current graph and the power dissipated one in a single graph for
both inverting and non-inverting topology. This allows a direct comparison of the
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Figure 1.17: Maximum values of voltage and current for the potentiometer drawn against
the potentiometer value.
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Figure 1.18: Power dissipated by the potentiometer drawn against the potentiometer value.

two situations.

In Figure 1.19, the differences in the way the circuit enters the saturation are
evident: the inverting configuration enters saturation for slightly larger values of
Ryot, due to the different expression of the gain. Also for increasing values of
Ryt even deeper in saturation, the potentiometer voltage tend to saturate at the
Von (or Vor, depending on the sign of the specific half-wave). So the current will
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Figure 1.19: Peak values of current and voltage reported against the potentiometer resistance.
dotted traces refers to the inverting topology, solid ones for non-inverting circuit.

decrease accordingly (considering the Ohm’s law), since while the voltage across
the potentiometer tends to a constant value, its resistance still increases. The fact
that the inverting configuration enters saturation at a later stage results in a less
steep curve towards the limiting value, compared to the non-inverting one.

Non-inverting case
Inverting case

10° 10* 10°
Potentiometer resistance Rpot ()

Figure 1.20: Power dissipated by the potentiometer reported against the potentiometer
value for the two different topologies. The plot is reported just for the upper portion of the
potentiometer range, since below that the two traces have a difference which is negligible.
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This differences in the trend of the voltage and current peak values are reflected
by the dissipated power (related to the RMS quantities). The two power curves
are reported in Figure 1.20.
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Figure 1.21: Relative difference of inverting e non-inverting topologies, for what concerns the
potentiometer voltage and current and dissipated power.

Finally, in Figure 1.21, the relative differences between the two topologies
potentiometer dissipated power is reported, with the same quantity related to the
peak current and voltage. it is visible how much in linearity the two configurations
can be interchangeable in terms of potentiometer stresses and parameters (such as
voltage swing at its terminals). The saturation region is entered with an abrupt
jump of the difference, since the non-inverting topology will stay in linearity still
for a little portion of the potentiometer range. So the two power curves (and the
corresponding voltages and currents) splits around that point and, because the
inverting power curves drops faster than the non-inverting one, after the peak,
there is an intercept point. This results in a "notch" in the relative difference plot.

Instrumentation amplifier

The instrumentation amplifier is a circuit whose aim is to increase some perfor-
mances of a difference amplifier [1]. The advantage of the simple difference amplifier
is its simplicity, beside, its gain performances are poor (< 10), so as the CMMR
(< 85dB) and noise performance (20nV/v/Hz to 500V /v/Hz) [4]. Furthermore,
the most important point is that the input impedance of the difference amplifier
is relatively low (=~ 10k to ~ 100k2) and this limits its implementation where
low impedance source are involved [4]. The difference amplifier is visible on the

27



Preliminary analysis

right of the red dotted line in Figure 1.22 and it represents the second stage of the
instrumentation amplifier.

Considering each input in a single ended way’, the previous resistance writes
with the expressions below [4], in which the common assumptions R” = R{"™ and
R5P = R3"™ have been considered.

R _ R2J2rRl (1.49)
Ry + Ry

RYP=2"=_""PR 1.50

TR+ R (1.50)

Notice that, to obtain this result, the ideal op-amp approximation as already been
assumed.

To improve the difference amplifier topology, the basic circuit (on the right of
the red dotted line in Figure 1.22) is preceded by an input stage (on the left of the
red dotted line in Figure 1.22), which buffers the input signal. The input stage in
Figure 1.22 is implemented with two more op-amps, to whom the input signals are
connected on the non-inverting input. This means that the input impedance of
the amplifier is much larger than before, being the impedance of the op-amp input
very high (especially for MOS or JFET solution). In simple difference amplifier
(here second stage) this is not true because the inputs are connected to resistor
and not directly to op-amp inputs. This property is very important because allows
the amplifier to work as expected on the differential mode, even in the presence of
high common mode voltage. This property make the instrumentation amplifiers
particularly suitable for test and measurement application (hence the name).

A quick analysis of the complete circuit is here performed, starting assuming
a linear condition. Consider, to begin with, the difference amplifier second stage
alone, and the voltage between the inputs of OA3 and ground.

dwn
dwn RQ

—_ 1.51
o R(i'lwn + R(21wn ( )

V4 :U+:U_:Ungn:U

~—
referred to OAs

so that, the current through the resistor R;" is easily derived using Ohm’s law.

. VUt — U(l)lp dwn RSWH u 1
igw = 7R¥p = (vo —R‘fwn R — P R (1.52)

The mesh across the feedback resistor, R5", it is useful to find the output voltage
expression. Notice, again, that the condition of an infinite impedance input for the

"Considering the purpose of this amplifier, the analysis of this circuit is often done exploiting
a differential approach.
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Figure 1.22: Basic instrumentation amplifier. The red dotted line separate the input stage
from the core difference amplifier.

op-amp is here used.
v, = v + Ry i

dwn up dwn
— wan RQ R2 wan RQ —v
o R(liwn + R%wn R111P o R(liwn + R(Ziwn o

Rdwn Rup Rup
= Ugwn dwn 2 dwn (1 + ip) - 12113 ng
R + RS Ry Ry
up
_ RQ (wan . Uup) (1 53)
Rlllp o o .

At this point the difference between the two first op-amps has to be derived. To
this aim, the presence of a gain resistor Rg, is crucial. If the input differential
voltage of each op-amp is null (ideal op-amp), then the input differential signal
(vd) is also the voltage between the point ny, and ngy, and ground (a part from
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a minus sign).

_ _.dwn

UG = Undwn - Unup = - Uup - _USIH (1'54)

S S
So the current through R can be easily find and so the current through all the
R3?, Rg and RIY™ series (since no current is flowing in the op-amps input).

R
~ Re  Rg

ic (1.55)

dwn

so the difference v

— vl® is found as follow.

vl — o = ig (Ra + Ry” + RY™)

=R 2R : 2R
_ i G T 3__U;11H< 3)

14228
R¢ *

e (1.56)

Finally, combining Eq.1.53 and Eq.1.56 the overall input-output relation is obtained.
In the latter equation, the assumption R3® = R$"™ = Rz, which is very often
satisfied, has been exploited.

Rgp 2133) diff
= — 14+ — ! 1.57
L Rlllp ( RG Us ( )

This final expression is the starting point to discuss another common characteristic
of the instrumentation amplifier, which is important for the purpose of this text.
Since the gain can be controlled by the resistor combination of the difference stage,
but also by the resistor R, this means that the output stage resistor can be
trimmed by the manufacturer and a single resistor (namely Rg) can the made
accessible and variable from the external for the user®. In this framework, the
voltage and current expressions related to R, the potentiometer, are already been
found (Eq.1.54 and 1.55 respectively). Then, in periodic regime, the power is
derived.
2 . 2
RMS_ RMS __ (UéMS) (US ﬂRMS)

P =vg g = Re = Ao (1.58)

Having the potentiometer in he position shown above (Rg) is important, because
in this way the device will result as part of the input mesh, so that its voltage
takes a role in the input KVL. This is where the input, not yet amplified, voltage
has a predominant role, compared to the output voltage and this usually results in
a more restricted voltage range for the potentiometer.

8For integrated instrumentation amplifier solution.
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This result is valid in linear condition only. As for the previous topology, the
successive step is to introduce the non-ideality and so the possibility for saturation
to occur. A way to do this is to substitute to the three op-amps their real model
and considering the voltage controlled voltage source as a fixed voltage source
when the Vg or Vo, limits are exceeded. Unfortunately, this way of proceeding
(implemented before) here is not suitable. Since the complexity of the circuit
is increased, the solution by hand of the entire network has become exceedingly

complex?. In this situation a simulation software!® is useful and can really speed

up the entire analysis process!!.

Voltage (V)
Voltage (V)

Figure 1.23: Output voltage for the instrumentation amplifier in Figure 1.22, for an input
signal of 1V peak-to-peak. On the left axis (blue), the LTspice simulation waveforms are plotted.
On the right axis (orange), Eq.1.57 results are traced. Solid lines are for linear condition, dotted
ones for saturation region.

In Figure 1.23 the output voltage is reported. In linear condition, notice the
difference between the ideal solution and the simulation’s one, clearly due to the
neglected input and output impedances as well as the finite open-loop-gain. This
discrepancy explodes when saturation is encountered, since the ideal model does

9 Another source of trouble in this situation is that the active device that could possibly enter
saturation are three. So that, following the previous procedure, not knowing a priori which of the
three op-amp saturate, the possibilities to be explored at totally six (one for every combination).
Even if some hypothesis can bring to simplifications, basically, it does not worth it.

10T Tspice has been used.
1Values used for the simulation of the circuits in Figure 1.22 are the following: all op-amps

are OPO07, all fixed resistors are 10k{2, input signal is a 1V peak-to-peak sine wave.
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Figure 1.24: Potentiometer voltage vg for the instrumentation amplifier in Figure 1.22, for
an input signal of 1V peak-to-peak. On the left axis (blue), the LTspice simulation waveform are
plotted. On the right axis (orange), Eq.1.57 results are traced. Solid lines are for linear condition,
dotted ones for saturation region.

not predict it: the dotted orange trace exceed the graph limits to reach its perfect
sine shape maximum and minimum. In every aspect this behaviour is the same
already discussed.

In Figure 1.24 the voltage across the potentiometer is plotted with the same
scheme implemented for vy,. Interestingly enough, the saturation condition implies
a reduction of the peak voltage across the potentiometer which increases with the
saturation is strength. Since Eq.1.54 is well satisfied also considering the ideal
component, the maximum voltage applied to the potentiometer is the peak value
of the input signal in linear condition or less if saturation is entered. The current
1g through the potentiometer can be simply calculated dividing the voltage in
Figure 1.24 by the potentiometer resistance. Accordingly the power dissipated is
related to the RMS value squared of that waveform divided by the potentiometer
resistance. These last quantities are reported in Figure 1.25 for different values of
Ryt

In Figure 1.25 the graph is reported not for the entire sweep of the potentiometer
but only for the portion in which the linear condition is met. At the left of red
point, the saturation region is entered and the blue line is not a good approximation
anymore. The power, for higher values of gain, does not increase as before, since
the RMS values of both voltage and current (vfy® and i8\5) become lower than
the ones of a perfect sine.

For what concerns the potentiometer substitution in the following chapters, the
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Figure 1.25: Potentiometer dissipated power ppe; for the instrumentation amplifier in
Figure 1.22, for an input signal of 1V peak-to-peak.

voltage swing across the device, at least not larger than the input signal range, is
much more restricted with respect to what happens for the two preceding amplifiers.
Indeed, it partially simplifies the discussion about the digital substitution at least
for what concerns the supply of the digital device (and its permissible swing at the
terminal).

1.1.2 Transistor based stages

Transistors are the basic component of electronics, also at the base of the more
complex devices discussed above, the op-amps. The analysis and discussion of
some representative examples of transistors based circuit is absolutely unavoidable
in this context. An extremely large number of circuit can be implemented using
transistors, e.g. they can build acceptable performances amplifier with a very
few components (clearly including potentiometers). This make the choice of the
examples quite difficult at a first sight.

From a circuital point of view, transistors can be represented as controlled
current sources. Depending if they are bipolar or field-effect devices the control
quantity of the controlled current source changes: current for the firsts, voltage for
the seconds. Around this vary basic concept, the accurate models that describe
the transistors’ behaviour are built including non-linear elements and so they can
be very hard to solve.

While op-amps are common also because of their relatively simple use (at least
at a first level of complexity), this is not more true for transistor circuit. Even if
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very simple circuits can be implemented exploiting transistors, their understanding
requires more knowledge in comparison to equivalent op-amp solutions, also because
op-amps are often treated as "black box" devices. To prove that consider the bias
(quiescent) point selection problem. When op-amps are used in linear region, so all
voltages fall into their permissible region, no bias calculation is required. When
transistors are involved a certain attention to the quiescent (@ point) selection is
mandatory, since the circuit parameters (such as gain) depend on that. Actually,
this is

For what concerns amplifiers, some very simple solutions can be found in the
literature. As already said, amplifiers can be of different type depending on the
nature of the input and output quantities. Often, as a first approach to the
transistor circuits, the common emitter amplifier configuration is presented. This
amplifier can be controlled in several ways by a potentiometer and in the following
an emitter (source) degeneration technique is discussed.

Another way to control transistors amplifier is to modify (again exploiting
the potentiometers) the feedback network that a lot of configurations make use
of. Feedback is an important concept which can improve the performance of
an amplifier in several aspect (gain stability over frequency, input and output
impedances, noise sensitivity). This solution forces the introduction of important
approximated techniques to calculate the parameter of the circuit and so a feedback
amplifier example is presented.

The heavy mathematical complexity of the more accurate models makes the
circuit solution in which these models are involved not feasible by hand. Since,
sooner or later, in the calculation, a non-linear system has to be solved, the analysis
by hand is not worth from the beginning. These models obviously include saturation
effects, but a more simple analysis can be done when they are driven in linear
region of operation (saturation region for field-effect transistors).

Another commonly used circuit, the buffer, implemented as a common collector
(drain) topology is here omitted because its functioning usually does not depend
on any variable resistance element; so it does not fit the topic sufficiently well.
Despite the fact that the present chapter is dedicated to the amplifier circuit,
a regulated DC supply circuit is discussed here, because of its relevance to the
transistor behaviour and potentiometer implementation analysis.

Common emitter (source) topology

For sake of completeness, it is important to remember that the procedure for solving
(in general) transistor circuits by hand, consists in doing a preliminary analysis of
the working (Q) point and then, through a linearisation, to use some Q-dependent
parameters to solve the circuit. In dong this it appears clear that the solution
found is valid only in linear, small signal, condition, which are already affected by
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Figure 1.26: BJT common emitter amplifier with voltage divider implemented bias and
bypass capacitor network controlled gain.

some usual simplification. Despite the heavy ideality of the entire procedure, under
the hypothesis step by step introduced, the results can still be quite interesting,
also because they give some very useful insights to the functioning of the circuit
and on the effect of the various components on it.

Theoretically an immediate accurate way of proceeding would be to substitute a
sufficiently good model for the active device and simply looking for a solution of the
circuit (as done for the op-amps’ topologies). In the present case, this would mean
to substitute the Ebers—Moll model of the BJT in the schematic in Figure 1.26.
Unfortunately, the accuracy and completeness of the results are paid with the
difficulties of the mathematical solution: the Ebers—Moll model is intrinsically
non-linear, since it contains two diodes (for the emitter-base and base-collector
junction modelling). This implies that an approximated solution (easily feasible
with a calculator) has to be performed, actually making pointless almost all the
calculations made by hand!?.

So a more usefull way of proceeding is to assume a region of operation of the
circuit (in this case active forward, so linear region) and approximate the component

12Notice that a solution of the circuit exploiting the Ebers-Moll model does not require a
bias point calculation, since the latter is mandatory only if a linearisation is performed (so an
approximation) through the small signal equivalent circuit. The accurate non linear model already
"permits" the derivation of the solution in any region of operation.
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behaviour so that the solution of the circuit becomes easier. A discussion of what
happens when non-linear behaviours are to be considered will be done in the
following.

To calculate the working point of the BJT in Figure 1.26 it is sufficient to
perform a Thévenin equivalent of the circuit portion seen from the base towards
the left (not considering the time varying generator, so disconnecting the Cpg
capacitor practically). So that a Vo, and an Req will permit the redraw of the
circuit accordingly to the following definition:

Ry 1
Vie = Veg——DB
T Rt kR k1

k
E+1

Rey = Rp || kRg = Rp

This equivalent circuit on the left permits the simple solution of a mesh (KVL,
Eq.1.59) on the input branch, passing across the emitter-base junction, finishing
on the emitter resistor'?

Veq — ReqIp — Ve — Relr =0 (1.59)

In the latter equation some quantities can be re-written in order to find a simple
linear equation in Iy, bias base current. Since the BJT is assumed to be in linear
condition the base-emitter voltage drop is the one that can be measured across
an on-state diode. So Vgg can be approximated with a known value around 0.6 V.
For what concerns the emitter current, it can be written as the base current
multiplied by a factor, which is Sr + 1, where (g is the common-emitter current
gain (considered as a constant datum?!?)

Veq = Reqls — Ve — Re (Br + 1) Ig =0

‘/eq - VBE

Iw =
% Req+ (Be + 1) Ry

(1.60)

Eq.1.60 for the bias base current is the one from which all the other quantities
involved in the bias calculation are derived. Immediately the two other fundamental

13Clearly, being in DC conditions means also that the bypass capacitor make visible to the
emitter, in terms of bias, only the resistor Rg to ground.

14The actual model of the real device is much more complex and it makes almost all quantities
inter-dependent and not constant. But at least at a first level of approximation, Sr can be
considered a constant.
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currents are written as

I — ﬂF (Veq B VBE)
¢ Req + (Br + 1) Ry
(Br +1) (Veq — VBr)

fe = Req + (Br +1) Rp (1.62)

(1.61)

This will easily permit a calculation of the Vg voltage which must satisfy an
inequality related to the initial assumption of the region of operation. When the
linear region is entered the emitter-base junction is forward bias so Vgg ~ 0.6V,
while the base-collector junction is reversed bias, so that Vgc < 0V. This implies
that, in linear condition, the emitter-collector voltage has to be positive: Vg > 0V.

To briefly see what happens when the condition is missed, it is useful to consider
the base voltage divider (formed by Rp and kRp) as a variable divider. Sometimes,
in place of the two resistor, a real bias potentiometer is used to make possible to
trim the working point as wanted. In the following plot (Figure 1.27), this method
is implemented, so that the Spice!® simulation will show all the region of operation
accordingly to the potentiometer sweep!S.

When the lower resistor is too small with respect to the upper one, the BJT
is off, so that both Iy, I¢ and Ig are null. If no current is flowing in the emitter
resistor, the emitter is at 0V, so the voltage Vg grows as the base voltage respect
to ground increases. When Vgg reaches the emitter-base junction turn on voltage
the current begin to flow into the base, so the collector to emitter current does. This
implies that the voltage drops across emitter and collector resistors increase and
the negative feedback action introduced by Rg make the linear region increment of
I linear too (instead of exponential).

This situation is maintained until the voltage drop across R¢ grows enough to
put the BJT in saturation region. In saturation, the collector to emitter current is
no more related to the base current, the transistor effect is lost and the current I¢
is almost constant around the saturation value, Ig*. Since, the saturation region is
entered when both emitter base and collector base junctions are forward biased,
the mesh across those voltages make evident the Vg is almost null.

VCE + VBC — VBE =0 — VCE ~0 (163)
—~— ~—~—
~ 0.6V ~ 0.6V

15The model of the BJT used is the 2N3904: .model 2N3904 NPN(IS=1E-14 VAF=100
Bf=300 IKF=0.4 XTB=1.5 BR=4 CJC=4E-12 CJE=8E-12 RB=20 RC=0.1 RE=0.1 TR=250E-9
TF=350E-12 ITF=1 VIF=2 XTF=3 Vceo=40 Icrating=200m mfg=NXP).

16Looking at the schematic of Figure 1.26, the potentiometer substitution for bias purposes
results in a lower resistor RAV® = x RTQT, while the upper resistor becomes Ry” = RTQT(1 — z).

pot pot
37



Preliminary analysis
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Figure 1.27: Bias current traced for the circuit in Figure 1.26.

In real devices, the residual Vg voltage when saturation occurs is not null, 7.e.
VES ~ 0.2V as visible in Figure 1.28; then it decreases slowly from V& to
practically a null voltage. The voltages involved (Vg and Vig) are reported in
Figure 1.28. Notice the almost linear initial increment of Vgg, while the collector is
still at Voo and the emitter is still at reference, so that Vog = Voo, When the BJT
turns on, the Vg flattens while the Vg start decreasing linearly with the current
increment, accordingly to the ohms law. Then, the saturation is reached and the
two voltages enter again a constant portion of the characteristic again.

Basically, this method of proceeding is approximated since it consider Vpg
constant as if, in the on state of the BJT, the junction between emitter and base
was a constant V., forward voltage drop diode. This is not true, since, as visible in
Figure 1.28, the VgE is absolutely not constant. Still, this a good approximation
when the region of operation is far from the transition between one region and the
other.

As an example, consider the following values for the circuit in Figure 1.26.

e Rp=39kQ
e Rc =10k
o Rp =68k

k = 235/34 so that kRp = 470 k)

For the BJT consider Sr = 300
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Figure 1.28: Bias voltages traced for the circuit in Figure 1.26.

e Voc =9V

Using Eq.1.60, Eq.1.62 and Eq.1.61, plus the mesh across the output side to
calculate di Vg, the values in Table 1.1, first column. The more precise values
have been calculated with LTSpice simulator (second column), for comparison. The

Quantity | approximated | LTspice
I 435.8nA 409.7nA
I 130.7 pA 130.9pnA
Ig 131.2pA 131.3pnA
VBE 0.6V 0.623V
Ver 7181V 7173V

Table 1.1: Comparison table for the approximated bias values and the simulated ones.

values are close enough to consider the approximation satisfying. These values are
to be used in order to calculate the linear circuit parameters. These parameters
are calculated as a result of a Taylor expansion around the working point of the
more complex curves describing the current and the voltages.

Before the final solution of the equivalent small signal circuit, the hybrid param-
eters equivalent circuit is presented, as well as the expressions for the parameters
themselves.

From the equivalent circuit above, it is possible to derive two equations, from
which the parameters definition can be written directly. This equivalent model
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Figure 1.29: BJT small signal equivalent circuit drawn exploiting the hybrid parameters.

is exactly an application of the two ports element theory, in which the hybrid
denomination means that, in the two equation system (Eq.1.1.2), one expression is
a voltage mesh (KVL), while the other is a current sum at a node (KCL).

{Ube = hieib + hrevce
ic - hfeib + hoevce

Since all this quantities are small signal variations (small characters), if an overall
voltage or current is held constant, the corresponding small signal quantity is null.
So that the following definitions can be written, directly from Eq.1.1.2.

Ube

hie = - (164)
33 vee=0, vop=const.
Up

hpe = —2 (1.65)
Uce i, =0, ig=const.
1

hfe = i (166)
b Vee=0, vog=const.
1

hoe := —— (1.67)
Uce i, =0, ig=const.

Since the curves that describe ip, ic and vcg are complicated, a set of common
assumption is consider to have a more direct passage from DC to AC small signal
domain.

To begin with, the forward current gain hg = [y, which in general is different
from (g since the latter is the ratio of the collector and base current in DC, which
is a function of the base current itself. To avoid the duty of extrapolate a derivative
calculation from experimental measure, often the 3y = Sr assumption is taken.

The input resistance hie can be extrapolated directly from a Taylor expansion
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of the Ebers-Moll equation that give the current ic'”. In doing that, neglecting
terms of the order grater than one, it results the following expression:

. Ic i Ic
c = 7Ve — = 7‘/6
i Ve Boin 7t
50VT VT
o = = —. 1.

With the values previously evaluated this input resistance is evaluated to be
hie = 59.66 k2.

Usually the reverse voltage ratio hye is so small that its contribute to the input
mesh (hy - 41,) is usually negligible. However, its value is around h,, ~ 107%.

The output admittance h,e is related to a commonly used parameter called
Early’s voltage, which encapsulates the information of "how greater is the slope
of the I current". So a good transistor has a large Farly’s voltage so that the
current generated by the controlled current source is not "wasted" into the parallel
admittance, but it will be entirely delivered to the load. The FEarly’s voltage
is usually denoted with the symbol V, and it enters the output admittance’s
expression as

I

hoe = .
Va

(1.70)

In our example it results that hee = 1.307 127"

At this point the complete circuit can be re-written accordingly in order to be
solved. If the analysis is done inside the band of the amplifier, the capacitor has to
be consider short or open circuit accordingly (in the current example, the bypass
capacitor on the emitter has to be consider as a short). The constant generators
have to be switched off, while the small signal variation in input has to be turned
on. These considerations are resumed in the circuit in Figure 1.32 which is the one
to be solved.

17Tn this model, the collector current has the expression as follow

io = Is |:<evBE/VT _ eUBC/VT) _ ﬁiR (eUBC/VT _ 1)] (1.68)
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Figure 1.30: BJT common emitter amplifier small signal circuit.

Solving the system derived for the latter circuit, the following results are found.

1
fee =15 he 4 feq +hie
e (hl || Re)
, 1 1
Z = -_— US
"7 he | hue (Wl || Re) + Req + hic

In order to be assumed as good approximations, the small signal condition has
to be satisfied, hence, whatever the curve of v, is, it must remain inside the interval
between Voc and VEH (not changing the region of operation of the BJT).

After this discussion about the amplifier itself, the potentiometer topics rises
again. To control the gain of the amplifier, at least five options come immediately
in mind involving one potentiometer placed in different points of the circuit. The
first two will be discussed in the following and concern the positioning of a volume
potentiometer either at the front or after the amplifier. The basic difference of
the two possibilities is that, assuming that proper decoupling capacitor have been
inserted, the reduction of the outcoming signal at the output does not affect in any
way the functioning of the amplifier. While, supposing an input signal large enough
that at full volume the amplifier exits the small signal approximation (or even
changes the operating region), the input volume control can be useful to keep the
amplifier in the proper region, on the contrary with respect to the output volume
control.

The third option is similar to the classic volume control: instead of putting an
R¢ resistor on the collector and decoupling the volume control, the potentiometer
itself is placed between the supply and the collector. Clearly the total resistance of
the potentiometer has to be the same of the other cases’ R resistance, but, from
the external, the behaviour of the circuit is exactly the same as the output volume
solution. For what concerns the voltage swing across the potentiometer the input
volume solution obviously has the peak to peak swing of the input signal, which
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usually is not large (also because of the constrain on the small signal condition).
The other two solutions, instead, support large swings, since the collector voltage
can vary from VE ~ 0.2V (limit of the saturation region) up to Voe (limit reached
with the interdiction region). These three solutions do not affect directly the gain
of the core amplifier, since they act exclusively on the input or output signals.

Two other common solutions are much more conservative from the potentiometer
prospective. One consists in putting a potentiometer in place of the emitter
resistor (Rpo = Rg) and connecting the bypass capacitor to the central tap of the
potentiometer. The gain is maxed when the potentiometer tap is shorted to the
emitter, so that the AC equivalent circuit looks as depicted in Figure 1.26, with
the emitter connecting to ground (again, just for the variations, since the DC bias
is not modified). The gain is at its minimum when the potentiometer is in the
opposite position, so that, introducing negative feedback, the emitter resistor shows
the same value both for the bias and the AC equivalent circuit and it is equal to
the total value of the potentiometer. This method has the advantage that the
potentiometer sees always a voltage at its fixed terminals which is almost constant
around the bias value. This is true in small signal conditions (for other region of
operation, the voltage across the potentiometer increases but always limited to the
peak to peak swing of v,'®).

The last solution here introduced is to place a potentiometer in a variable
resistor configuration in series with the bypass capacitor (between ground and the
second terminal of the capacitor). With this arrangement the situation is similar
to the previous case; the only difference appears when the small signal condition is
violated: the voltage ripple is centred around zero volts and not around the emitter
voltage bias value. But also in linear condition the constant contribution due to the
bias voltage is dropped out by the bypass capacitor, so that in this configuration
the voltage across the potentiometer can be hundred of time smaller than with the
output volume solutions. The latter solution is the one shown in Figure 1.26.

These same solutions can be implemented without significant modification,
exploiting other families of transistors, namely JFET and MOSFET as immediate
alternatives.

Series-feedback pair amplifier

The circuit here discussed is an example of how the negative feedback theory can
be exploited to obtain large stable gain at least from a relatively simple circuit with

18This is because the potentiometer voltage is part of the input mesh (KVL) in which also vgg
appears. vpg is almost constant when the BJT is in an on state and far from the knee of the
characteristic. In this way, from the KVL, it is possible to see that vg is translated of a quantity
Vg on the emitter.
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discrete transistors instead of op-amps'®. The following is also a good example of
how, using different types of transistors in the same circuit, some advantages can
be reached because of the intrinsic differences of each family exploited. In this case
the first stage of amplification is implemented with a JFET?°, so that the input
impedance of the amplifier is vary large and in particular much larger than the one
obtained with a BJT first stage. This is because the BJT is a current controlled
device, while the FET transistors in general are voltage controlled devices. On the
other hand, BJTs has a much larger gain with respect to JFETs, so the second
voltage amplifier stage is a PNP BJT stage, providing the voltage gain needed to
make the feedback system work as intended. The third stage is a common collector
buffer.

Vee

Rp

Rg %RC

: A Vo
| / R X

X §RS L= pot ! gRE

v \ 4

: \§ Rpot E

Figure 1.31: Series-feedback amplifier circuit. The red arc indicates that, for in band signals,
the capacitor Cpot is equivalent to a short circuit. The blue dotted box isolate the feedback
network [, the rest of the circuit forms the A, main high gain amplifier, block.

19 As done in the previous sections.

20In this position also a MOS device can be used with similar performances. The bias of the
gate would be rearranged because of the opposite sign of the threshold voltage between MOS and
JFET transistors.
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The bias calculation follows basically the same steps of the previous topology: a
guess on the region of operation is done and, a posteriori, the validity of the results
obtained is verified. For sake of brevity the results of a LTspice simulation are
reported in Table 1.2 and Table 1.3. The results below are calculated exploiting
the following values: Rg = 100MS2, Rp = 2.1kQ), Rc = 10k, Rg = 22k,
Ry = 3.3kQ, Rg = 1.035k2, Cpop = 47TuF? | Ry = [10Q + 5KkQ.

Vas
—1.338V

Vbs In
7.075V | 279.1pnA

Table 1.2: JFET bias values for the circuit in Figure 1.31.

VBE or VEB VCE or VEC [B IC IE
0.585V 3.654V —337nA | —69.6 pA 69.9 pA
0.658 V 4.312V 3.735pA | 1.158 mA | —1.162mA

Table 1.3: BJTs bias values for the circuit in Figure 1.31. The first raw is referred to the PNP
second stage transistor, the second one to the NPN output transistor.

The quantities reported are compatible with linear (for BJT) or saturation (for
JFET) operating region so that the equivalent small signal circuit can be drawn.
Consider that all the previous discussions concerning the parameter to use hold
here, but, in addition to that, it is useful to remember that no difference stands
between the small signal equivalent of PNP and NPN BJTs (the difference is only in
the bias verse of currents and voltages). Furthermore, the JFET equivalent circuit
is introduced as a voltage controlled (infinite input impedance approximation)
current source.

Considering the classic theory of feedback, the circuit here discussed is a voltage
(series-shunt) amplifier because the negative feedback is taken in parallel from the
output signal and is connected to the source of the JFET common source amplifier
(so it is not connected to the same point where the input signal is). Once the type
of feedback configuration is clarified, identifying the A and [ blocks results as an
easy task: so that the common source, common emitter and common collector
stages fall in the A inner amplifier block, while Ry, R, and Rg form the feedback
network.

1+ BA

21Pay attention that also the input signal has been decoupled through a sufficiently large
capacitor, in order to not affect the simulation done in the following.
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Figure 1.32: Small signal equivalent circuit of the amplifier in Figure 1.31. The dotted blue
box points out the 5 feedback network.

If, exploiting the equivalent small signal circuit, the open loop gain will result
high enough, the Eq.1.71 holds and an easy approximated value of the gain can
be calculated. The exact solution of the equivalent circuit for this purpose is not
immediate and it requires a certain amount of experience, but, at least intuitively,
the approximation can be taken assuming that the JFET common source and
mostly the PNP common emitter stages provide a sufficiently large amount of gain.
If this is assumed the analysis of the 8 feedback network is quick: applying a test
voltage generator (V3*%) to the output port, the port one voltage is calculated
(Vie*), and (3 is nothing but their ratio.

Vtest
B = V}est (1.72)
Applying a V3t VIt ig found by considering the Ohm’s law as follow.
RSHRot RSHRot
Vtest — Vtest 1% — P 173
! 2 Rf + RS || Rpot 6 Rf + RS || Rpot ( )

Making the reciprocal of the latter expression, the simple approximation of the
gain is found.

(1.74)
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So that the ideal gain, obtainable only for A — oo, exploiting Eq.1.71 has the
following expression.

Rp

i 1
Aldeal —q 4 F (1.75)
RS || Rpot
55
O Data
50 Interpolation
Ideal gain function
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Figure 1.33: Gain curve for the series-pair feedback amplifier.

Simulating the resulting output voltage for a range of R, different values (here
from 109 up to 5k2) it is possible to evaluate a curve representing the error
between the ideal gain in Eq.1.75 and the simulated one. In Figure 1.33, the
simulated gain result is plotted as well as the ideal function; the gain error can be
calculated as:

ideal real
AF - AF

€ = -
ideal
Ay

(1.76)

The divergence of the two curve is minimal in the decibel scale, which tends to
compress the traces at high values of gain, but it is clear from Figure 1.34 that this
error it is not negligible at high gain range. From the current simulation it results
that to an ideal gain value of 50 dB corresponds a real gain of 48.895dB, which in
linear scale results in an error of approximately 11.94 %. Still, this approximation
is quite good for low gain rages, for which the gain error stays well below 2 %,
before it starts to increase linearly with [,;.

To see what are the behaviours of voltage, current and power of the potentiometer
resistance is useful a practical conceptual approximation of the circuit. Since the
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Figure 1.34: Gain error of the series-pair feedback amplifier between ideal and simulated
curves.

circuit involves a negative feedback and the overall structure is non inverting (notice
that the signal passes through two inverting stages and a non inverting one) an
artificial op-amp can be superimposed on the circuit. The output of the op-amp is
placed on the output emitter node, while, being the amplifier non inverting the
input is connected directly on the non-inverting input. The § network remains
outside the op-amp, making clear the analogy with the non inverting amplifier
topology. Looking at this simplification Figure 1.35 and considering the classical

N A
Up ot
AAY —
Ry — Uout
Vg o—x
2
v

Figure 1.35: Intuitive equivalent circuit of the BJT feedback amplifier as it can be visualised
for simplifying the calculations.
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assumption taken in the op-amp based circuit, the quantities on the potentiometer
are easily found. Notice that this artificial substitution becomes more legitimate
the higher the open loop gain becomes. Looking at the input mesh the following
expressions are derived.

Upot = Us (1.77)
Vs
ot = ———— 1.78
Zp t Rpot ( )
2
USRMS
s ] (179
pot

Also, this expression is important because it tells that the swing across the poten-
tiometer is limited in a range which is usually narrow, since the input voltage is
kept small in order to exploit the linear region of the BJTs transistor (well below
2V, where Vi = kgT'/q is the thermal voltage). The latter expressions hold in
linearity. As done before, the saturation situation is investigated by considering the
output of the circuit as saturated at a high or a low constant voltage level (Voy or
Vor respectively). Exploiting the Millman’s theorem the voltage expression across
the potentiometer can be found??:

~ 0
% v
Upot = L ~ 0 = . (180)
1 1 1

By multiplying numerator and denominator by R; a quite simple and useful
expression is written:

Vou
R Von Vou
Upot = N = R = gl (1.81)
Rf RS || Rpot RS H Rpot

Current and power are defined in the usual way and are derived from the latter
expression. In Figure 1.36 the potentiometer voltage is traced, for the ideal
approximated case and the simulated, more accurate, one. Notice that in real
case the linear to saturation transition is smooth and not abrupt as in the ideal
one. Moreover, the neglected term, depending on the input voltage in saturation,
contributes so that instead of a perfectly flat saturated value, the trend of the input
signal is maintained through a factor of R¢/RA.

22Where the term R¢/R? is consider much smaller than 1.
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Figure 1.36: Potentiometer voltage for the circuit of the series-shunt amplifier presented.

Regulated DC supply (with feedback)

VIn S_ _Z ! Vo

Q: J—

DZ’ZS> Va

Figure 1.37: Simple voltage regulator.

% Rpot

X

The regulated DC supply constitutes an example of feedback circuit in which
the potentiometer is subjected to a very different scale of voltage and current swing.
While in the previous circuit, whose aim was to amplify signals, the potentiometer
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was decoupled from the DC component through a capacitor, here the situation is
reversed. The voltage regulator purpose is to generate a specific DC voltage from a
higher source. To do this, the base (command) current of transistor (), is controlled
by the transistor ()2, which is "sampling" the output voltage, establishing a negative
feedback. When the output voltage v increases, the emitter base voltage of (o
increases too, through the voltage divider formed by the potentiometer. This make
(2> increasing its collector current. A simple KCL at the base of ), shows that
the current increase for () makes the base current of ()1 to decrease, facing it to
supply less current to the load.

Some further details can be introduced, such as a bias resistor for the zener
diode, connected from its cathode to the output voltage in order to stabilise its
current and so the controlling voltage vgg,. Another improvement is related to the
variation circuit. A capacitor placed between base and collector of ()5 creates a
local feedback low pass filter (through the Miller effect) which prevents the circuit
to get into oscillation:

Voot = Vo (1.82)
Vo

Loy = 1.83

pot Rpot ( )

Ppot = ‘/pot[pot . (184)

In this case the quantities are consider as constant, so the RMS values of voltage
and current are not useful for the power calculation, on the contrary with respect
to the previous cases?3.

In Figure 1.38 the output voltage is reported for different position of the control
potentiometer. it is evident that the transistor () is always turned on, since the
maximum voltage at the output is approximately equal to the input one minus
a diode drop, which is the drop across the emitter base junction. When the
potentiometer middle tap is below a certain voltage the transistor () is off and the
feedback loop is broken so that the voltage is constant at the maximum output.
When the potentiometer central tap reaches a voltage which is approximately one
diode drop above the zener diode voltage V7, ()5 is switched on and the output
voltage approximately follows an inverse linear relation versus the potentiometer
position.

b

23Namely, for time-constant signal the RMS value coincide with the value of the signal itself.
In the present case: vRNS = v, = const. (same for the current).

pot
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In Figure 1.39 the simulated current curve is reported, superimposed to the
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Figure 1.38: Output voltage vo for the DC voltage regulator in Figure 1.37 traced varying
the potentiometer position.
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Figure 1.39: Potentiometer current ipor and dissipated power ppoT, for the DC voltage
regulator in Figure 1.37 traced varying the potentiometer position.

dissipated power. Since the current is derived from the voltage by means of a
constant factor (potentiometer resistance), the trends of the curves are the same.
This does not hold for the power curve, which, being the product of the two, shows
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a different curvature:

b
V;)ot Ra+ — 2
x b
b — ot x)
a—+ — Ppot N,
I —~ iy Rpot
pot Rpot

it is clear that the higher curvature of the power curve is due to the higher order
of the rational function that appears in the power expression.

1.2 Oscillators

Oscillator circuits are embedded in many electronics design since they are needed
in every situation a timing of some sort is required. Not only in the obvious case of
function generators, but also in a large number of different circumstances, as in case
of instrumentation devices (e.g. oscilloscopes, frequency counter), oscillators are at
the core of the functioning principle of the device. This made the knowledge on
this family of circuit very wide, making very difficult to choose some representative
case to be presented here.

It is evident that, because of their ubiquity, the discussion of a substitution of
the traditional analog potentiometer with more flexible digital devices is of absolute
interest.

In literature there is a very large number of circuits that provide an oscillation
of some sort (i.e. periodic output wave). Some classifications can be made based
on the type of oscillation provided, for instance, discriminating the shapes of the
output waveform (e.g. square, sine, sawtooth, ecc.) or looking at the frequency
band of the circuit (e.g. LFO, RF oscillator, ecc.). The subdivision used in this
text is based on the mechanism that provide the oscillation itself. For example,
a family of oscillator circuit exploits the charging and discharging properties of
a reactive element (relazation oscillator), another one is based on the usage of a
positive feedback of a properly phase shifted signal back to the input of an amplifier
(phase-shift oscillator). Also digital system are well presented in this field of
electronics with interesting solutions, as well as design which involves piezoelectric
material, in particular crystal element (crystal oscillator).

To begin with, a fairly simple relaxation oscillator is presented. Then a more
conceptually complicated circuit, the Wien-bridge oscillator, is commented, both
because its capital importance in electronics history and its impressive performances
despite its apparent simplicity. Another particular case of phase-shift solution is
then presented to give an idea of the variety of possible circuit derived from the
same idea.
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Furthermore, a look at the digital implementation of various kind of waveform
generators (e.g. PWM) is not discussed here, since often, in that type of circuit,
some sort of microcontroller is involved, making the direct implementation of digital
potentiometer less powerful compared to the complete mastery of the firmware
development. Also crystal oscillator are not discussed, despite their importance,
since typically the frequency of the oscillation produced is not made variable directly
acting on the core crystal circuit (which is fixed at a specific fy by the type of
the crystal involved), but making use of PLL or other circuit which can divide or
multiply that fixed frequency.

1.2.1 Relaxation oscillator

The relaxation oscillators have, generally, the advantages of a good level of simplicity
and a low cost. Clearly they show some drawbacks at a practical implementation:
their frequency behaviour is not well predictable?*, and in general they are not as
precise as requested by some application. The working principle of a relaxation

Vo v
e o
< {P—r—vw—o"
C R ViR
Comp-
‘/ref A

Figure 1.40: Principle schematic of a relaxation oscillator.

oscillator is schematised in Figure 1.40. The idea is that, at the time instant ¢ = 0,
the switch is in the position shown and the capacitor C' charges through resistor R
with a time constant 7 = RC'. when the voltage across the capacitor reaches the
level Vi the comparator makes the switch to commutate, so that, if Vgg = — V¢,
the capacitor is now discharged. The hysteresis needed in the comparator block in
order to have a capacitor voltage that swings in an appropriate interval is generated
in a very simple way, also solving the problem of having a switch and an actuator:
all this stuff can be solved with the usage of a single op-amp. When the supply is
turned on, the op-amp output is forced either to Voy or Vo, so that the voltage
Usq 1s forced either to an high or low voltage. Keeping in mind that an op-amp in
saturation condition can be modelled as a voltage source (as seen in the previous

24Especially in cases in which integrated Schmitt trigger devices are used, because they have
thresholds with large tolerances.
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Figure 1.41: Op-amp (comparator) based schematic of a simple relaxation oscillator.

chapter), it is possible to see that the capacitor C' will start to charge (if an initial
positive saturation is assumed). This implies that the voltage v¢ increases while,
on the other branch, the voltage v,.f remains constant at a voltage determined by
the voltage divider formed by R; and Rs. In this situation v, is positive and v¢ is
lower, since it is increasing starting from a null voltage; this maintains the op-amp
output at the positive saturation level. When v = v,f the comparator switches
its output to the negative saturation voltage so that, now, the capacitor discharges
and the reference voltage sign is negative (with the same magnitude). From here
the oscillation is stationary and the period is ideally stable. A simple proof leads
to the expression of the period of oscillation.

Consider the stationary condition. The semi-period in which the capacitor
discharges corresponds to an exponential decrease of the voltage ve, which, in
general, can be expressed as:

VC = Voo — (Voo — 1) e T (1.86)

In this case, the initial voltage of the decreasing exponential vy = ve(t = 0) is the
reference voltage when the output of the comparator is at the positive saturation
level vy. The limit value, for ¢ — 00, v is the output voltage vy, which, being
in the discharging phase, is the negative saturation level V. The time constant
of the exponential is clearly given by the product of capacitance and resistance:
T = RpotC. Substituting these values into Eq.1.86, the following expression is

written:
ve = Vor — (VoL — vyt e VT (1.87)
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Now, consider the time instant in which the exponential will reach the v&¥® voltage,

in which the comparator will commutate on the positive level again. This interval is
exactly half of a period and it can be easily found by inverting the latter expression:

dwn __ up -T/27
Uret — VOL - (VOL - Uref) € /

dwn
VOL — Vet
up
ref

-T/2t

VOL—U

The logarithm properties leads to a final general expression for the period of the
oscillation:

(1.88)

_
T = 271n lVOLUref]

dwn
VOL — Vet

This is a general expression which can be simplified considering some common
assumption which can be easily matched. To begin with, consider the to saturation
levels of the comparator as equal in absolute values: Vo, = —Vou. Also, it is useful
to express the reference voltages as functions of the output voltage, through the
voltage divider formed by R; and Rs. Putting these definitions together, FEq.1.88
can be rewritten as follow, and then further simplified exploiting some algebraic
steps:

i R1 Rl
—Von Von 1+
T=2In e A Y P
—Vou + ———V, S
" T R+ Ry, O Ry + Ry
=27In |1+ 2& . (1.89)
TR,

A further common assumption is that the voltage divider is designed to generate
a reference voltage which is half the output voltage. This implies that the two
resistance Ry and Ry are equal, so that the expression of the period will simplify
further as:

T = 2RC'In(3) ~ 2.2RC . (1.90)

The waveforms involved in these computations are reported in Figure 1.42, where the
oscillation of v¢ across the capacitor is plotted for a period and a half, in stationary
condition. The important voltage level are traced, so that the [v3y™ to vi;] range
is visible. The discharging phases of the capacitor are plotted in blue, while the
charging phases are in red; also, the extrapolation of the charging and discharging

exponentials have been reported with the dotted trace. Since the v¢ voltage changes
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Figure 1.42: v¢ oscillation for the circuit in Figure 1.41, under the assumption discussed
above: Vo, = —Vou and R; = Rs.

direction every semi-period, the latter are just mathematical extrapolation plotted
for sake of clarity.

In the next graph, Figure 1.43, the output voltage vy of the oscillator is reported.
As expected this voltage swings between larger voltage limits, since the comparator
forces its output at the highest or lowest voltage possible for a certain supply.

10

Time (s)

T2 T

Voltage (V)
o

Figure 1.43: Output voltage vy, oscillation for the circuit in Figure 1.41, under the assumption
discussed above: Vor, = —Vou and R; = Rs.
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Looking at Eq.1.89, different ways to control the period (namely the frequency)
can be identified. Usually the possibility of varying the capacitance is discarded,
since variable capacitor are expensive, huge and they offer a more restricted range of
variability. Substantially, the resistor R, in series with the cap, is a good candidate
and normally is the solution implemented, since a simple potentiometer connected
as a variable resistor works fine here. Sometime, a selector is inserted in order
to make possible to choose different values of capacitance and making available
different consecutive ranges of frequency. In Figure 1.44 there is a graph showing
the frequency of the output voltage versus the resistance R. Because the period
of oscillation is directly proportional to the time constant 7, the relation between
frequency and resistance is inverse linear f(z) = 1/xz.
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Figure 1.44: Frequency of oscillation plotted against the potentiometer resistance.

Another interesting consideration is related again to the expressions of the period
in Eq.1.89. The shape of the exponential is controlled by the time constant 7, while
the frequency itself can be controlled both by 7 and the ratio R;/Ry. To begin with,
consider a specific region of the graph in Figure 1.43, e.g. the first semi-period.
Supposing to increase 7 (increasing R ), so that the shape of the exponential
around that specific area previously considered approximates a line, this would
increase the period, because of the 7 increment, but the period of oscillation can
be made equal to the initial case by simply rescaling properly the voltage reference
of the comparator through the ratio R;/Rs. In Figure 1.45 the voltage across the
capacitor is reported for different combinations of R and R, so that the output
frequency is constant at 1kHz. Notice the different slopes of the exponential, for
different values of R;. This solution makes possible to exploit the circuit to actually
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Figure 1.45: v plot normalised to the corresponding absolute values of the reference voltage,
for different choices of the values pair (Rpot and R7) that give the same output frequency. In
blue Ryt = 274.24kQ and R; = 1k{2, in red Ry = 57.21kQ and Ry = 6.982k(2, in green
Ryor = 39.034 k) and Ry = 13kS.

generate two different waveform at a time: a square-wave at the comparators
output and a triangle-wave at the capacitor terminals. Furthermore, the square-
wave output has a fixed amplitude, due to the fact that, at every commutation, the
op-amps output is forced always at the same levels, while the triangular wave has a
different amplitude because the latter is nothing but the upper and lower reference
voltage difference (which in this case are varying to maintain the triangular shape).
Another point is that the usage of the triangular output of the circuit has to be
done through a buffer (or amplifier with high input impedance), in order to avoid
a current loss from the flux that charges and discharges, each cycles, the capacitor.

In traditional implementation of the circuit, the varying amplitude of the
triangular output is a problem because it is very difficult to think to a solution
to make it stable at the external. In the world of digital potentiometer this
situation can be solved by simply increasing the resources: one potentiometer is
the main frequency controller (R in the circuit of Figure 1.41), a second one
is the one controlling the shape of the triangular output (replacing R;) and a
third automatically controls the gain of the buffer/amplifier after the triangular
output. This is feasible because all the three potentiometers can be controlled
simultaneously, and accordingly to each other, by the microcontroller, allowing the
external user to only deal with one control (namely the frequency knob).

In Figure 1.46, the voltages across the frequency potentiometer (Rp.) and
the shape control potentiometer are traced for two different pairs of R, and R,
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Figure 1.46: Potentiometer voltages: in blue vg_,, in red vg,. The solid traces refer to
the values pair Rpoy = 274.24k) and R; = 1k{2, while the dotted ones refers to the choice
Rpor = 39.034kQ and R, = 13k

1.2.2 Phase-shift oscillator - Wien bridge

The Wien-bridge oscillator is a circuit which provides a sinusoidal output, based
on a very different principle with respect to the relaxation circuit previously seen.
In this circuit, the functioning principle is the usage of a feedback network around
an amplifier, so that the Barkhausen criteria can be satisfied. Consider a circuit
composed of a main amplifier block A and a feedback network [, as depicted below
(Figure 1.47).

The Barkhausen criteria says that in order to make the circuit have a stable
oscillation, the following conditions have to be satisfied.

o At t =0, when the oscillation is not started yet, there’s the trigger condition:
|A(jw) - B(jw)|>1
arg [A(ju) - B(jw)]=0

250ne of them is a feasible choice, since it corresponds to a slope of the v¢ exponential almost
constant.
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Figure 1.47: Op-amp (comparator) based schematic of a simple relaxation oscillator.

o In steady state condition, the following equations have to be satisfied:

{ A(jw) - Bjw)|=1
arg [A(jw) - B(jw)]=0

The first set of conditions clearly comes from the fact that the system has to be
unstable at the beginning, otherwise there would be no reason for the circuit to
change its initial equilibrium state. Typically the temperature noise fluctuations
are sufficient to trigger the oscillation, since for the unstable system, a minimal
displacement from the initial state is sufficient to make it change state. When the
oscillation is started the amplitude increases, but it has to be controlled in order
to keep it stable henceforth. This implies that, typically, the amplification factor
of the A block is reduced, in order to equal the losses in magnitude due to the
feedback network at the oscillation frequency.

The following circuit is the Wien bridge oscillator, which uses an op-amp (in this
case, but other solutions are feasible) with the non inverting feedback connected
through the 8 network. The inverting feedback is connected with the usual voltage
divider that is present in the non-inverting amplifier, providing the needed gain.

At this point the complication due to the change of constrains in the Barkhausen
criteria for the amplitude of the closed loop gain arises. The lower resistor of the
voltage divider is put in series with a JFET, which act as a variable resistor driven
by a envelope generator, forming an automatic gain control (ACG) network. When
the oscillation is not started yet both gate and source of the JFET are at the
reference voltage, so that the control voltage is vgs = 0. Since the threshold voltage
of the transistor is negative, a current flows into the drain making the resistance
seen from the drain towards ground (R, resistance of the channel) low. Defining
the resistance seen from the inverting input to ground R, = v_/Ip, the situation
described above implies that R, ~ Rn.

When the oscillation starts, the envelope network Rp, D, R, and C, make the
voltage at the gate of the JFET to decrease, making vgs to approach the threshold.

61



Preliminary analysis

Cr
1
R, D
™ AN
Y RD
v

Figure 1.48: Op-amp based Wien-bridge oscillator with JFET based ACG. In the red box,
the A block is pointed out (equipped to satisfy the Barkhausen critiria), in the blue box the g
feedback network is shown.

This will reduce the current and so it will increase the channel resistance, reducing
the gain of the non-inverting type feedback (Rx = Ruyin + Ren)-
~~
large
The phase condition for the Barkhausen criteria can be expressed as follow.
Consider also two normal and useful simplification: Ci = Cy, = C' and the equality
of the two resistances of the dual gang potentiometer.

- e (Z2) 1 R
Z1A(jw)B(jw)] = £ (1 + Rx) (;é) | Rpos + (;é,) + Rpor

y Jeoltpo € (1.91)
(1= w2R2,C?) + BjwRpot C

The numerator is purely imaginary, so that its phase is 7/2. The argument of the
denominator is found using the arctangent, and the phase function approaches /2
for frequencies that tend to zero, and —7/2 for the high frequencies range. This
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means that there is a frequency for which the phase shift across the loop equals
zero. This means that the imaginary part of the ratio in the latter expression is
null. Without any calculation, it is sufficient to notice that, if the real part of the
denominator vanishes, the resulting ratio is purely real:

I (1-wR2,0%) =0 — 4[A<jw)5(jw)]_4[1] —0 (1.92)

pot 3
The phase shift is null only for the oscillation frequency fy = 1/27RC.

Looking at the magnitude Bode diagram of the transfer function of the 3 block
(Figure 1.49), the attenuation of the network can be evaluated around —9.542 dB.
If, in stationary condition, the amplifier will show exactly an opposite amplification
factor, the oscillation can be sustained.
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Figure 1.49: p positive feedback network transfer function bode plot. Notice the zero degree
crossing point, for which the maximum of the magnitude curve reaches its maximum.

In reality, the ACG network has a delay response of some sort, in other words, the
variation of the channel resistance due to a variation of the output amplitude takes
some time to occur, as in every feedbacked system. This means that, even if the
oscillation appears perfectly stable, the apparent stability is a dynamic equilibrium
condition. Below, some important quantities in the wien-bridge oscillator are
plotted: output voltage (Figure 1.51) and JFET channel resistance (Figure 1.50).

In Figure 1.50 the dotted line represents the mean values of resistance for t — 0
(yellow) and after the trigger of the oscillation (red). The fact that these are
mean values means that, as explained before, the equilibrium condition is dynamic.
Notice also that the glitches in the trace are due to numeric issues: in practice the
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Figure 1.50: Channel resistance of the JFET, simulated for the period of time around the
trigger of the oscillation.

resistance is calculated as a ratio of quantities that crosses the zero value almost
simultaneously, and the ratio of such small quantities can lead to some glitches.

The Barkhausen criteria on the loop gain magnitude can be verified exploiting
the values obtained with the simulation for the JFET channel resistance mean
value

Ry = Ry + Ruin = 301,80 + 470092 = 5001,8(2

A01:1+@%3%9.54dB
Rx

where A, is the gain of the non inverting amplifier. Consider the circuit in
Figure 1.48 with the following values: R, = 4.7TkQ, Ry, = 4.7k, Rg = 10kS2,
Rp = 56062, Ryor = 10k, O = 470nF, C; = 470nF, Cy = Cy, = 10nF. For the
diode the 1N4148 model has been used while the 2N3819 for the JFET and OP07
(with Voo = 9V single supply with virtual reference) have been considered for the
active devices involved. With these values the output of the circuit is a sinusoidal
wave of around 6.8 V peak to peak, whose zero level is referred to the virtual ground
(4.5V), and a total harmonic distortion THD = 1.198190%. The trigger transition
is reported in Figure 1.51 The output voltage of the oscillator is a fairly good sine
wave, as visible in Figure 1.51. The envelope of the oscillation is reported with
the dotted lines above and below the output traces, making evident the initial
exponential-like growth of the oscillation and then its damping accordingly to the
parallel increase of the JFET channel resistance.
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Figure 1.51: Output voltage of the Wien-bridge oscillator.

For what concerns the potentiometer, the situation is a little bit different from
what seen till now. The [ network time constant, given by the product R,.C, has
this form (for which the discussion above is valid) if the two resistances and the two
capacitors are equal and this holds also when they vary. So, in traditional circuit,
the capacitor were matched and placed as fixed capacitor, while the potentiometer
implemented were a dual-gang type, so that the condition on the equality of the
resistances were matched automatically for every position of the pot from the
external (save for tolerances). In the case of digital potentiometer the situation
is tackled by exploiting two digital pot (or more compact solution, e.g. two
potentiometer in on package), driven appropriately by the microcontroller, so that
the condition is matched via software easily.

As usual, the voltage (Figure 1.52) and current across each potentiometer are
calculated. The voltages across the potentiometers are proportional to the output
voltage, but since, at every frequency, the output amplitude is always the same, the
voltages across the potentiometers are constant through their swings. This makes
the current to follow a linear decrease with the increasing resistance. Hence the
current plot is not interesting since it is derived simply from the voltage one through
the Ohm’s law. The current peak in steady-state condition is Ipeax = 0.161 A.

1.2.3 Phase-shift oscillator - A different solution

In this subsection a different solution of a phase-shift oscillator is presented. In this
circuit the amplifier block is implemented with a BJT common emitter stage, while
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Figure 1.52: Potentiometer voltage for the wien-bridge oscillator. The two traces refer to the
two gangs of the dual potentiometer.

the feedback network is formed with a cascade network of identical RC cells. The
circuit is smaller than the Wien-bridge, since no automatic gain control is needed,
but it is more complicated to investigate because of the interaction between the two
blocks. This is because the input impedance of the amplifier in the Wien-bridge case
is extremely high, while in the present solution the BJT base shows an impedance
which usually is in the tens of kiloohm range. The input impedance is therefore
interacting with the 8 network through a loading effect. Moreover, this loading
effects go even further, since the input output impedances of each block interact
with each other quantities and so the hand calculation implies necessarily some
simplification, which have to be carefully discussed.

Without going too deep inside the functioning of the circuit of Figure 1.53,
basically the RC cells network has a transfer function that introduce a phase
rotation of totally 180°. This phase rotation has to be summed with the further
rotation introduced by the inverting amplifier which is again 180°. This fact makes
the circuit closed loop function satisfy the Barkhausen criteria, for what concerns
the phase. The gain of the amplifier is then choose in order to satisfy the stationary
condition requirements.

This non-ideality of the circuit causes its have poor performances, at least in the
example chosen. The values reported are meant to build an LFO with a range of
some hertz: Rc = 15k, Ry = 2.2MQ, Ry = Ry = 220k(), C; = Cy = C3 = 1 pF,
while the potentiometer has to be a dual gang 100k(). For the values reported,
the output voltage is shown in: Figure 1.54. As visible, the output waveform is a
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Figure 1.53: Common emitter BJT based phase-shift oscillator. In the blue box, the A block
is pointed out, in the red box the g feedback network is shown.
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Figure 1.54: Output voltage of the phase-shift oscillator in Figure 1.53. The blue trace is the
one obtained for the highest value of the potentiometer gangs resistances (100kS2), namely the
lowest frequency. The red one is obtained for Rpot,1 = Rpot,2 = 0§2.

distorted sine shape function. The highest and lowest possible frequencies waves,
obtainable with the values listed earlier on (respectively at 1.1 Hz and 7.9 Hz), have
similar shapes. Even if they look similar the total harmonic distortion calculation
points out that the wave with higher frequency is more distorted than the slowest:
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THDyoy = 6.15%, THDygn = 20.70%. Also, the fact that the high frequencies waves
have a larger peak to peak value, hence the peaks of the waves are closer to the
interdiction and saturation boundaries for the BJT, contributes to this behaviour
of the THD.

In Figure 1.55 the FFT simulation results are reported for the to limiting cases.
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Figure 1.55: Output voltage of the wien-bridge oscillator.

The voltages across the gangs of the potentiometer are difficult to derive mathe-
matically, since they are different, being the two gangs connected to different cells
of the 8 network. The amplitude of the waves across each gang varies going from
0V, when the potentiometer is turned to the highest frequency position, up to a
maximum value, when the potentiometer is turned the other way. As visible in
Figure 1.56, the wave peak to peak value across Rpq,1 is around 2.6 V, while for
Rpot,2 is around 835 mV, at the same frequency of the output voltage and centred
around 0V since they are decoupled from the BJT stage.

The fact that the gang of the two which is closer to the base sustains a lower
peak to peak voltage comes from the fact that the S network attenuates the signal
magnitude going from one cell to the next one, whilst it also rotates its phase.

1.3 A note on passive network and other notice-
able circuits

To end this chapter, a final brief look at the passive network is done, because of its
possible relevance in the following of the text. Passive networks of resistive and
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Figure 1.56: Dual gang potentiometer voltage for the phase shift oscillator in Figure 1.53.
The blue line refers to the potentiometer gang closer to the BJT collector, so after the first 3 cell.
The red trace is the one of the second gang, closer to the BJT base, after the second cell.

reactive elements are common in electronics and they usually accomplish signal
manipulation tasks. A common example of this is the volume control potentiometer,
set as a simple voltage divider between the signal source and the reference. From
its simplicity, it appears clear that a complete analysis to find the voltage and
current ranges across the potentiometer is unnecessary. Generalising to any resistive
network, the implementation of this circuits with digital potentiometer usually
does not present the need of any particular design, since being them passive the
voltages inside the network do not exceed the limit of the input signal. In other
words, the voltage across each terminal of each potentiometers is smaller than the
one at the input of the network. This does not mean that is easy to predict what
are the voltage and current ranges for a certain element of the network (it depends
on the network obviously), but that upper bound is easily predictable.

Other, especially in audio circuits, largely used passive networks are the equalisa-
tion blocks. The latter usually are subscribed to the filter family which often results
to include active solution (with op-amps or transistors, consider, for example, the
very famous Bazandall equalisation control in Figure 1.58) and since this fact, they
can be treated in the same way of the amplifiers shown in the previous sections,
from the potentiometer prospective at least. The only big difference in this case
is that the frequency at which the calculation is done is extremely important:
since they are filter networks, they are supposed to work differently at different
frequencies, so the voltage across a potentiometer inside the network can vary
significantly, passing from a particular frequency to another.
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Preliminary analysis

Figure 1.57: Common volume control solution implemented as a potentiometer voltage
divider towards reference (in red, a possible decoupling capacitor is shown).
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Figure 1.58: Bazandall tone control. This network is based on a negative feedback configura-
tion, in which, comprehensive of the potentiometers, the passive network is put in the negative
feedback of an op-amp (in this solution, but clearly not just op-amp solution can be implemented).

The latter warning is part of a generalisation for which an amplifier can be seen
just as an active filter which, basically, affects (amplifies) any frequency in the

same way, inside the band.
Also saturation effects can be treated in the same exact way seen for the amplifier.
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Chapter 2

Voltage supply issue -
possible solution

In the present chapter the supply related issues and possible solutions are presented
as well as all the fundamental concept of digital potentiometer construction. To
do this, a first presentation of the digital potentiometer is done, with a particular
focus on the parameters which are fundamental in the discussion related to the
powering. Moreover, the topics of non-idealities is presented, e.g. discussing the
terminal resistances and capacitances. Then, to apply the above theory, a circuit
design example is done considering a non-inverting operational amplifier circuit.
This allows the discussion of the majority of the digital potentiometer integration
design challenges.

2.1 The digital potentiometer - An overview

The digital potentiometer is a device that reproduces the behaviour of a traditional
potentiometer exploiting a voltage divider constituted by a series of N equal
resistors and a network of switches able to connect one node of the divider to the
wiper external terminal of the device. The device is digital because, at the core, the
switch network is controlled by a stream of bit which is unique for every node of the
divider. In Figure 2.1 a possible generic block diagram of a digital potentiometer
is shown. The resistor string can usually count a number of steps around 32 at
least, up to 1024 elements. An immediate thing to notice about this block diagram
is that this structure is exactly the one of a resistor-string DAC' [4]. In fact the
two devices have a lot in common at least from the conceptual point of view. In
principle, in the DAC functioning, the resistor string is fed by a constant voltage
and the output is the voltage at the node selected by the CMOS selector, through
the wiper in a certain clock cycle. If the frequency of the output analog signal the
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"
Dhec =t Al ... An

Figure 2.1: Most basic possible block diagram of a digital potentiometer.

DAC is producing is sufficiently lower than the clock one, the resulting waveform is
sufficiently smooth. In the potentiometer implementation, the situation is in some
sense "reversed": the device is crossed by the signal. In other way it’s possible to say
that in the DAC case the flux of information is going from the input digital stream,
through the device, into the analog wiper output, whilst in the potentiometer, the
flux of information is going from some of the resistor string terminals to another
one (for instance from A, B to W, looking at Figure 2.1) and the CMOS network
is just a control block.

This direct link between DAC and digital potentiometer is evident looking at
some typical parameters of these devices, which results as common to both.

A first parameter whose introduction results completely natural is the resolution
of the potentiometer. Still lying on a common semantic field to both the devices,
the resolution is the number of distinct analog levels corresponding to the different
digital words [5]. Sticking to the definition just given, sometimes the number
of bits of the digital command is also used as resolution definition, in fact a
simple logarithm function relates the apparently different definitions: n = log, V.
Concerning the potentiometer, the resolution is the number of possible position
of the equivalent analog device and it is usually given as the number of bits in
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the controlling code n. Independently on how the resolution can be defined, the
resolution meaning is related to the number of resistors (and nodes) of the internal
divider. The smallest voltage step that the potentiometer can resolve is given by
the expression below.

VA — UB

U= (2.1)

where vy and vg are the voltages of the A and B terminal of the potentiometer
measured with respect to ground. Notice that the denominator is /V since the top
terminal of the first resistor and the lower terminal of the last resistor are used for
the top and bottom connection A and B respectively.

For digital potentiometer, as well as for DAC (or ADC), some important error-
related parameters are defined: integral non-linearity (INL) and differential non-
linearity (DNL). Consider the DAC case because of the fact that its functioning
offers a more intuitive basis for the explanation of the latter parameters. INL and
DNL are linked to the concept of the function that relates the input code to the
analog output voltage, which ideally would be a straight line. The INL is defined as
the deviation of the output voltage from the theoretical one obtained for a certain
input code [5]. Therefore, INL is a function of the code, but usually it is given as a
single value which is the maximum of the INL function (Figure 2.3). The DNL is
defined as the deviation in analog step sizes from the one theoretically obtained for
a difference of one LSB (v,). A visualisation of the DNL is shown in Figure 2.2.
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Figure 2.2: DAC DNL error representation [6].
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Figure 2.3: DAC INL error representation [6].

The straight line that describes the ideal behaviour can be defined as the line
that connect the initial and final point of the characteristic or the one that fits the
characteristic in the best way. The latter option appears as the most appropriate
one in the digital potentiometer field, since in this situation the taper of the
potentiometer (discussed later) can be different from linear. Related to the DNL,
another parameter is introduced: the monotonicity. Since the DNL is a measure
of how much, at a certain input code, the difference between the two consecutive
output voltage deviates from the one corresponding to 1 LSB, if it results greater
than 1 LSB the slope of the characteristic is no more unique. This means that
there could be an input code for which a variation corresponding to an increase of
the wiper voltage corresponds instead to a decrease.

Two others error can be identify as figure of merit of the digital potentiometers,
even if they are more relevant for DAC applications, the gain and the offset. The
offset error for a DAC is the difference between the actual output voltage an the
theoretical one, specified at the null input code, usually the one that should refer
to a 0V output. in other words, it is not guaranteed that when the code is set
to be de smallest value, also the output is null (Figure 2.4). For what concerns
potentiometer application, in many cases, this error is not so important (and so it
is often not reported in the datasheets) because it is normally much smaller than
the absolute value of the potentiometer swing: the LSB order of magnitude. For
example an offset of one LSB on a 256 steps potentiometer, with 1V applied at its
terminal is less the 4mV (10.4%). Moreover, often the potentiometers control the
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circuit through the ratio of the resistances realised on the two sides of the wiper,
actually making the offset negligible.

The gain error "is defined as the difference between the nominal and actual gain
points on the transfer function after the offset error has been corrected to zero" [6].
For the potentiometers (and the DAC) it is measure as the analog difference at full
scale code. So it can be that the transfer function is not a perfect straight line, but
it can undergoes a sort of "saturation effect" for which an input corresponding to
the maximum code value does not result in the expected analog value (Figure 2.5).
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Figure 2.4: DAC offset error representation [6].
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Figure 2.5: DAC gain error representation [6].
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This errors on the characteristic are reflected directly on the voltages when
the potentiometer is used. So it is evident that this parameters (reported in the
datasheets) are fundamental.

A parameter which is always present in the digital potentiometer datasheets is
the nominal resistor tolerance, defined as follow:

ARxp
Rap

€ror = (2.2)
In Eq.2.2, ARag is the resistance measured between the two fixed terminals A
and B, whilst Rap is the nominal one. This parameter is usually quite high,
e.g. between £20% and £55% [7] [8] [9], so it has consequences on the design of
the circuit involving digital potentiometer!. In particular, this limitation on the
Ryp is avoided trying to design circuit in which the quantity controlled by the
potentiometer depends only on a ratio of resistances and not on their absolute
value. This concept will be explained better in the following section when a design
is presented. Related to the tolerance, in case of devices containing more than one
potentiometer in the same package (dual, quad, ecc.) also the matching tolerance
between each potentiometer in the same case is given. Usually this value is much
lower than the tolerance on the absolute value of Rap, e.¢9. 1% at maximum. But
usually, this value is much lower than the single percentage point: around 0.1% or
0.2% [10] [8].

An important parameters always present in the digital potentiometer datasheet
is the resistance temperature coefficient, Tem.,. This parameter indicates what is
the percentage drift of the resistance for a variation in temperature of one degree
(normally using Celsius degree unit). The lower is this coefficient, the more stable
the potentiometer is for any variation of temperature, which can occur, obviously,
for many reasons on electronic board (for instance at least because of the self
eating phenomenon that affects every device). The T'em,, is a linear coefficient in
the sense that it is referred to linear variations even if in reality the response is
much more complicated and it would require a higher order polynomial fitting. In
principle, it can be negative or positive, indicating a lowering or a rising of the Rap
resistance in presence of an increase of temperature. typically it is positive, between
tens to hundreds of ppm/°C, but it can varies a lot with the potentiometer position
assuming negative values, even if the typical one is positive. This is the case of the
AD5243/AD5248 (Analog devices), for which the typical value is 35 ppm/°C, but
the actual range is much more sever (Figure 2.6, Figure 2.7).

IThis values of tolerance are common also for the analog potentiometer, so the considerations
done for designing circuit controllable with ratio of resistances instead of absolute values holds
also for the traditional design.
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Figure 2.6: Temperature coefficient related to the potentiometer resistance Rap, useful when
the device is operating in the rheostat mode [9)].
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Figure 2.7: Temperature coefficient related to the voltage divider, useful when the device is
operating in the potentiometer mode, in which the ratio of the upper and lower resistance of the
divider is important [9].
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Clearly, the devices considered are not ideal since they have connections and
terminations that exhibit parasitic resistances and parasitic capacitances (usually
parasitic inductances are negligible at a first level of approximation). In this
prospective a circuital model of the digital potentiometer can be drawn and used
in simulations to avoid the rising of bandwidth issues. All datasheets report the
resistance and capacitance of each potentiometer terminal (this holds also for the
digital input and output terminal of the device), so that the schematic in Figure 2.8
can be exploited.

Each terminal A, B, W is loaded with a capacitance towards ground, a series
resistance and a series inductance. The impact of each parasitic element is very
different from the other ones because they rise from different phenomena. In
particular, a first source of parasitic effects, which can not be avoided is the
bonding wire system that links the pad on the die to the lead of the package,
allowing the access to the circuit itself from the external. The bonding wires are
typically a source of series inductance and series resistance, since the usually have a
low diameter over length ratio. The effects of parasitic inductances usually impact
the performances at high frequencies, because of their interaction with the current
spikes due to commutation in the digital circuit. However, in the context of digital
potentiometers, the parasitic inductance of the terminal is not influential, since the
bandwidth of the devices is limited by the parasitic capacitance and resistance well
before the rise of the inductance’s effect.

The parasitic capacitance and resistance of the terminals are much more effec-
tive since they are primarily due not to the bonding system but to the intrinsic
architecture of the potentiometer circuit. Consider the wiper, ideally it is connected
always (no matter the position of the ideal potentiometer) to a node of the resistor
divider string. The selector is constituted by a series of many transmission gate,
each connected to a node and to the wiper, so that a decoder on the digital input
command can close one transmission gate at a time. So, the major contribution to
the wiper resistance is in effect given by the on-state resistance of the transmission
gate. These gates are required in order to ensure a good analog behaviour of the
potentiometer, since the signal has to be transferred properly in both directions and
with any level inside the permissible range. The Ron resistance leads to a value for
the wiper resistance which usually varies between 70 Q2 and 400 €2. The resistances
of the other two terminals is usually a little bit lower but it is in the same range of
values. This is because the potentiometers usually have some additional functions
such as the possibility to isolate and disconnect the terminals, hence some other
switches are present also between the ideal digital potentiometer fix terminals and
the external connection.

A first approximated yet powerful set of parasitic elements also include the
capacitances shown by the terminals. They are given by the capacitance of the
lead areas involved in the bonding system, but mostly by the junction capacitances
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of the gates inside the chip. Their value is usually between 30 pF and 120 pF.

The combined effect of the parasitic limits the bandwidth of the device. The
—3dB bandwidth is usually at least of some tens of kilohertz up to the megahertz
range. In any case, the BW is usually way more than sufficient for audio application
whilst it is not even closer to the radio frequency field, from which, not coincidentally,
the digital potentiometers are substantially excluded.

To complete the non-idealities of the terminals, also the leakage current at each
of them is given in the datasheets. This current is usually much lower with respect
to the one related to the analog signals involved, e.g. a few nanoampere.

I L ‘ I
" ﬁ
B
Figure 2.8: Digital potentiometer model that includes for each terminal a parasitic resistance

and a parasitic capacitance. In the red dotted box, the ideal digitally controlled potentiometer is
pointed out.

A very important aspect of the potentiometers which has a huge impact on the
design is their supply. As any other active device the digital potentiometer has to
be supplied with the right voltage (which must have a sufficient current capability).
Based on the following aspect potentiometers are divided into two species: a
"traditional" one and a "high swing" category. In the usual digital potentiometer,
the analog voltage at the terminal has to be confined into the device supply, e.g.
0V to Vpp or Vgs to Vpp. The high swing category includes potentiometers that
have a more sophisticated switching network, able to let the resistor string work at
a voltage which is independent from the digital supply. This means, for instance,
that the analog signals at the potentiometer terminals can range from +18 V while
the device is supplied with a standard 0V to 5V range. An example can be the
case of the MCP41HVX1 (Microchip): the analog voltage at the terminals (Va, Vg,
Viv) can swing inside the analog supply rails (from Vi to Voe) and these rails can
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be an high £18 V while the digital supply is in the range from from 2.7V to 5.5V
and can be centred at any level inside the analog supply. This fact will result as
one of the important aspect to be considered when an analog circuit is converted
from analog to digital control.

Also, as for any digital circuit, the protocol and timing characteristics of the
device are reported. The discussion of these parameters is not performed here,
since they exceed the purpose of this text. It is sufficient to notice that, almost all
the commercialised devices communicate via a I?C or via an SPI protocol. Still the
switching time between one position and another one is important in the following
of the essay. This is usually in the range of a few hundreds of nanoseconds up to a
few microseconds. T

he potentiometers are evolving continuously and many of the contemporary
devices exhibit additional functionalities. One of the improvements is related to
the possibility of storing and in general managing in a more complicated way
the digital external command. This fact is directly linked to the possibility of
including embedded memories inside the potentiometer chip so that the device can
be programmed, without exploiting only the controller capabilities. For example,
the ADb5232 offers two potentiometers in one package, which can work each with
its own memory (EEMEMx block), so that when a certain position is given by
the controller (through the serial interface), the setting can be stored into the
corresponding memory "executing an EEMEM save operation". This setting will be
automatically loaded into the RDACx register at the device power-on. In Figure 2.9
the block diagram of the AD5232 is reported.

Another interesting possibility made available in many digital potentiometers
is the shutdown command. Commonly denoted by SHDN, is an active low asyn-
chronous signal which disconnect the A terminal and connect the wiper W to the
terminal B, without changing the content of the register RDAC that normally
controls the position of the potentiometer. This feature will by of particular interest
in the following of the thesis.

2.2 Potentiometers supply

Each digital potentiometer, whether high swing or not, needs to be supplied in
the correct way. The values required are reported into the datasheet in terms of
a permissible range of values according to the different working modalities of the
device. Hence, a supply network is required and it has to be always evaluated on
the basis of some figures of merit, first of all its output voltage stability with respect
to the variation of input voltage or output current. The stability with respect to the
output current is related to the capability of the circuit of not suffering of loading
effect when a circuit is actually supplied by the voltage source circuit involved.
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Figure 2.9: AD5232 functional block diagram.
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Figure 2.10: AD5242 functional block diagram, with the SHDN input pointed out in red.

This aspect can be evaluated with the calculation of the output impedance of the

Being the supply discussed a voltage source, its Thévenin equivalent circuit
can be calculated. From the latter it results evident that a loading effect is more
heavy when the voltage partition induced by the divider formed by the Thévenin
equivalent impedance (alias the output impedance) and the load is significant.
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The rejection of the input voltage variation is more difficult to be evaluated and
normally its study exploits simulations and direct measurements. Notice that, this
parameter is usually given in decibel in the form of an attenuation, so that an ideal
circuit would have infinite rejection, but on the contrary, in some cases, precisely
the capability of "tracing" the input voltage can be desirable.

v v
A A

Voo {

Ves =0

o Voo { _|

Vss { _|

Figure 2.11: Logic representation of the single (left) or dual (right) supply functioning for
the digital potentiometer. The curly brackets indicate the ranges of each level.

Many devices offer the possibility of a single or dual operation (see Figure 2.11),
so that, in cases of not-high-swing potentiometers, the signals at the terminals
can vary around 0V or a fixed offset. If the potentiometer is operating in a single
supply mode the signal has to be referred to a "virtual ground" Vgg: a voltage
properly chosen and generated which is half of the Vpp voltage, in order to maximise
the possible dynamic of the device. The permissible voltage range for the analog
terminal is given referred to the supply levels? and from it, the virtual reference
from the signal can be calculated. In the case of the AD5241/5242, for example,
the permissible range is exactly from Vsg to Vpp, so that the following equation
can be written:

Vop — Ve Vss + V1 —
Vag = Vis + —> 5 = =5 5 22 = (Vis, Vop) (2.3)
The techniques used to generate the virtual reference voltage can be many,
a simple solution is the one reported here (Figure 2.13). This solution has the

advantage of generating a reference voltage which is continuously varying with the

%it is not guaranteed, that it is exactly the interval Vgs to Vpp, it could be less. Again, the
datum is reported in every datasheet.
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Vbp supply. This means that if, for any reason, the potentiometer undergoes a
supply fluctuation, the reference of the signal will follow it, maintaining the correct
relation between the signal reference itself and the potentiometer permissible swing
at the terminals. In this scenario the decoupling of the DC component generated
to make the potentiometer work correctly is mandatory, in order to not alter the
operating point of other regions of the circuit. This holds unless the reference of
the circuit itself is already elevated to a certain Vpg, for example in the case of
single supplied operational amplifier based circuits.
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Figure 2.12: Virtual reference voltage ~ Figure 2.13: Zener diode voltage refer-
generator. The dotted capacitors are usually  ence generator, with optional (dashed) filter
inserted for a better frequency response. capacitor.

In this solution, the op-amp buffers the Vg = Vo /2 voltage generated by the
voltage divider on the left, offering a relatively low impedance voltage source on
the right. Clearly, in the circuit, the performances of the amplifier are crucial as
well as the power consumption added by the resistive divider dissipation (which
can be kept acceptably low exploiting high values resistor, e.g. ~ 500k(2 with a
9V supply gives a dissipation of 324 pW.

A simpler solution is the Zener diode one, which has the great advantage of
using the less components possible (just one resistor and one diode, on the very
least). But it has the disadvantage of not being adaptive, in the sense that, being
the reference voltage equal to the voltage imposed by the Zener diode, it can not
"follow" any variation of the supply. This can make the reciprocal distance between
Ve and V¢ vary, eventually causing some temporary reduction of the possible
dynamic of the signal, even maintaining a correct supply of the potentiometer.
The Zener diode solution presents a very low output impedance (since it derives
from the parallel of the inverse of the Zener diode conductance and the R bias
resistance). But in many cases also the output impedance of a standard operational
amplifier is sufficient, for what concerns the virtual reference generation useful for
the current discussion.

Many other parameters are involved in the design of a good supply especially
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when high powers are involved. In the context here explored, the power consumption
involved is low because of the relatively low current demand of the potentiometers.
The situation is a bit different for what concerns the microcontroller operation. The
microcontroller usually fulfils a huge set of other operation more than just driving the
potentiometers, which indeed it is not an operation which demands huge resources
to a standard controller (such as the ones belonging to the STM32L45 family). If
the circuit design goes beyond the simple control of the potentiometers, clearly
the power consumption can increase, bringing with it also the heat’s management
topic.

2.2.1 Consideration on a complex system

In a real application, the possible supplies needed can be many and with different
requirements. Consider a design in which an analog circuit is controlled with digital
potentiometers, implying the use of a microcontroller. In this situation at least
three different supply voltages can be needed as can be seen in the following block
diagram (Figure 2.14).
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Figure 2.14: Logic representation of a possible supply cascading chain for a complete system.

In the above diagram a incoming voltage is properly scaled in order to generate
the analog supply Vce which usually has to be greater than the digital devices’
one, in order to having available a proper dynamic. Then, in a sort of chain, other
power supply unit are placed to generate the remaining digital supply voltages. In
this block diagram example the supply of the microcontroller and the supply of the
potentiometers are supposed different, so that a proper Vpp is generated for the
controller by the block B. Whilst, supposing dual supply for the potentiometers,
the block C' is introduced.

Actually, the diagram can look more complicated or less, depending in the
demand of the circuit allocated. It can be, for instance, that the supply of
controller and potentiometers coincide, and in this case the C' block is not needed.
Or, a dual voltage for the analog circuit can be required, involving the design of an
inverter block in parallel of A. Further more, a virtual ground reference is added
when single supply operation is involved at least for one of the circuit supplied
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(similar to the case of the diagram above, Figure 2.14). The fundamental point
here is that a proper choice of the regulation block is absolutely crucial. Depending
on the nature of the input voltage Vi the A block choice varies in order to make
the output voltage V¢ remains constant. If Viy is the unregulated voltage coming
form a rectifier section a switching converter circuit can be needed (buck or boost).
On the contrary also a simple protection (to prevent inverse polarity connection
or similar) can be sufficient, eventually in conjunction with a filter section. An
important topics related to the powering of circuits in which different supplies are
needed is the managing of different ground planes, especially when analog and
digital block are mixed. Being the operation of the digital circuits unavoidably
linked to the pulsating absorption or injection of current’s spikes into the ground
plane, the problem of the injection of currents into it rises. This can cause noise
into the analog circuits that are close to the perturbation point, because they can
be sensitive to reference’s fluctuations. This problem is usually solved (at least in
a good approximation) with the correct design of a "star" ground scheme.

IDD

Analog Digital

[DD

-«

/\/V\’ LRN—
Ry Lyg2

Figure 2.15: Wrong ground connection for mixed circuit.

"the digital return current modulates the analog return current (top figure). The
ground return wire inductance Ly, and Rg1]| and resistance is shared between the
analog and digital circuits, and this is what causes the interaction and resulting
error.” [11] This scheme is usually done by designing a dedicated plane for the
analog ground connections and one for the digital, with a connection between the
two realised with a thick trace in a single point (the star ground point). Talking
again about the general block diagram of Figure 2.14, many different circuits are
commercially available. When a down scaling of an incoming higher voltage is
needed, usually a more simple LDO (low drop out) regulator is sufficient. In cases
a negative voltage for dual operation is needed, inverters are available as well as
DC-DC converter in case of lower voltages that have to be converted to higher
ones. In the following sections, two designs are presented, in order to show two
very different approaches, dictated by the circuit requirements.
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Figure 2.16: Correct ground connection for mixed circuit.

2.2.2 Practical example - Discrete series-pass linear voltage
regulator

The circuit shown in Figure 2.17 is discussed in the book "The Art of Electronics'
[4]. Tt represent a good example of a circuit still relatively simple but that is able
to fulfil a considerable set of functionalities.

The current (whose AC component is filtered by the capacitor Cyy,) flowing
in Ry and R, is sufficient to bias the Zener diode in the correct working point
such that its voltage is almost constant at a certain value Vz. At the output of
the op-amp, the transistor (), is placed inside the negative feedback loop of the
amplifier, so that the current demanded by the load is not provided by the op-amp
itself, but it lows through the transistor allowing a much higher current rating.
This is because the op-amp output current is multiplied by the 8 of )1 Notice that
the heat generated by this transistor has to be properly sunk, in order to prevent
damages. The resistor divider formed by R3 and R, generates the loop feedback
voltage that is brought back to the amplifier’s input to be compared to V.

The circuit is equipped with an over-current protection composed by the tran-
sistor (02 and the sense resistor R,s. The current flowing in Ry,s determines the
command voltage Vgg of (2, such that, when it is under a certain threshold, @)
stays off, when it exceeds that threshold, ()5 turns on and begin to subtract current
from the base of ()1, limiting it. Hence, also the current exiting the emitter of
(1 decreases when ()5 is on, eventually closing the negative feedback that avoid
problems related to short circuits at the output. The current threshold at which
the over-current protection enters in action is decided by the value of the resistor
Rgys, so it can be finely chosen. E.g. a 6.2€) for a maximum current of 100 mA.

The present circuit also offers an over-voltage crowbar protection, which prevent
a certain load to demand a supply high than a certain threshold. The over-voltage
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Figure 2.17: Discrete component series-pass linear voltage regulator.

threshold is determined by the series of Dy and Rp,: when the voltage exceed the
normal operating voltage of the Zener the latter establishes a fix V7 5 voltage at its
terminals. So that when the output voltage exceeds the quantity V72 + Von ¢y (With
Von 1y being the gate to cathode turn on voltage for the thyristor), the thyristor
turns on, hence providing a low impedance path for the output current (short
circuit). This situation pushes the regulator in a current limiting condition with
the output grounded by the thyristor, it is anyway a good rule of thumb to insert
a fuse in path of the current to prevent any further failure.

This type of design is implemented in situations in which the maximum output
current reaches the ampere or so, implying dissipation for ) up to a value around
20W.

2.2.3 Practical example - LM27762 inverter

The present design is a lower power solution, practical when devices like the digital
potentiometers are involved, since it has the advantage of producing a dual supply
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(low voltage) and it is very compact, because of the low number of components
required.

The LM27762 is a low-Noise dual output integrated charge pump and LDO.
Designing with this type of components is relatively simple, since they generally
require a few external component because all the control is implemented on the
integrated circuit. To achieve the charge pump operation and voltage inversion the
device exploit a complex internal network including switches’ arrays and a 2 MHz
oscillator. The fact that the oscillation that clocks the internal pump is at such a
high frequency with respect to the audio limit is important, because this means
that it can be completely removed from the output voltage, avoiding disturbances.

27Vto55V cp
VIN
15Vio5V Gew
ours L
R N
PGOOD FB+ —— Cour+
i LM27762 R;
GND
Re =
C1+
FB- —— Cour-
EN+ Rs
ouT-
EN- -1.5Vto-5V

Figure 2.18: Texas Instrument LM27762 datasheet suggested circuit.

The output voltage can be set independently for the positive or negative output,
with the voltage divider composed by Ry, Ry or R3, R, respectively (Eq.2.4 and
Eq.2.5). The range of these outputs is £1.5V to £5V with an input voltage that
has to be larger than 2.7V and smaller than 5.5 V. The output capacitors are there
for bypass purpose.

Ve =12V (14 R3) (2.4)
Ry
pos Rl
Ry

The external capacitor C; and Ccp and Ciy are the capacitor the work in
conjunction with the internal charge pump CMOS switches. The values of the
(ceramic) capacitor CP is usually chosen in the microfarad range (4.7 puF or so)
and has to be slightly increased if the application requires a current flow which
is closer to the rating of the device. The input capacitor Cyy is closely related to
the Ccp because it is the reservoir that allows a quick transfer of charges from the

88



Voltage supply issue - possible solution

input to the charge pump output (so same values and characteristic of Ccp are
required). The third external capacitor that is related to the charge pump is the
"flying" capacitor Cy, which is in charge of transferring the input charges (from
Cin) to the output (to Cep). If the values of this capacitor is chosen too small the
device can exhibit some trouble in regulating the voltage at high current, whilst its
value has not to be chosen too large otherwise the ripple at the output of the pump
can increase. Usually the value is chosen around 1uF or less (for larger current)?.

The pin labelled as PGOOD, EN+ and EN— are terminals related to the control
and monitoring operation of the correct functioning of the device. The enable pins
EN+ and EN— control the functioning of the positive LDO and negative charge
pump and LDO: when they are low (voltage lower than 1.2 V) the outputs of the
device are force to ground via an internal 50 k2 resistor. They have to be connected
to a high voltage in order to enable the output. The "power good" pin instead, is an
open collector active low terminal from which the user can monitor the functioning
of the device. For instance, according to the datasheet, it is left to a high level, by
the device itself, if one of the two output drops below 95% of the target voltage
(outputs enabled). This is a useful feature: if for example the signal PGOOD is
sensed by the microcontroller as an interrupt, so that a sort of "low power failure"
flag can block the functioning of the system properly. Notice that while the enable
pins are only inputs, from the LM27762 prospective, the power good pins is an
open collector output, so it have to be connected to a proper pull-up resistor Rpy
to the positive Vin voltage.

2.3 Digital integration in an op-amp based am-
plifier

In the present section, the previously discussed problems and solutions for supply
of the digital potentiometers lead to a first digital in place of analog substitution.
The circuit chosen to this purpose is a non-inverting op-amp based amplifier,
whose functioning has been discussed in chapter 1. The simplicity of the circuit
in Figure 2.19 allows the discussion to focusing on the potentiometer functioning,
still exploring a practically useful and feasible implementation.

To avoid the impact of the large tolerance on the absolute value of the po-
tentiometer on the gain, the digital device is not exploited as a rheostat in the
feedback of the amplifier, but it is placed across the inverting input. Consider a
potentiometer with absolute value equal to R0 £ AR¢. Consider a new parameter
x, variable from 0 to 1, which indicates the position of the wiper. According to this,

3Notice that C; has not to be polarised (electrolytic for instance), otherwise it will undergoes
a reverse bias condition.
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Figure 2.19: Non-inverting op-amp based amplifier, with digital potentiometer control.

if the potentiometer is placed as in Figure 1.11, the approximated* gain expression
would be the following one:

Av _ _[E (Rpo};t ARpOt) (26)

As visible from Eq.2.6, the absolute error on the potentiometer resistance is
directly reported on the gain, reducing the predictability of this parameter and the
reproducibility of the circuit itself.

If the potentiometer is wired as in Figure 2.19, the expression of the gain changes.
Keeping into account the definition given for x, the portion of potentiometer
resistance that falls between the inverting input and output can be expressed as
x (Rpot £ ARpot), while the one that goes from the inverting input to ground turns
out to be (1 — ) (Rpot £ ARpot). With this assumption, the gain’s expression can
be rewritten.

s (R ot + AR Ot)
A, =1+ y N =
(1 — .[L') (Rpot Il: ARpOt)

X Roti% X 1
T RLEAR., 1-7 1-a (2.7)

4Neglecting the operational amplifier non-idealities.
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Comparing Eq.2.6 and Eq.2.7 it is evident the absence of the R, £ ARt term
in the latter. The comparison of the two obtained gain curves, for the rheostat
mode and the divider one are reported in Figure 2.20. Moreover, the curve that
describes the gain with respect to x is changed because of the different dependence
on the parameter z, but this is a minor issue. The curve shape is not a major
problem for two independent reasons. Firstly, in a large portion of the usable
range of the potentiometer, approximately from 0% to 75% of the "rotation", the
curve has substantially a linear behaviour, which is comparable to the trend of
the rheostat mode. Secondly, a different taper of the potentiometer can always
be eventually modified via software. Another obvious difference is the fact that

T T T
457 [ 1Area of possible variation, rheostat mode
Ideal, rheostat mode o
40 Ideal, divider mode p——
- T
R
g
o
ko2
£
©
O]
0.4 0.6 0.8 1

Potentiometer position x

Figure 2.20: Approximated gain of the non-inverting amplifier for different position of the
potentiometer. Notice the shaded area, in which a tolerance of 20% on R makes the gain
unpredictable, around the ideal value.

the two curves have the central region of the x variation which results in very
different gain levels. This situation can be fixed placing two resistors one between
the potentiometer and the op-amp’s output and the other between the other fixed
potentiometer terminal and ground. These additional resistors limit the action of
the potentiometer: the feedback one unsure a gain value at the minimum position
grater than one, practically introducing an offset for the violet curve in Figure 2.20,
the other resistor (labelled as R, in the circuit of Figure 2.19) limits the maximum
value of gain, preventing the circuit to enter instability or distortion operating
regions. The values of these two resistor has to be chosen wisely in according to
the Rpo and the specifications of the circuit.

The circuit shown here assumes that the digital potentiometer is supplied in the
correct way as well as that the op-amp has sufficient dynamic available to amplify
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correctly the incoming signal. Anyway, two decoupling capacitor Cj, and Cyy
have been inserted in order to make any potential DC component at the external
of the circuit not affect the operation of the amplifier. This permits a supply of
the amplifier completely independent on what are the DC domain outside the
decoupling. In particular, if the virtual reference has to be inserted, in case of
a single supply functioning Vsg = 0V, the resistor Rgp has not to be connected
to ground, but to this virtual reference. Its value is to be determined, in order
to have a negligible attenuation of the signal into the band (allowing to neglect
the loading effect with the source impedance) and at the same time to obtain the
correct cut-off frequency of the amplifier band (notice that Cj, and Rgp form a
high pass filter).

input output

Figure 2.21: TIsolated feedback network of the circuit in Figure 2.19 with the parasitic inserted.
The red dashed box points out the ideal digital potentiometer, whilst in blue is drawn the low
pass feedback capacitor.

In Figure 2.21 the feedback network of the circuit above (Figure 2.19) has been
re-drawn considering the parasitic elements introduced by the potentiometer. An
exact solution of the circuit in Figure 2.21 is not so manageable, since the at
least three capacitances involved make the analysis very heavy. In principle the
Millman’s theorem can be exploited to calculate the voltage at the ideal internal
wiper tap, from which the Ohm’s law leads to the output voltage calculation. In
Figure 2.22 the results of a spice simulation are reported using the following values
CA = CB = 45pF, CW = 60pF, RA = RW = RB = QOOQ, Rmin = 1k and
Rpor = 100k,

>The decoupling and biasing components remaining are not considered as fundamental, because
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In this situation the position of the potentiometer is crucial, because of the usually
large absolute value of the potentiometer compared to the parasitic resistance one.
Sticking to the previous definitions, when x = 0 the amplifier works substantially
as a buffer, and the effect of the parasitic is not relevant in the sense that they
only imply a low pass filter action at very high frequencies. Same behaviour is the
one obtained for x = 1. With this value the gain is maximised and also in this
condition the transfer function of the circuit is the one of an amplifier superiorly
limited by a —20 dB/dec low pass filter (so of the first order) at high frequencies.

The serious behaviour happens in between the two positions. When x =~ 0.5,
the magnitude of the transfer function in the Bode plot exhibits a resonance peak.
The peaking behaviour can appear similar to the one of a second order filter, at
a first sight, but this is not because the slope of the magnitude after the peak is
still =20 dB/dec, not —40dB/dec. So the behaviour at high frequencies is still the
one of a simple low pass filter. This is because the complicated summation and
cancellation of poles and zeros that generates the peak is making the effect of only
one of the capacitor to be dominant at high frequencies.
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Figure 2.22: Bode plot for the circuit in Figure 2.21 without the capacitor Ct. In orange,

on the right axis the phase response is plotted, while on the right the there is the magnitude
response in blue.

To compensate the unstable response at high frequencies, the capacitor Ct is
introduced. In practice, the cut-off frequency of this low-pass filter is determined,
in a first approximation, by the interaction between Ct and the parallel to it portion

their value can be chosen in order not to influence in any way the following discussion.
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of resistance = (Rpot £ ARpot). For high gain levels the cut-off point moves towards
lower frequencies (filtering more of the possible noise amplified at high frequencies)
and it moves towards higher frequency for low gain levels. The progression of this
cut-off point is linear with respect to the position of the potentiometer, again if
the interaction between the other capacitance in the circuit is neglected. The zero,
at even higher frequencies with respect to the pole, introduced by C; behaves in
the same way. The value of C} is to be chosen so that the attenuation introduced
at the peak’s frequency is enough. The new response is visible in Figure 2.23.
Further more, implementing a capacitor Cy = 47 pF, the resulting dominant cut-off
frequency with maximum gain is around 23 kHz (just above the audio limit).
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Figure 2.23: Bode plot for the circuit in Figure 2.21 without the capacitor C¢. In orange, on
the right axis the phase response is plotted, while on the right the magnitude response is shown
in blue.

From the potentiometer prospective the important point is that at high frequency

operation, the parasitic elements introduced by the digital potentiometer have to
be considered to properly stabilise the circuit, avoiding out-band instability.
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Chapter 3

Noise issue - possible
solution

The design of the amplifier discussed in the previous section brings the continua-
tion of the present text directly to the second important issue related to analog
integration of digital potentiometer. The fact that the potentiometer proceeds in
its sweep by finite steps leads to a series of considerations. Firstly the gain curves
in Figure 2.20 are not continuos curve, but they are the sequence of a large number
(number of steps of the potentiometer N) of tiny steps, that directly reflects the
quantised nature of the potentiometers. Usually this is a minor issue, in the sense
that the refinement offered by a 256 steps potentiometer is usually sufficient, at least
in audio applications. Furthermore the major problem that rises in an application
as the previously discussed is related to the time interval around the commutation
between a certain position and the next one (when the new stream is updated into

the RDAC register).

3.1 Zipper noise theory and ground perturbation
noise

Consider a sine waveform amplified by a circuit such as the one of Figure 2.20.
Supposing to have an analog potentiometer with resolution n = 5 bit (or equivalently
N = 2" = 321). Furthermore, the values of Ry, is chosen to be zero, for sake
of simplicity in this explanation. The gain is expressed by Eq.2.7, in which x
represent the position of the potentiometer. In the previous sections, the position
x was plotted as a continuos variable, but in case of a digital potentiometer this is

IThis resolution is low, but it is appropriate for demonstrating the problem here introduced.
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obviously incorrect. So the relation that stands between x and the bit stream, the
digital command, is the one in Eq.3.1

_ # of the step

3.1
p= 1O (31)
From this relation is possible to see the granularity of the gain curve.
# of the step
_ N
Aag = 1 # of the step (3.2)
N

Consider a situation in which an analog potentiometer is used to control the
gain of the present circuit and it is rotated so that A,, varies from 1 to 3, in a
certain period of time. A possible analog gain curve is represented in Figure 3.1
with the blue trace. Instead, the digital control situation with the above introduced
5 bit potentiometer produce the orange curve of Figure 3.1, through Eq.3.2. In
this plot it is evident the difference in the transition between the two solution.

3.5

A ag Analog gain

A dg Digital gain

n
3

Amplification (V/V)
n

Time (s/s)

Figure 3.1: Plot of the gain curve, for a transition between unitary gain to a value of 3, for
both analog (blue) and 5 bit digital (orange) implementation. The time axis is normalised to the
period of the wave in Figure 3.2

It is now important to see the impact of such curves on the amplified signal.
The output of the circuit is simply the product of the input signal and the gain
expression, so, in the analog case, a continuos output is expected, whilst for the
digital implementation, the steps in the gain curve result in discontinuities on
the output voltage. As it is visible in Figure 3.2 and in the zoom of Figure 3.3,
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Figure 3.2: Output waveforms of the circuit discussed. v29 is the analog output and v is
the discontinuous digital voltage.
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Figure 3.3: Same plot of Figure 3.2 zoomed around a central portion of the gain variation.

the discontinuities corresponding to the gain steps are quite noticeable. This is
a situation in which the gain is not commutated immediately from one level to
the other, so the steps are one for every code in between the initial and final
position. This is because the process depicted is typical of those situation in which
an external user operates a fine control from the external. The flux of information
goes from a traditional potentiometer, set as a voltage divider between Vpp and
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ground, to the microcontroller which senses the wiper voltage with one of the on
board ADC. Then the microcontroller updates the command stream of the digital
potentiometer. Since this entire chain is very fast compared to the usual human
perception, the result is that during a manual sweep of a command the controlled
quantity varies through many steps as above shown.

20

Digital output
Analog output |

108 1072 107" 10°

Figure 3.4: FFT results for the signals in Figure 3.2 through a Kaiser windowing. The
plot has been drawn with smaller traces in order to make visible the differences in the harmonic
content also at higher frequency.

The FF'T of the two signals is shown in Figure 3.4, exploiting a Kaiser windowing.
It is visible that, even if the digitally controlled signal exhibits an higher noise level
at higher frequencies, substantially the two signals has similar characteristic. The
THD values of the two signals are THDg4, = 0.0574% and THD,, = 0.0485%, and
the THD of the analog output is not null because of the variable envelope due to
the gain variation.

Yet there is another important source of noise in the circuit, due to the poten-
tiometers. The issue is related to the injection of current in the ground plane in
correspondence of the discontinuities already introduced by the intrinsic behaviour
of the digital devices. Even if a ground planning that involves the separation of the
two planes is a good way to attenuate the noise coming from digital commutation,
this is not yet sufficient. Moreover, the commutation itself can generate some
glitches in the signal directly at the nodes from and towards the selector move.
The solution to these problems is a big part of the digital integration process.

In the case of the discontinuities introduced by the granularity of the poten-
tiometer, there is the possibility of acting directly on the source itself of the possible
noise. In case of a superposition of noise onto the output signal through the
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reference plane or from the commutation elements, the source of noise is due to the
commutation of the digital block of the potentiometer and it can not be eliminated
at the source. This noise injection process is therefore avoidable only through a
very accurate ground plane design, in which the simple separation of the two plane
is mandatory but not sufficient or through muting systems of the output.

3.2 Zipper noise solution - Zero-crossing-window
detection

The method here presented is capable of reducing in an efficient way the disconti-
nuities introduced in the signal by the digital selection of the wiper position. The
idea at the base of this circuital solution is the following one. If the signal that
undergoes the injection of noise is periodic and decoupled, the waveform (whatever
it is) exhibits a intercept point with the 0V level, which is also periodic?. Thinking
about the amplification operation of a circuit, it multiplies by a certain constant
(at a given frequency) the incoming signal, actually modifying the amplitude of the
wave. There is only one point of the wave which remains untouched during this
operation and it is the point for which the wave voltage is null.

The zero-crossing point remains at the level it is for any value of amplification
possible. This means that if the step in the gain curve is time-wise coincident with
the wave zero value crossing instant, the resulting amplified waveform is again
continuos.

In the following image (Figure 3.5) the instants in which the commutations of
the selector inside the potentiometer have been rigidly translated till they have
superimposed the zero-crossing point. As it appears clear, the discontinuities
disappear, because they are hidden in the zero-crossing point. The solution
is intuitively simple, but at the same time it is not so straight forward to be
implemented practically. The core idea of the practical implementation is the
following one, and it requires one more assumption. The potentiometer must have
some sort of synchronization input or in general strobe signal that enables the
reading of the command string. For example in the AD5292, the SYNC input is
normally kept high and its falling edge triggers the loading into the register of the
input stream on the subsequent falling edge of the clock.

This is mandatory because the zero-crossing window method works exactly on
the level of this SYNC strobe. In the following block diagram (Figure 3.6) the
situation is explained. Notice that the SYNC input arrives from the AND gate,

2This is valid in general, also when the reference of the signal considered is not the ground of
the circuit.
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Figure 3.5: Same plot of Figure 3.2 zoomed around a central portion of the gain variation.

whose output results from the microcontroller synchronisation strobe (uSYNC)
and the output of the zero-crossing window detector.

\—) §YNC

pEYNG —»

«—— Inierface
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Figure 3.6: Block diagram of a zero-crossing window application.

If the potentiometer does not support this operation an alternative is the use of
a chip select terminal (CS, CE) which can be used with comparable results, despite
the different functions fulfilled in the digital circuit of the potentiometer, by this
signal.

The zero-crossing window detector block is the analog circuit that is able to
receive an input signal and giving as output a digital level, which is asserted only if
the input function is crossing the zero level. In fact, is impossible to detect an exact
point, also because ideally, if this could be done, the output signal of the detector
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would be a Dirac delta. The real implementation involves a window comparator,
in practice a circuit whose output is asserted if and only if the input function is
inside a certain region around the zero level.

Ve Ve
Ry, Ve Vi é Ry Vee
Vs 1 Ugnd
R o

R , D
% 5,2 Vand
Vb %RD
Figure 3.7: Zero-crossing window detector circuit.

In the circuit shown in Figure 3.7 three op-amps have been used in order to
generate the correct information. Consider just the two op-amps on the right. The
current flowing in the divider composed by Ry, Ry and Rp fixes the voltage of the
non inverting (upper) op-amp input and the one of the inverting (lower) op-amp.

 Ry+ Ry + Rp

VD VCC (33)
The voltage at the non-inverting input of the upper op-amp is given by Vp + Vj or
alternatively Vo — Vi

Rp + Rm

Var+ Vi = Vec. 3.4
M Ry + Ru + By ° (3.4)

Because the two op-amps on the right don’t have any feedback from the output to
the input their output can be either at the positive or negative supply rail. In this
way they work as comparators and considering all the possibilities that stand for
the position of the voltage vx with respect to the thresholds above calculated, the
following cases can be discussed.

1. If vx < Vp, the input differential voltage of the lower op-amp is negative so

vP 4 = 0V which is the logic low value. While the first upper op-amp has
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an input differential voltage which is positive so that v\ ; = Voe. The vour

resulting from the and operation is therefore equal to 0'V.

2. If vx > Vi, the behaviour of each op-amps is reversed. The input differential
voltage of the lower op-amp is positive, so that v2 ; = Voo which is the logic
high level. While the first upper op-amp has an input differential voltage which
is negative so that vl ; = 0V. The voyr resulting from the and operation is
again equal to OV.

3. If Vp < wx < Vi the two op-amps both have a positive differential voltage, so
that the inputs of the and port are both high and so vour = V¢ indicating
that the incoming signal has a value inside the window determined by the
thresholds Vp and V.

Clearly the resistors that generate the thresholds have to be chosen properly, since
their values determine the amplitude and offset (with respect to the 0V reference)
of the window in which the condition for the synchronisation is considered to be
matched. Supposing a single supply solution (as the one in Figure 3.7), the centre
of the window is chosen exactly on the middle level of the interval [Vioe, 0V]. This
condition is matched assuming Ry = Rp and considering the power dissipated by
the series, overall the value of these resistors have to be chosen high (hundreds of
kQ).

Another motivation for having the value of Ry and Rp high is that the size of
the window is determined by the third central resistor of the divider, through the
following equation:

" Ry+ Ru+ Rp

VM Vee (3.5)
If Ry and Rp are large, Ry can be chosen in the hundreds of ohm range. For
example, considering Vo = 3.3V, Ry = Rp = 100kQ2 and Ry = 8062 with
0.1% tolerance, the window has the following characteristics: dimension of V}; =
13.246 mV and centre at Veentre = 1.65V with 0.2% tolerance.

The voltage vx is the voltage derived from the input signal through some
manipulation (rescaling and translation). This is because it is fundamental that
when the input signal vy equals zero, the corresponding vx is exactly at the centre
of the window. Consider an input signal referred to 0V and with a peak-to-peak
voltage of 20V. A possible solution is to insert a voltage divider to restrict the
range of the input signal: a ten to one ratio for the resistors Rg; and Rgo will
generate a vx with a peak-to-peak voltage of approximately 1.82 V3. For instance

3The value of this ratio is chosen considering the estimated amplitude of the input signal.
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consider Rs; = 9.09k2 and Rg2 = 90.9k$2 with 0.1% tolerance. This voltage can
be easily managed inside the dynamic of the comparators.

Moreover, this is not yet sufficient, since, ideally, an offset Viepre of 1.65V
has to be summed to this signal. In Figure 3.7 this is done by connecting the
bottom of the input divider to fixed the low impedance source, formed by the buffer
(op-amp on the left) and the divider R¢; and Rcp. Choosing Re; = 27.4k) and
Rc o = 33.2kQ (0.1% tolerance) the voltage Vi equals 1.808 V. This is not yet the
offset of vx since this voltage is just the reference of the input divider. Looking
at the latter in the opposite direction with respect to what has been done for the
varying input vy, the offset is finally given as follow?:

Rs

—>" V5 =1.644V 3.6
Rs1+ Rs» K (3:6)

‘/Centre =

This value is sufficiently close to the desired one, so that a complete simulation of
the circuit can be done exploiting the values discussed.
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Figure 3.8: Simulation results for the circuit of Figure 3.7.

In Figure 3.8 the characteristic Vour(viy) has been reported as well as the
output voltage ad the comparators output. Notice that the values of the resistor
involved in this circuit are crucial, and so they can be tailored in conjunction with
the amplifier and comparator used. In particular, while the fix threshold resistors
Ry, Ry and Rp can be chosen considering only the size of the window and the

4This can be done exploiting the superposition theorem.
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power dissipation, a good design choice can be to replace resistor Rt with a
precision trimmer. This is because Rgs» and Rg; are not crucial (vx must swing
well beyond the limits of the window, but its exact amplitude is not crucial), whilst
the centre voltage of the window (determined by the left most divider of Figure 3.7)
is very important: few percentage of variation can shift the zero-crossing point of
the input signal, outside the window.

For the simulation reported the linear technology RH1498M has been used for
all the three active devices. This is a rail-to-rail input and output op-amp, so
that it can swing the output signal to be sent to the AND gate from 0V to V¢
(here chosen at 3.3 V) ensuring good noise margins. Clearly, the precision of the
zero-crossing window method is determined by the efficiency of this detector circuit.
This circuit has to be as fast as possible in commutating when the window is
entered or left, and also it has to shown a reasonably restrict window, because the
far from the zero-crossing the selector movement is done, the noisier the output of
the analog circuit will result.

The circuit must be fast for the following reason. Consider an audio signal with
frequency fsy = 1kHz and a zero-crossing window centred at 0V with amplitude
AViy = 10mV. The time that the signal takes to pass thorough the window (tw)
is given by the following formula®:

AWy 10

— — s~ 3.183 3.7
o o — s s (3.7)

tw

Now, the SYNCH has to be asserted in a time range sufficient to allow the
microcontroller to commutate the position of the switch. Hence that the active
elements chosen for realising the circuit discussed have to be fast enough so that
their propagation delays summed don’t violate the constrain imposed by the time
tw (tpar indicates the delay due to the parasitic capacitance on the voltage divider
network and connection in general).

2tAND + tcomp F tpar K tw — tuc — Tirmpot (3.8)

So it is evident that a trade-off between signal-to-noise ratio of the output analog
signal and time constrains (related to the size of the window) has to be found in
order to match the specifications.

There are a few devices, such as the Maxim Integrated DS1882, which already
have on board the zero-window-crossing detector circuit, whose action can be
enabled or disabled through the setting of a configuration register. Indeed, as
visible in Figure 3.9, the pointed out device is not the most basic one, since it offers

5Since a small region around 0V is considered, a simple linear approximation can be used,
without committing any limiting error: sin(z) =~ .
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almost all the features of interest for normal applications: memory, zero-window-
crossing detection, independent analog and digital supplies.

Y| =
. g A > GND
Sy ] INTERFACE DALLAS "

J - 3 SEMICONDUCTOR | _ET

ke > DS1882 GO ]

H1

> DETECTOR DETECTOR -

Figure 3.9: Block diagram of the AD1882 (Maxim Integrated) in which is visible the zero-
window-crossing detector block is visible a the bottom. Its output is already labelled as an
"update" command sent to the potentiometer selector.

3.3 Noise solution - output muting

From what has been reported in section 3.1, it results that the distortion problem
caused by a sudden change in the slope of the signal (steps) produces an increment
of the THD, enforcing the harmonic content of the signal. Yet, the increment
can be quite small and if the disturb introduced are acceptable, depending on the
application, the inserting of a zero-crossing-window detector circuit can result not
completely justified. Still the noise introduced by the commutation (and not the
step) in the signal is still a major problem. The following proposed systems are
variation on a "brute force" technique which can, till in many cases, be effective.
The idea is that, if the source of noise can not be eliminated by acting on some
particular parameter of the process (such as the timing of the commutation, as
previously done), a possible solution is in the direct manipulation of the output
signal. In this case the idea is to isolate the output voltage when a commutation
is occurring, preventing it to perturb the circuitry that follows. At the bottom of
this idea is the fact that, for example in audio design, the human hearing is not
capable of sense variation in the waveform listened such as small muting window,
so a muting of the circuit output is not influencing the final perception of the
overall system. In Figure 3.10 the functioning principle of the muting system is
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Figure 3.10: Functioning principle of the muting system.

provided. Still thinking at this level of complexity three important figure of merit
of the muting circuit can be realized. One is the transparency of whatever circuit
fulfils the muting operation when the circuit operates in the normal way. It is
evident that the muting circuit has to be the more un-effective as possible on the
output signal, in order to limiting as much as possible the possible increase of the
distortion.

The second evident parameter of the circuit is the attenuation when the muting
operation is on. It has to be as higher as possible, in absolute value and it is usually
expressed in decibel, because this means that the signal is made null as well as the
noise.

This parameters are related to the level of the signal, the other intuition that
comes from observing Figure 3.10 is what are the time interval that the circuit need
to intervene. The problem of the timing is divided into two parallel aspects: the
time that that takes between the receiving of the muting command and the effective
action on the signal and the time that is required by the signal to effectively go
from a certain level to the standby value.

Depending on the type of circuit exploit to achieve the muting function this
parameters vary a lot, and the meeting with the specifications can require some
further modification of the circuit. In the following section some of the possible
muting systems are discussed in more details.

3.3.1 FET switch

The intrinsic functioning of the muting circuit involves some sort of switches. They
can be realised exploiting many different component or devices, but the most
immediate choice is the transistor. In the following, a JFETs based solution is
presented, considering that, with a little effort, the majority of the developed
situations can be applied also to BJTs, MOSFETs or others.
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Before starting to analyse the circuits themselves it is useful to review the JFET
functioning itself. Basically the transistor core behaviour, the controlled current
generator principle is common to all transistors but what changes is the nature
and mode of the control. In the JFET the control is in voltage, since practically no
current flows into or out from the gate, on the contrary to what happens in BJT
designs. This makes JFET and MOSFET similar and in fact the both exploits a
unipolar channel control process to fulfil their functions.
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Figure 3.11: J201 characteristic with Vpg from almost 0V to 10V and Vgg from —1V to
0.8V.

In Figure 3.11 the characteristic of the J201 JFET is presented. The dependence
of the drain current on the gate to source voltage is quadratic, when the saturation
region is entered. But in fact, in our discussion, the curve traced by the current in
every region is not so important, since only two operating regions matter: the off
state and the saturation one.

Since in off state no current flows through the drain, the connection to this
terminal looks as an open circuit, so an open switch. When the device is on, for
high values of Vg, the current flows through the channel and the equivalent circuit
seen from the drain node is modelled with a resistance of value Rps = Vpg/Ips.

Because the current increases with the control voltage the temptation is to
make the gate to source voltage be much greater than zero in on state, in order to
minimise the on-resistance. This can not be done, since even if slightly positive
values of Vg are manageable be the JFET), it quickly exits its normal operation
when the gate junction is forward biased. This happens when Vg exceed a certain
slightly positive value, such as 0.6V or a bit more. In any case a good rule of
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Figure 3.12: J201 characteristic view from the Vg axis.

thumb is not to exceed the saturation current Ipgs.

This means that the control voltage used in the circuit has to toggle between two
values: Vog < Vpo (e.g. Vog = —3V for the J201), which must ensure a completely
off condition for the switch, and V,, ~ 0V which allows a good amount (with
respect to Ipgs) of current flows through the channel, without breaking the gate
junction.

As in bipolar technology, both NPN and PNP transistor are possible, also for
the JFET there is the possibility to implement n-channel JFET or p-channel JFET,
with opposite characteristics. As discussed in the following, both type can be used
in the same design in order to increase the performance of the circuit.

Essentially, in the following sections, the two types of JFET muting circuit are
presented. This is because the specification can be reached, with some slightly
difference, either placing the switch (normally closed) in series with the signal to
interrupt the flux of information, or placing the switch in parallel (normally open)
to the signal in order to shunt to ground the line when the muting is required.

Series configuration

In the series-JFET muting circuit, the switch is placed in series with the signal,
so that when it is off the flux of information is interrupted. The choice of the
type, n-channel or p-channel, of JFET to be exploited depends on the voltages that
are available for the switching command. The driver in Figure 3.13 is important
since it is very common that the microcontroller can not generate a signal with a
sufficiently large swing in order to make the JFET go from an off state to an on
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N (t) =—r oo ——— vour(t)

Mute —» Driver

Figure 3.13: Simple series-JFET muting circuit block diagram.

state.

Supposing that the microcontroller can generate voltages up to its high supply
level, e.g. 3.3V. The driver whose output controls the gate of the JFET can be
implemented in many different ways, a good figure of merit are the high input
impedance, so that the voltage of the microcontroller is not stressed by loading
effect. Usually a simple transistor stage whose input is connected to the Mute
command is sufficient, as visible in the following schematic.

Vee
' Rpp.

Re AN &

| gt R D

Qsw

Umute o | Q CT

IN a Odr Rgg -
VW B
v |

Figure 3.14: Driver circuit for a JFET switch.

Looking at the circuit in Figure 3.14, the input is the signal coming from the
microcontroller. When v is low, the command voltage of the transistor Qg, is
null so that also its base current is null. If its base current is null, the transistor
is off and also its collector current is null. This means that the collector voltage
equals the supply voltage of the stage: vdUE = Voe, because the result of the
Ohm’s law applied to the resistor Rc. Considering the channel of the JFET at
the reference voltage, the command voltage of Qg is high (vgs = Vo). Being the
JFET a p-channel device, it is off, disconnecting the two channel terminal as an

open switch.
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If the input command v is high (at 3.3 V) the transistor is in saturation
region and vy = VE10.2 V. If the threshold voltage is larger than this value of
V& (condition which is usually easly satisfied) Qs is on, closing the contact.

The one pole low pass filter, formed by R, and (), is inserted for stability
purpose: it eventually smooths spikes and noise. Usually its cut-off frequency is
chosen high, in order to not limiting the response of the driver too much. The diode
is present to ensure that no current will start to flow out from the gate (p-channel)
even if the command voltage would exceed a too low threshold for which the gate
source junction conducts.

The critical point, at least as a first sight, of the circuit of Figure 3.14 is the fact
that the correct driving of the switch controlling the gate voltage is not sufficient
to ensure the conductivity of the channel because the voltage at the source of the
device can vary arbitrarily with signal injected. Still looking at the p-channel JFET
and considering the off state, it can happen that the peak of the signal oscillating
around the bias voltage drops below a certain threshold, turning on the device.
This situation is avoided if the signal injected has a peak voltage not larger than a
certain level (exploiting the mesh across the gate)

Vspk < VBB — Vin

3.9
Vﬁ{]mte — O ( )

Off — state <—— {

When instead the voltage Vi is high and the driver is pulling down the voltage
at the gate of the p-channel JFET. The voltage on the gate has to be low enough
to ensure that the device will always be on. Again this is not entirely predictable
because it depends on the peak value of the signal.

To ensure a better transparency of the switch when it is closed, a proper solution
is to consider the implementation of a transmission gate. In a transmission gate,
the correct transfer of the information between input and output is achieved with
the use of a complementary type device in parallel with the first. This implies that
even if the signal swing can drive one of the two JFET into a wrong operating
region, the other will ensure the overall functioning of the switch.

Considering the transmission gate of Figure 3.17 some considerations can be
done on the resistance offered by the switch to the transit of the signal in on state,
Ron. The voltage Vg = Vo /2 elevate the signal, adding an offset by means of
which the negative peaks of the signal end up around the 0V level®. Considering
the on situation with V.1 = Ve and vy, & —Vgg, so that vy &~ 0V. The following

6The assumption introduced here is that the signal amplitude is such that vy, does not exceed
the supply limits.
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‘/Ctrl

‘/Ctrl

Figure 3.15: Transmission gate used to increase the performance of the muting JFET-series
circuit. Notice the opposite polarity command given by the drivers the the complementary couple.

command voltages can be written:

P ~
vas = Voo —uin = Vec — Ve — vin & ViB

Ugs = OV—UIN = _VBB — Vin ~ 1AY

The p-channel JFET is therefore switched off, because of the negative peak value
reached by the time dependent component of vry. This means that the resistance
of the gate is the on-resistance of one JFET only, and particularly the one of the
n-channel when it is driven well above the threshold voltage, so it is low.

Considering now a voltage viy that rises towards Ve, the transistor Qg shifts
gradually to a less conductive state being its command voltage lower, so the Ron
grows gradually too. Reached a certain level (still below Vpg) the p-channel JFET
turns on and the overall resistance is given by the parallel channel resistance of the
two contemporary on devices. So the Ron decreases again stops to increase, till
the n-channel JFET, exceeded a certain level above Vg, start again to decrease
accordingly to the p-channel device behaviour that is completely analogous to the
one of Quyn-

So the behaviour of the gate is strictly dependent on the particular level of the
thresholds Vpo of the two devices. They have to be as symmetric as possible in
order to offer an as uniform as possible resistance to the signal. Furthermore it
is important that the two devices have a threshold which is greater than Vg in
absolute value, so that their behaviour ensure a superposition such that at least
one device is well turned on for every vy value. In Figure 3.16 the resistance
offered to the signal is reported as a function of the input voltage, for different

111



Noise issue - possible solution

values of Vpo. Notice the two peaks of resistance corresponding to the turn on of
the complementary device. The curves are asymmetric because of the differences
between the models of the two devices, if they where exactly identical, not only
the position but also the values of the maxima would be symmetric with respect to
the middle point of the horizontal axis.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Input voltage (V/V)

Figure 3.16: Simple series-JFET muting circuit block diagram.

Discrete transistors have worse matching characteristic with respect to the
integrated solution. So it could be necessary to implement a second identical stage
after the first one, in order to reach the desired attenuation with the switch open.
Hence the overall circuit can become more and more complicated. In Figure 3.17 a
complete possible implementation is provided. Figure 3.18 shows the driver block
for the circuit of Figure 3.17, the inverter block is placed to get the complementary
signal for the second driver. This inversion can be achieved in many different ways,
substantially the requirement is that it has to be done as quickly as possible in
order to not delayed too much the action of Vi, with respect to V.

Parallel configuration

The second possibility using JFET switches is the parallel connection topology,
most commonly implemented in discrete form. In this circuit the switch works
in a complementary way with respect to what happens in the series connection:
the JFET is placed in parallel with the signal, so it has to be normally off and
it provides a low impedance path Ron to ground for the signal when the muting
action is commanded.
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Figure 3.17: JFET-series muting circuit, with two stages.
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Figure 3.18: 2 stage JFET-series muting circuit driver.
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Figure 3.19: Simple parallel-JFET muting circuit block diagram.

From the functional prospective, the new block inserted in Figure 3.19 with
respect to the diagram in Figure 3.13 is the Rqamp. Its necessity is understandable
considering the switch in an on state. If the JFET is on, its equivalent circuit can
be represented as a resistor of value Roy, this means that the input output relation
of the overall muting circuit is the one of a voltage divider:

Ron
v =VoUT————— , 3.10
ouT ouT Rox + Raamp ( )
so that the attenuation in mute condition is the following one:
Ron
Amue =201o 3.11
' 810 <RON + Rdamp) ( )

So it is evident that in order to have an effective muting system it is essential that
Ryamp > Ron, and this can be achieved by simply exploiting a resistor in series
before the node at which the switch is connected. The value of this resistor has to
be larger than a few kiloohm, depending also on how good is the behaviour of the
JFET.

The driver block is absolutely analogous to the previous one and absolves to
the same purpose. Considering a digital command with levels 0V and 3.3V, if the
driver is identical to the one of Figure 3.14 the gate voltage of the p-channel JFET
ends up to be at 9V and ~0.2'V respectively. The specie of the JFET is p because,
being the threshold of the p-channel JFET larger than zero (the best solution in
this case is that Vpo &~ Vo /2 or a little less), the Vg voltage is directly sufficient
as it is to fully determine (at least in a first approximation) the behaviour of the
device. If the source is at reference (as in Figure 3.20) the command voltage is
directly found by looking at the command voltage at the output of the driver, so
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Figure 3.20: 2 stage parallel-JFET muting circuit.

when VjR™* is low, the gate of the p-channel JFET is high and the switch is open,
so that the mute circuit is not affecting the signal. Vice versa, if VjN"™ is high, the
gate is approximately at 0V, the switch is closed and the mute circuit is engaged.

If n-channel JFET were used, the muting circuit would have been always
activated, since the gate to source voltage would never be lower than the threshold,
which is negative. In addition to that, the following fact stands. With a gate to
source voltage null, depending on the distance from the threshold, the JFET is on
in a still safe region, with a Vg voltage near V¢, the device is surely broken since
the gate connection has already started to let a large amount of current flow.

The great advantage of the parallel configuration against the series one is that in
this case the command voltage of the device is decoupled from the varying incoming
signal, which is arbitrary. If Vg in on condition is sufficiently high, the signal
oscillations (so the variation of source to drain voltage Vpg) are not sufficient to
drive the JFET outside the ohmic region. This is a more simple to reach condition
in comparison to the one in which the signal directly impacts the control voltage
Vas (series-JFET muting circuit) and this is the reason why there is no need for
transmission gates.

Frequency responses of the JFET muting circuits

Especially when high frequency signals are involved, a topic which has to be
discussed is the frequency response of the muting system when it is in transparent
condition.

In the series configuration, the decoupling capacitors introduce an high pass
action, which can be avoided only if a previously virtual reference is given, for
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example through a single supplied op-amps based circuit. Anyway, their interference
can be made negligible in the band of the device by wisely choosing their value
according to the one of Rpp; (for Cpi,) and the load one.

A quite precise small signal model circuit for the muting circuit can be written,
even it is quite heavy to solve and practically it soon gets useless by hand. The
small signal model circuit has to be derived from the large signal model in the
right operating region. The following circuit is indicated as muting system with
one single cell; than multiple stage system can be derived by adding more identical
sub-circuits.

n — channelJFET Req’n

,,,,,,,,,,,,,,,,,,,,,

I T 1 Vous
v
® Rpp.1 Ronp Rpp2 2 Ry,

|
: Cﬁlter
| 1
|
Casp—=— —Capp |
|
|
|

,,,,,,,,,,,,,,,,,,,,,,

p — channelJFET

Figure 3.21: Small signal model of a single stage series-JFET muting circuit.

In the circuit in Figure 3.21 the on state model of the JFET switches are build
with the resistance which models the channel of the device (Ron /p) and the two
capacitances between the gate terminal and the entries of the channel (Cgs /p and
Ccppn/p)- Notice that the small signal equivalent circuit of p-channel and n-channel
devices is identical. The unique difference in the remaining part of the circuit is the
capacitor Cgye; Which acts as a low pass filter that avoids the presence of glitches,
when the commutation between different states occurs.

The two resistances Reqn/p are the Thévenin equivalent resistances that are
seen from the gates of the switches. Because the circuit above is drawn when the
transparent condition holds, the equivalent voltage generator is switched off in the
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small signal circuit, so that Reqn/p are grounded. Basically the following relations
hold:

1

Req,n/p = R; + Rc || h

The response of the circuit has a dominant low pass pole at high frequencies,
whose cut-off frequency is fix by the series resistances Ron . || Ronp + Rs and the
filter capacitor Cgpe,. After this pole the magnitude response drops with a slope
of —20dB/dec, till it flattens to a specific level according to the values of the four
capacitances Cggpn/p and Cap n/p. Since the devices are almost symmetric these
capacitances are closed to each other in value.
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Figure 3.22: Comparison between the Bode plot obtained for a complete Spice model
simulation or a simulation done by exploiting the circuit in Figure 3.21. Values are given in the
text.

The by hand model solution plotted in Figure 3.22 has been drawn considering
the circuit of Figure 3.21 and inserting values for the components that make the
results of the simulation being consistent with the trace of the complete Spice
model chosen as reference. To do this the following values have been used:

e R, =22Q.

o Reqn/p = 50Kk, considering an Rg = 56k(), an R, = 1k and that the
parallel between Reqn/p, and 1/h,. is dominated by the external resistor.
Anyway, this resistance has a very little impact on the response with respect
to the other elements, so its value is not crucial.
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RBBJ/Q = RL = 1 MQ.

The channel resistances Ronn/p = 18042

The capacitances of the JFET model around a few pl: Casn/p = Capnp =
4pF.

Cﬁlter = 100 pF

The values above are in line with the possible actual value of the sophisticated
model: for instance the JFET model capacitances are higher for the J175 p-channel
JFET chosen in the accurate simulation for which Cgg, = 9pF Cgpp = 6.5pF.
These values are twice the ones used in the less accurate model, but at the same
time the model of the n-channel J201 (used in the simulation) shows the following
values Cgsp = 1pF Capp, = 1pF, so that, on average, the results are close. If the
last mentioned values are used, the discrepancy between the two responses at high
frequencies reduces furthermore.

The parallel configuration can undergo the same procedure. In this case the
situation is much simpler because of the different position of the switches. In
transparent condition the signal only sees the extremely high resistance of the
switched off channel (which can be approximated with an open circuit) and the
Cap,p/m capacitance connected to the gate, from which the Thévenin equivalent
resistance and the Cag ,/n capacitance go to ground. Also in this case a glitch filter
capacitor has been added (Cfyier). The derived small signal circuit is therefore the
one in Figure 3.23. Also in this case a comparison between two simulations, the

Us

p — channelJFET

Figure 3.23: Small signal model of a single stage parallel-JFET muting circuit.

first done exploiting an accurate Spice model and the other one using this model
present a quite successful result. The values used for the less accurate small signal
model are the following:
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o Rgamp = 10k which is considered as comprehensive of the signal source
resistance, supposing the latter small compared to Rgamp-

o Reqp = 50k exploiting the same consideration as before.

o The capacitances of the JFET model around a few pF: Cgs, = 4pl and
Capp = 9pF (very closed to the Spice model values).

e Reqp — 00, since the JFET is switched off the ensure transparency to the
signal.

® Cﬁlter =33 PF
e Ry, =1MQ.

Exploiting these values the plot below is reported, making evident the simplifica-
tion also in the shape of the response: a simple dominant low-pass filter, controlled
by the Rgamp and Chier-
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Figure 3.24: Comparison between the Bode plot obtained for a complete Spice model
simulation or a simulation done by exploiting the circuit in Figure 3.23 with proper values.

An important difference between the two responses is that the cut-off frequency
of the parallel configuration is pushed around a decade below in frequency with
respect to the series case. This is because of the much larger resistance in series with
the signal (in this case Rgamp is nearly ten times Roy) in the parallel configuration,
in order to ensure a sufficient attenuation in muting operation. Anyway, also if the
the response of the series configuration exhibits a zero after the cut-off, its action
is limited, since the attenuation with respect to the passing band level is already
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important and also because after it, as visible in the more accurate response, a new
pole damps the response.

3.3.2 Optocoupler

The methods to implement an electronic switch are various, JFET transistor are
one of these, but the exact same topologies can be realised basing the circuit on
other devices. One alternative is represented by the use of optocoupler, technically,
a device that is able to transfer electrical signals between to circuits, maintaining
them isolated. This is possible thanks to the particular behaviour of semiconductors
electrically light.
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Figure 3.25: Current transfer ratio of an optocoupler. Derived from the Spice model of the
H11A1.

On the input side of the optocoupler there is a light-emitting-diode, with an
exponential characteristic in the ideal case, in practice some losses intervene making
the curves approximate a straight line, far away from the knee point. The output
side is a bipolar photo-transistor, whose base is sensible to the light. Hence, also
the output characteristic is heavily non-linear. The parameter that is the most
interesting for the development of the discussion is not dependent only on the
optoisolator: the resistance seen from the collector of the photo-transistor to ground
is evaluable through the Ohm’s law as follow:

Ver Ver

R p— p—
T I, T CTR-Ip
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Figure 3.26: Resistance seen from the collector to ground (emitter grounded) for the H11A1.
The two points point out the minima of the resistance curves: the lowest Rcg is equal to 378.5)
(for Veg =10V) and 43Q (for Veg =1V).

So it is evident that the voltage at the collector plays an important role in this
calculation. In the previous equation, the current transfer ratio CTR has been
used, being the parameter that relates the output to the input current (visible in
Figure 3.25).

In the applications below, the voltage at the collector is often determined by
the signal, so it is almost impossible to predict what would be the exact values of
the equivalent Rcg resistance. The point here is that it is important to ensure a
correct amount of input current in order to have an Rcg smaller than a certain
maximum value.

Series configuration

The series (and also parallel) configuration is identical, from the block diagram
prospective, to the JEET solution because the position of the switch is identical,
independently on the device that implements the switching functionality.

To provide a decent amount of attenuation, also in this case two identical stages
have been placed in sequence. In the present case, since the conductivity of the
devices depends on the light incident on the base of the phototransistor, the circuit
is much simpler than the JFET solution one, since the signal at the emitter terminal
has a much lower impact on the state of the device. In practice this means that
there is no need for topologies equivalent to the transmission gate in some sort, or
other techniques.
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Figure 3.27: 2 stage series-optocoupler muting circuit.

The circuit in Figure 3.27 is a possible implementation of a two stage series-
optocoupler muting circuit. One important difference between this solution and
the previous (JFET based) one is that in the field-effect-transistor circuit the gate
does not sink any current. This reflects into a driver circuit which has not to make
any effort in supplying any current to the switch. On the contrary, the optocoupler
is controlled in current and so the driver of the switch has to be a current, in place
of a voltage, driver. The modification is easily done by connecting the switch in
series with the transistor driver instead of in parallel.

The muting command is applied to the base of the driver as usual and the
collector of the npn transistor is connected to the diode anode of the coupler with
a current limiting resistor. Notice that this low side solution can be replaced with
an high side pnp based one with the same results. Since the on state current
needed to obtain a sufficiently low resistance at the output of the coupler can
easily sit in the range between 10mA and 30 mA, it is better to allocate for each
optocoupler its own driver. In general, if the estimated dissipation grows, then a
parallel connection of resistors and/or transistors can be implemented eventually
correcting their values.
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Parallel configuration

The parallel counterpart of the circuit in Figure 3.27 is the one in Figure 3.28. As
seen in the JFET dedicated section, the insertion of the resistors Ryamp 1 and Raamp,2
is necessary for obtaining the desired attenuation when the switches are closed.
Similarly to the series-optocoupler solution the drivers are current sink, but also
the current source solution is possible. The freedom that is present in optocoupler
circuit in choosing the driver circuit is due to the fact the the optocoupler are
devices which galvanically isolate the two branches of circuit they are connected to.

Rdamp,l Rdamp72
VIN A% AAAY VoutT

mute
VIN o VVV

'\l dI‘,2

Figure 3.28: 2 stage parallel-optocoupler muting circuit.

Since, in this configuration, the switches are closed only when the muting
command is given, an advantage of the parallel connection with respect to the
series one is evident. The current needed to activate the optocoupler in the proper
way flows only when the command signal vj§j*® is high, so that in normal operation
no power is dissipated to maintain the on state. In the series configuration, the
transparent condition is obtained with the switch closed, so the normal situation
is with the internal LED always on. This means that if the muting circuit stays
activated for 50% of the time, the two solutions are nearly equivalent, but, if the
muting command is given only for short period of time (as it is likely to occur),
the series configuration ends up to waste a noticeable amount of power.

Frequency response of the Optocoupler muting circuits

It is quite useful to analyse the frequency responses of the muting circuits in
transparent condition, as done for the JFET circuit. To do so a dynamic model of
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the optocoupler is needed, including its the parasitic elements. In this model, the
diode driver side of the component is completely negligible because of the galvanic
isolation between the two circuits.

In the majority of the datasheets, the parameters reported are the input capaci-
tance (diode side, Cp) and the output collector to emitter capacitance Ccg. Whilst
the Cp is relevant for computing the response time of the control driver, the latter
is the most important in this case. The circuit below (Figure 3.29) is the resulting
small signal circuit, considering the most relevant parasitic elements. The usual
glitch filter capacitor Cher has been added.

1 Ccr l
! Il ‘
| I |
R ! Ron }
ANN— NN + ' Uout
Vg ~ photo — BJT L
° @ I Cﬁlter RL

Figure 3.29: Small signal model of a single stage series-optocoupler muting circuit.

The resulting response is a magnitude curve that, for low enough frequencies, is
dominated by the resistive voltage divider realised by Ry, Ron and the load Ry.
Since usually this ratio is quite close to 1 (Rs + Ron < Ry,) the attenuation in
band is usually quite low in absolute value. For frequencies high enough, so that
the reactance shown by the two capacitors is much smaller than each resistances in
parallel to them, the output is again the result of a voltage divider, but this time
done considering the ratio of the capacitances Ccg and Chper. In between the two
regions a portion of the curve with a slope of —20dB/dec is present and its length
is determined by the interaction between the two capacitances and the channel
resistance, which controls the frequency of the cut-off.

The values found for the Cor capacitance in order to make the two curves match
is much higher than the average of the one written in the datasheets.

In the parallel configuration the values for the collector to emitter capacitance
found in the datasheets and the Spice model results match quite well. This is
because no other effects, such as Miller effects modifies the value of capacitance
seen from the node at which the switch is connected.

As is visible in Figure 3.31, the phototransistor in off state can be simply
modelled with an open circuit, still with the main Ccg capacitance in parallel
towards ground. This configuration leads to the introduction of a single dominant
low pass filter, since the parasitic capacitance will sum to Chper. Since usually
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Figure 3.30: Bode plot for the circuit in Figure 3.29 with the result of a more accurate Spice
model, for comparison.
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Figure 3.31: Small signal model of a single stage parallel-optocoupler muting circuit.

Chiter > Ccp and being the resistance Rqamp noticeable, this two elements are the
one that determine the response of the circuit.

The values given by the datasheets make the two curves match perfectly in this
case, also because the value itself of Ccg is not fundamental in determining the
position of the dominant pole.

Anyway, all this frequency behaviours occur for very high frequencies, e.g. above
one MHz and this holds both for JFET or optocoupler circuit and both for series
or parallel configurations. So at least in audio application the band requirements
of the circuit are easily matched. The choice between this four circuits seen till
now depends on the resources available but in general is better to avoid the series
configuration. The parallel design is usually more easily controllable and predictable,
moreover it does not require more complicated solutions such as the transmission
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Figure 3.32: Bode plot for the circuit in Figure 3.31 with the result of a more accurate Spice
model based one.

gate design.

In any case, both for series and parallel configuration, but more critically for
the parallel one, a high impedance load is required. This is because the loading
effect has a serious action on the frequency responses: for instance in the parallel
configuration the Rg,mp resistors will drop the level of the signal if the load has not
a sufficiently high impedance. This situation make advisable the use of a signal
buffer after the muting system. The buffer does not require the integration of
potentiometer, since it is fixed in gain, hence it is not a source of noise and can
follow the muting system.

3.3.3 Other switching solution - Relay, other transistor, SS
analog switch

To exploit the switching function different devices can be considered. In the previous
sections two of them have been mentioned and explored, JFET and optocoupler,
but at least two others deserve a mention.

BJT A third possible solution is the use of other types of transistors, for instance
BJT. In every aspect the possible circuits are very similar to the JFET one: still a
driver is needed to correctly force the device in the proper region. Also in this case
a parallel configuration followed by a buffer is the more reliable solution, compared
to the series one. The principle difference with respect to the JFET circuit is in
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the driver design. Because the BJT are controlled in current instead of voltage,
one more stage in the driver is usually needed. In a block diagram prospective the
situation is a circuit in which not only a voltage translation block is present, as
already seen (to amplify the Vpp digital supply swing to the higher V¢ analog
supply one), but also a voltage to current transducer is placed.

Vee
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Ry §
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R, §

R
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UInf\IUte N Ql l CMD

v

Figure 3.33: Driver circuit for a parallel-BJT muting circuit.

In Figure 3.33 ()7 is the usual voltage driver, but its collector is not directly
connected to the switch, instead the drop on the resistor Ry controls the current
source (2. This PNP transistor generates the current that drive the switch through
the limiting resistor R3. Despite this difference the circuits are analogous, also
from the frequency response point view. In practice in place of the channel to gate
capacitances, Cgg and Cgp, the Cpc collector to base and Cgy emitter to base
capacitances are present. In addition to that the emitter to collector capacitance
Ccr is noticeable. As a matter of fact, the situation is not changed and in this
field a simple Spice simulation can give good insights into the frequency behaviour
of the stage.

Relay This solution is completely different from the previous ones, since the
relay is an electro-mechanical switch. This component can ensure an almost perfect
either isolation or connection of the circuit output, because, once the switch is
stable in one position, the path of the signal is granted only by metal element,
no resistances of any sort are involved”. Similarly to the optocoupler circuit, the

"Technically the resistance of the metal part of the switch that conduct the signal is present,
but usually this is extremely small compared to the transistors’ one: it is usually smaller than 1)
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isolation between the driver and signal branches of the circuit is ensured.

Traditional relays are usually much more bulky than transistor, so normally
they are not involved in design in which the room available for the component is
important. Moreover, also this solution require a proper driver, in this case it must
be able to energise the solenoid of the relay, through a sufficient current flux.

The parasitic elements introduced by an electro-mechanical switch are almost
negligible in comparison to the ones introduced by electronic switches. In particular
the series resistance can easily sit below 1 {2, making the exploitation of these devices
absolutely tempting. A downside of this choice is the possible introduction of spikes
and glitches due to the physical movement of the mechanical parts, which are either
in series or in parallel® to the signal itself. In the datasheet the capacitance across
the terminal of the switch when it is open is reported, even if normally it is below
the pF.

An important fact is related to the timing characteristic of the devices. Normally
two different intervals are given: the operating time, measured from when the coil
begin to energise to the moment in which the last? mechanical operation is finished
and the release time, measured from the instant in which the supply is disconnected
from the coil and the moment in which the last mechanical operation terminates.
This two intervals depend on the complexity of the device under test, but normally
they do not exceed a few ms (e.g. 3ms at maximum)

Analog multiplexer For what concerns the transmission gate solution presented
in the JFET muting circuit section, there is an already implemented solution that
exploits exactly this principle. On the market, many types of analog multiplexers
or switches are present. These devices present at least two terminals, for the input,
output, eventually bidirectionally, and a third control terminal. Their usage is
very simple in principle and they usually present very low series resistances. For
instance the CD4066 (a very common chip) has on board four independent single
pole single through switches. The Ron of the switches increases with the supply
voltage (which must be in the interval with respect to the Vg terminal, from 3V
to 18V, from —0.5V to 20V for the absolute maximum ratings) and also with
temperature. For a supply of 15V the resistance Ron shows the same curve of
Figure 3.16 with peak values around 100V at 125°C. So if they are used in the
right conditions these analog switches can be extremely handy, and the acceptable
performances are ensured by the fact that the CMOS technology design is in this

8Consider that if the configuration is parallel, probably a limiting resistor in series with
the grounded terminal is needed in order to prevent the output of the preceding circuit being
grounded, for instance damaging the output of an op-amp.

91n case the device contains multiple sections.
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case tailored to fulfil the analog preservation requirements, on the contrary with
respect to generic discrete parts. In Figure 3.34 two versions of the transmission
gate symbol are visible, with the input and output on the horizontal line and the
control on the top pin.

ol
ol

Figure 3.34: Transmission gate symbol. Normally the complementary control signal is
internally generated, so that only one control has to be send to the gate.

3.4 Noise solution - Shutdown

In some cases it is possible to implement a muting circuit directly exploiting the
functionalities available on board of some potentiometers. In particular some of
them are provided with a dedicated pin, called hardware shutdown SHDN, whose
function is normally disabled. When the signal at this terminal is a logic false (in
many case this condition corresponds to a high voltage level since the signal is
active low) the potentiometers terminal are normally connected. When SHDN is
commutated to a low logic level, one terminal (A for instance) is disconnected from
the externally accessible pin and the other one (say B) is connected directly to the
wiper W.

This is the natural implementation of a muting system, if B is connected to
ground and A is the terminal from which the signal is injected into the device. The
important condition sine qua non the shutdown method can be implemented is
the fact that the potentiometer can not be in any position of the circuit. To make
sure that the operation is efficient, the ideal situation is the one of a potentiometer
used as a voltage divider at the output of the circuit, as in Figure 1.57 (eventually
without any other potentiometer involving circuit after it along the signal’s path).
If the potentiometer is used as a voltage divider as in Figure 2.19 the shutdown
method does not operate as intended, since the gain of the amplifier is commutated
between a value, set by the potentiometer and 1, when the shutdown is activated!®.

10This holds if the terminal connected to the amplifier output is consider as the B terminal.
In the opposite case the shutdown command will immediately drive the amplifier in saturation
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A great advantage of this muting method is the fact there is no need for a
driver able to control a switch of any sort, because the isolation is ensured directly
by the internal circuit of the potentiometer. Hence, the signal coming from the
microcontroller is sufficient to enable or disable the operation. This is also commonly
ensured by the fact that the supply of the digital part is clearly common to both
the microcontroller and digital potentiometer.

condition.
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Chapter 4

Experimental results

A practical implementation in a realistic system is needed, in order to evaluate
the previously theoretically discussed solution. This approach allows also a direct
comparison of the different alternatives, for example concerning the muting circuits,
based on direct measurements of their performances. This is done considering that
some hints given in the previous sections hold in any case and so they are not
discussed here even if they are used. For instance, the control of an amplifier gain
with the ratio of the two resistances seen from the wiper instead of exploiting the
absolute value of the potentiometer is considered in the following. The experimental
system specifically designed for this purpose is composed by two separate boards:
one is the one dedicated to the digital control, the other is the board containing the
analog circuits to be implemented and discussed. These two boards are connected
with headers and a few of external connection are made accessible externally to
facilitate the measurements operations. The measurements to be taken are related
to the fundamental characteristic of the circuits involved, for instance gain and
bandwidth of an amplifier, or the attenuation of a muting circuit in off state. This
data will lead to the possibility of a synoptic comparison of the different possibilities.
The experimental set up will include the board and some basic electronic laboratory
devices such as power supply, oscilloscope, signal generator.

4.1 Digital control

The digital control board has been developed by Carlo Sorasio (for LAA Custom®)
and it houses a microcontroller (STM32L451xx) and two quad digital potentiome-
ters, plus all the electronics that this main components require, for example the
power supply block.

https://www.laa-custom.com/

131


https://www.laa-custom.com/

Experimental results

33V 3.3V T, +2.52V

Vin u4 3.3V 1l *
MCP1703 i 4.7uF R7
VREG R3 = 62kQ2
1 _{IN ovuT |3 o 10kQ
GND o s
c1 c3 c2 c4 1 'ecoop cp ==2.24F

5
J— 2,4 J— J— 1uF 11 R6
100nF 10pF 100nF l" VIN OUT+ 56kQ
;9 cl- FB+ [Z
4
1 1 1 7
- - - 6

10| c1+ cDN
12 en+ FB-

|H—

8 | EN- OUT-

c6
jaavy  LM27762 ==224F

-2.52V

Figure 4.1: Power supply circuit for the digital board: 3.3V and dual £2.5V generator.

In Figure 4.1 the supply portion of the circuit is reported. The Viy terminal
is connected to a header from which the supply has to be injected. From this
external supply, a first block generates a stable 3.3V using a MCP1703, which
implies that Viy must meet two conditions: Viy > 2.7V and Viy > le\r/loﬁx + V%ATX
[12]. This means that in this application Vixy > 4.4 V. In the present experiments,
the supply of the two boards is set to 9V. The second block is a charge pump,
that provides two regulated output voltages: at +2.5V and -2.5V. The chip used

is the LM27762, whose basic circuit has been discussed in section 2.2.3.
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Figure 4.2: Microcontroller connection.

In Figure 4.2 the microcontroller connections are shown. The supply connection
to the positive and reference terminal of the supply are not consider now but they
are visible anyway. The board is configured to fulfil many tasks so that for example
the possibility of controlling the behaviour of the circuit with a UART line, or
also the possibility of re-loading the firmware of the microcontroller. The first
functionality is related to the pin numbers 11 (UART2_DIO), 12 (UART2 TX)
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and 13 (UART2_RX) whilst the second one is linked to the use of the pin 7
(NRST), 30 (DEBUG_UART_TX), 34 (SWDIO) and 37 (SWCLK). Namely
this connections are made accessible from the external of the board through some
dedicated headers on which also a supply connection is made (GND and 3.3V).

The communication with the digital potentiometers is done with the SPI protocol
through the pins 43 (SDA) and 42 (SCL). But the system in this case is set up
in a more complicated way. The digital potentiometers are controlled in the way
seen above, but the value given by the microcontroller is determine from the
external in two different ways. The four available digital potentiometers (two per
each chip) are associated to the voltage at four each corresponding inputs of the
microcontroller: 14 (POT1), 15 (POT2), 16 (POT3), 17 (POT4). The voltage
on these four pins is continuously sensed by the microcontroller that drive the
potentiometers accordingly. This organisation allows the external user to interact
in different ways with the device: either with an analog potentiometer connected
as a voltage divider with the wiper sent to the microcontroller input or simply with
an external voltage control. In this thesis, an important signal to be considered
is the one labelled as OPTO because it is the signal that command the muting
system. To facilitate the experiments this signal is not brought directly to the
analog board, instead this connection is left open so that also an external signal
can drive the muting circuits.

B2

w2 Wi

A2 B1

33V POT1 A aele] WA L2
+2.52V o HEm  4E@ O SDA1

SHDN
25V |5 | ynp Sp 8450:1
e 12lvss § E‘ GDN ﬁ
&
AD6242 L

10

(a) Analog control to (b) Digital potentiometer connection.
the microcontroller.

Figure 4.3: Potentiometer arrangement on the digital control board. On the left the analog
potentiometer used for external control of circuit. This type of control has been prepared for all
the four digital potentiometers, then, if the direct voltage control is desired, the connection is
simply soldered to the central pin of the analog omitted potentiometer. On the right there is the
digital potentiometer connection. The configuration shown is duplicate for the other AD5242.

Potentiometer 1 and 2 are driven by an analog potentiometer voltage divider as
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visible in Figure 4.3. The capacitor from wiper to ground is there for noise purposes,
in order to stabilize the voltage at the microcontroller input. Potentiometers 3 and
4 are controlled by an external voltage directly connected to the microcontroller
inputs.

The connection to the digital control board are the 9V and reference supply
fundamental to the functioning of the system, but, in addition to that, also the
+2.5V are taken from the digital board where the charge pump operates, and
made available on the analog board for the op-amps supply. In the very same way,
the 3.3V is brought to the inverter, used to generate the complementary muting
command. Clearly the ladder resistor chain connections of the digital potentiometer
are brought to the analog board in order to be used in the circuits discussed in the
following.

4.2 Analog board - amplifier

The analog board has been specifically designed to work in conjunction with the
digital control above overviewed. In Figure 4.4 a photograph of the complete two
board system is shown. The green board is the digital control dedicated one, while
the black below is the analog circuit one which is described in the following. The
green wire on the right is the connection for the muting command voltage. All
the connections left open are visible in correspondence of the female header, so
that they can be arranged as wanted using jumpers. Notice the red and yellow and
black wires that bring the dual supply and the reference from the control board
and make it available on the analog board. The momentary switch connected on
the bottom of the image can be used to switch between the four different presets
that can be stored into the microcontroller. The major difficulties in the realisation
of this set up has been represented by the managing of all the different connection
between the planes and some errors have been recovered through the process.

The first circuit implemented is the one in Figure 2.21 with the following values:
Ciy = Cour = 100nF, Rgg = 620k, Ry, = 1k, Cf was left changeable by
the user, in order to allow for bandwidth comparisons in the different possible
configurations (with and without Cf, and with different values of this capacitor).

The main difference with respect to the circuit of Figure 2.21 is that another
potentiometer has been put as a volume control after the op-amp stage, in the
configuration of Figure 1.57. This is always in a prospective for which the aim of
the measurements set is to give a basis for a comparison between different solutions.
Being the configuration non-inverting, the minimum gain is one, obtained when
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Figure 4.4: Experimental board photograph.

the resistance of the divider is all on the inverting input to ground side:

0

- =1VV!
Rpot + Rmin

Amin =

Rpotﬂf

=101VV' ~40dB.
Rmin + Rpot(1 - .T)

AMAX — 1 4

So it is evident that, with an input signal whose amplitude is 10 mV, for example, the
output signal will remains in the dynamic of the op-amp of choice, the OPA2134.
Because the margin of linearity for high impedance load are Vgg 4+ 0.5V and
Voe — 1.2V [13], a 1.01 V amplitude signal is correctly amplified. The op-amp
starts to saturate the output voltage for input signals of amplitude 12.87mV if
the gain is maximised. Therefore, for an input signal of amplitude 50 mV the gain
potentiometer placed in the feedback loop can drive di op-amp into saturation if
it exceeds a certain threshold. The potentiometer placed after the amplification
stage as a voltage divider has no effect on the operation of the amplifier. So if
the designer is able to ensure that the input signal has not an amplitude sufficient
to make the op-amp to saturate (or similarly, that for the largest input signal
amplitude, the gain of the amplifier is not able to drive the op-amp into saturation)
any variation of the potentiometer in any range of its swing is allowed. To ensure
the linearity, the solution with the potentiometer in the feedback has to be limited
in its range by a proper Ry, resistor?.

2Notice that Rmn has always to be included into the design in order to make the ratio in the
gain expression being limited. This avoid unwanted behaviour.
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The capacitor Cj, and Cyy; are present for decoupling purpose, when the op-amp
is for example single supplied and a virtual reference is needed (connected to Rgg).
In this case also a third decoupling capacitor is needed between the feedback and
ground, in series with R,;,. In this case the signal is referred to 0V and the op-amp
is dual supplied, so theoretically the decoupling capacitors are useless, but if they
are sized in a way so that they not impact the bandwidth of the amplifier they can
be included to reduce the response in DC. The new expression for the gain is the
following one, simply derived from Eq.2.7 with the introduction of R;,.

1

1 T+ Rmin
Rpot

A, = (4.1)

The resistors solder onto the board, are Yageo SMD 0603 at 1% tolerance [14],
while the capacitors are MuRata SMD 0805 at 10% tolerance [15]. The transistors
are J175 (p-channel, Onsemi [16]) and J201 (n-channel, Fairchild [17]), while the op-
amps are OPA2134 (Texas Instrument [13]). In the following, the voltages measured
across the potentiometers in different conditions are reported. These measurements
have been taken with the Analog discovery 2, an "high performance, all-in-one
USB oscilloscope & instrumentation system". For what concerns the feedback
inserted potentiometer, in this case, since a limiting resistor R, is inserted, the
voltages across its terminals must not be measured with respect to ground. In
Figure 4.5 left, the voltage at the output side terminal of the potentiometer is
reported (yellow trace), while the blue trace is the input waveform. The first trace
is also the output voltage of the amplifier (considering negligible the effect of the
decoupling capacitor) and it is reported for a value of gain that still preserve the
linear condition (with a 50mV peak input sinusoidal signal). Clearly the linear
condition implies that the difference between the inverting and non-inverting inputs
of the op-amp is negligible and so vw = vi,.

The voltage drop on the resistor R,.;, coincides with the voltage at the third re-
mained terminal of the potentiometer and it is variable with the gain, in accordance

3The oscilloscope of the Analog Discovery 2 is a 2 channels, 14-bit, 100 MS/s (mega-sample
per second), with a bandwidth of 30 MHz, input impedance of 1 M2 and a permissible voltage
range of £25V. Also the input signals have been generated with the Analog discovery; the
signal generator is a 2 channels, 14-bit, 100 MS/s, 12 MHz bandwidth, output impedance of
1 MS and a maximum output amplitude of +5V. Also the network analyser has been used and
it works in conjunction with the oscilloscope, with a frequency range from 1 Hz to 10 MHz and
frequency steps from 5 to 1000. https://digilent.com/reference/test-and-measurement/
analog-discovery-2/reference-manual
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(a) Voltages vout (blue) and vy, (red). (b) Voltages vmin (blue) and vy, (red).

Figure 4.5: On the left, the input and output voltage of the amplifier are plotted for a gain
of approximately 3V V™!, On the right, the input and R, resistance voltage are reported for a
value of gain of approximately 17.38 V'V !, the different value of gain with respect to the left
plot is done in order to make the drop on R,,;, more visible. The measurements have been taken
with the Analog Discovery 2 (Digilent).

with the following expression:
Rmin
min + (1 - :E)Rpot ‘

Umin = Ulan (42)
The voltage on the minimum resistor is the result of the voltage divider formed by
Ryin and the portion of potentiometer on this side of the inverting input node. So
for increasing gain, x — 1, the voltage v, — viny. In Figure 4.5 right, as expected,
the blue trace representing the v,;, voltage is smaller, since for a gain A, = 17.38
the corresponding value of x is 0.9425 which, once it is substituted into Eq.4.2,
gives an amplitude for vy, equals to 7.41mV (still considering a 50 mV peak input
signal).

This situation changes completely in saturation condition, when the output
voltage clamps and so the potentiometer output terminal voltage and the inverting
input voltage with respect to ground (followed by vy, through the voltage divider).
Figure 4.6, both left and right, refer to a saturation condition. Notice that for this
high gain values (44VV™!) 2z ~ 1 and vy & viy. In this particular saturation
condition the characteristics of the op-amp are crucial. In fact, the clamp in the
inverting input voltage and R, voltage are only on the top portion of the wave, so
it is clear that the upper rail of the op-amp below linearity is preserved is lower in
absolute value than the one of the negative side. This is confirmed by the OPA2134
datasheet [13].

In Figure 4.7, the voltages across each terminal of the potentiometer are reported
as well as the current entering each terminal. In doing this the op-amp is considered
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(a) Voltages vout (blue) and vy, (red). (b) Voltages vmin (blue) and vy, (red).

Figure 4.6: On the left, the input and inverting input voltage of the amplifier are plotted
for a theoretical gain of approximately 44 VV~!. On the right, the input and R, resistance
voltage are reported for the same value of gain. The still lower peak value of vy,;, with respect to
the inverting input voltage is due to the fact that the theoretical gain is not maxed yet. The
measurements have been taken with the Analog Discovery 2 (Digilent).

ideal and so the current flowing into the wiper terminal of the potentiometer is
null, being it in series with the inverting input of the op-amp. The curves reported
refer to peak values of the waveforms (both for voltages and currents). The power
dissipated is calculated in a very simple way and it is referred to the RMS values
(which are quick derived assuming that in linearity a sinusoidal input produces a
sinusoidal output). It is reported in Figure 4.8 for different values of x. Since

RMS 7RMS RMS 7RMS RMS 7RMS
Poot = VWP + VP Ig ™ + iy Wy =
—_—
~0

_ ( RMS _ Bf{MS) JRMS _ y/RMS FRMS (4.3)
the power is calculated and reported for sake of completeness because the power
dissipated is very small and completely safe for the devices involved. All the
previous plots refer to linear conditions. Clearly the voltage at each terminal
of the potentiometer remains inside the potentiometer’s available dynamic since
the two devices (op-amp and digital potentiometer) are fed with the same supply
(dual £2.5V). In this way the saturation of the op-amp occurs always before the
dynamic limits of the potentiometer are reached, protecting it.

The other solution is more straightforward. The voltage at the B terminal is
always null with respect to the reference since it is grounded. The voltage at the
upper terminal A is the output voltage of the amplifier, which in this case has a
fixed gain, whilst the wiper terminal voltage is the A one reduced accordingly to
the voltage divider position. The situation is more simple because whatever the
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Figure 4.7: On the left, the peak values of the voltages across each terminal combination of
the potentiometer (Vap, Vivs, Viva) for different values of the = parameter. On the right, against
the same parameter x, the corresponding terminal currents are plotted.
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Figure 4.8: On the left, the dissipated power is plotted for different values of the x parameter.
On the right, against the same parameter x, the gain data points are plotted with a possible
interpolating rational function of the form 1/(1 — x).

amplitude of the input signal and gain combination is the output signal is always
limited by the op-amp rails. So it does not matter if the amplifier is working in
linearity or not, the terminal A voltage (which is always the largest one) swings at
maximum in an interval which results to be [-2V, 1.3 V]*.

4Considering the OPAx134 specifications for a 10k load[13]. In this case the saturation
seems to occur later because of the much grater load impedance, still maintaining its asymmetry.
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It’s interesting to demonstrate that the power dissipated by the potentiometer
exploited as a volume control is constant with z, a feature that can result useful.
Consider the definition just used, involving the sum of the dissipation at the ports
of the component, and use it:

MS, RM MS ;RM MS ;RM
Prot UE szi S Ug SZ% S RMS RMS
(v ow); Ui RMs
t RM
ou RMS , ) (4.4)

(1 - x)RpOt xRpot

In Eq.4.4 the power calculation is done as the sum of the dissipated power on
the two resistors forming the divider. The upper one holds the drop from the
output of the op-amp v4y; to the wiper, while the second term is the one related to
the portion of resistance from the wiper to ground. In the following calculation
the following fact is used: the RMS value of a difference of sinusoid with same
frequency and phase and different amplitude is equal to the difference of the peak
values divided by v/2. Re-writing Eq.4.4 as follow a nice result is reached:

P _ 1 _(@out - @W>2 @ _
P ORye | (1 — 1) T

I (1—:1;)7‘( 2202
a 2Rloot i M

= Q;pot [@gut - %4— Aout} =

~2

Uout
= . 4.5
2Rp0t (45)

In the above steps, according to the definition of z, the fact that vw = 2V = Vous
is used. Moreover, the “symbol indicates the peak value af the quantity below it.
Notice that the expression of Eq.4.5 does not depend on the z parameter. The
measured value is Pt ~ 8.45 pW.

An important part of the analysis of the amplifier is concerning the bandwidth.
The experimental set up considered in this thesis includes the Analog Discover 2,
which can also be used as a network analyser, which allows the user to directly
visualise the Bode plot. As visible in Figure 4.9 the not compensated response
presents a resonance peak approximately at 430 kHz. The other two traces in the
figure above are plotted for values of C} belonging to different decades. For the
smallest capacitance value (C; = 47 pF), the magnitude plot presents a dominant
pole around 35 kHz and, as is it evident looking after the plateau of the simulta-
neously introduced zero, the resonance is well attenuated. This behaviour is not
maintained for higher values of Ct: an unexpected new resonance occurs, indicated
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Figure 4.9: High frequencies portion of the response of the amplifier with different values of
Ct: solid no Cf present, dotted Cy = 47 pF, dot-solid Cf = 1 nF.

by the sharp peak around 8 MHz on the dot-solid magnitude trace. This happens
because the action of the pole introduced by C; is completely compensated by
the combined zero. So even if the new cut-off frequency for Cf = 1 nF is around
1.82kHz the new resonance at 8 MHz is important.

So, a Cf capacitor in the feedback of the op-amp is needed in order to limit the
band of the amplifier, but its capacitance has to be small enough to make the new
resonance rise. A value of a tens of picofarad is sufficient.

Further more the cut-off frequency of the amplifier is not fixed, since it depends
on the coupling between the capacitor and the portion of potentiometer resistance
in the feedback of the amplifier, so practically it depends on the gain. Figure 4.10
shows the drift of the cut-off frequency imposed by C; with the gain. For low
gain values (less than 6 dB for instance) the difference between the level inside the
passing band and the level of the plateau after the zero is too small to consider
the Ct pole a proper dominant cut-off point. This causes a quick increase of the
cut-off frequency with the decrease of the gain, because the well above second pole
is detected instead of the C; one.

4.3 Muting circuits

This section of the results’ report is dedicated to the muting circuit explained in
the previous chapter. Substantially two important aspects are investigated: the
attenuation and transparency performances in on and off mode respectively as well
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Figure 4.10: On the left, the Bode diagram for four different values of gain is reported with
the band cut-off point of the various response pointed out (with same Cy = 47 pF). On the right,
the same cut-off points are plotted against the gain instead of the frequency.

as the frequency response in transparent mode. The attenuation and transparency
properties can be evaluated with the oscilloscope, observing the levels of the signals,
whilst the frequency response can be evaluated with the network analyser tool of
Waveforms (Digilent software, using the Analog Discovery 2).

4.3.1 JFET based

Series configuration

Starting with a more simple configuration in which just one stage is implemented
(with respect to the schematic in Figure 3.18 and Figure 3.17) a good insights of the
performances of the circuit is already visible. Then the same exact measurements
can be taken adding first the complementary branch to obtain the transmission
gate and Furthermore the second stage. This allows a direct comparison of the
possible modification on the same topology, enlightening the possible advantages.

Following this procedure the measure of the attenuation inside the passing band
can be compared for the solution with one stage, with or without transmission gate,
and the two stages transmission gate one. The signals reported in Figure 4.11 are
filtered through a moving window mean whose size is 6 samples. This is necessary
because of the low level signals considered are also prone to the noise injection in
the experimental environment, exhibiting a lower signal to noise ratio with respect
to larger waves. Considering the peak level of the signals obtained, an evaluation
of the attenuation (V) for each case can be done.

» For a single stage solution, without transmission gate: W = —36.5dB.
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Figure 4.11: JFET-series muting circuit waveforms in off state for solutions with different
number of stages (or transmission gate implementation) and with an input sinusoid of 1V peak.

« For a single stage solution, with transmission gate: ¥ = —34.1dB.
o For a double stage solution, with transmission gate: ¥ = —42.4dB.

These results are reasonable because, with respect to the most simple case, a
transmission gate adds an impedance (the off n-channel) in parallel to the already
existent one. So the difference in decibel indicates that the transmission gate
solution attenuate less than the simplest solution by a factor which is near to v/2.
Adding a second transmission gate solution means that the impedance added in
this next case is put in series with the first stage one, making the attenuation
stronger.

For what concerns the attenuation in band (Figure 4.12), when the muting
circuit is disabled, the same procedure is implemented. The way in which the
impedances added and subtracted changing the number of stage or the transmission
gate implementation works on the attenuation is the same. In this case, the values
of attenuation are so similar that in practice no difference is noticed using one
solution or the other.

» For a single stage solution, without transmission gate: ¥ = —0.149dB.
o For a single stage solution, with transmission gate: ¥ = —0.142 dB.
« For a double stage solution, with transmission gate: ¥ = —0.169dB.

In this series configurations, the limiting of the band at high frequencies is not
crucial, considering implementations below a few megahertz, despite the presence
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Figure 4.12: JFET-series muting circuit waveforms eith the system disabled for different
solutions and with an input sinusoid of 1V peak. Notice that it is impossible to appreciate
differences in the order of tens of millivolt on this scale.

of the glitch filter capacitor Cy at the output of the system. So it is more useful
trying to measure the band in the low frequency region, where the decoupling
capacitors act as well as the possible load effect at the output. For the following
measurements a load of 22k is used.

As visible in Figure 4.13 the variation is almost null, because in this situation
the dominant pole at low frequencies is associated to the external load resistance.
The poles associated to the two first decoupling capacitors and relative biasing
resistors are placed around a decade below (approximately at 5 Hz).

Parallel configuration

A seen in the previous chapter, the parallel configuration of the muting circuit
based of JFET switches is a lot simpler in terms of operation and size of the circuit.
Despite this reduction, its performances are in general comparable or superior with
respect to the series configuration.

In Figure 4.14 the output waveforms for a single or double stage solution are
reported considering an input sine wave of amplitude 1 V. According to the measure
of their amplitudes the attenuation can be evaluated:

« For a single stage solution: ¥ = —44.9dB.

o For a double stage solution: ¥ = —70.0dB.
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Figure 4.13: JFET-series muting circuit Magnitude Bode diagram around the lower cut-off
frequency. The cut-off point (at —3 dB) is marked with a black "+" for all the three traces, which
look absolutely equivalent.

With one single stage the attenuation is already very good, a bit higher in absolute
value than the two stages series configuration (the most complicated one). With
the two stages parallel solution the attenuation increases impressively, so that the
signal is detected hardly when hidden in the noise floor of the system. In fact,
still observing Figure 4.14, it can be noticed that the envelope (from which the
amplitude is derived) detected is practically the amplitude of the noise. So it is
clear that the performances in muting condition are absolutely preferable especially
facing the hardware simplification involved. This is because the voltage divider
formed by the resistor Rgamp and the impedance seen "looking into" the drain of an
on JFET is quite unbalanced. Supposing, for sake of simplicity, a resistance Roy for
the JFET of 1002, with a resistor Rgqamp = 10k(2 the attenuation is theoretically
of —40dB. Hence, considering the measurements above for the single stage option,
the resistance of the on JFET can be estimated as

Rdamp + RON
10\11/20 10—44.9/20
RON = Rdampw =10 kﬁw ~ 57¢2 (46)

which is a plausible value.
Consider now the transparent condition. In this situation the channel resistance
seen from the drain of the JFET is extremely high so that the voltage divider
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Figure 4.14: JFET-parallel muting circuit waveforms in mute condition with an input signal
of amplitude 1V.
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Figure 4.15: Output voltages in transparent condition (at 1kHz, inside the passing band),
with the envelopes detected for one and two stages solutions. On the right, a zoom of one portion
of the plot is visible, in order to make more clear the difference between the two different solutions.
The amplitude of the input signal is of 1V.

condition is reversed. The divider factor of the stage in transparent condition is
close to one, but anyway it attenuates the signal in a visible way. Considering the
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input impedance of the oscilloscope high enough®, the little attenuation visible is
to be addressed only by the muting system.
Summarizing,

o For a single stage solution: ¥ = —0.11dB.
o For a double stage solution: ¥ = —0.19dB.

The values above confirm a greater attenuation in transparent condition for the two
stage solutions. The difference between the two levels is 0.08 dB, so a difference
between the two amplitudes is around 1%. These values are slightly larger than in
the case of the JFET-series solution for the same testing condition, but the values
are so close that the advantage of having a better transparency performance (at
expense of an hardware complication) is completely negligible.

On the contrary with respect to the series configuration, the parallel one does
not require a DC bias to fulfil its functioning, so no decoupling capacitors are
needed at the input or at the output. This means that the bandwidth of the system
is practically flat up to the DC, making the analysis of the response useless in the
low frequency region.

Looking at the upper portion of the spectrum, the response is clearly dominated
by the low pass action introduced by the coupling between the glitch filter capacitor
Cq added on the output of the system and the resistor Rgamp constituting the
voltage divider series element. Knowing this, it is evident that whatever the cut-off
frequency of the single stage configuration is, the one of the double stage has to
be at a frequency which is half the first one. This is because the resistance in
series with the signal in the two stages circuit is approximately twice the one in the
single stage. In Figure 4.16 the situation for the two possible solutions of parallel
configuration is reported. The black "+" marks the —3 dB point with respect the
passing band, which are localised respectively at 98.6 kHz and 193.6 kHz. A quick
calculation proves the previous considerations about the cut-off frequency:

f2 stage
c

~ 1.9634 (4.7)

1 stage
[¢

which means that the cut-off frequency of the double stage solution is less than 2%
far from the factor of 2.

In the upper frequency region this fact represents the only disadvantage of
the parallel configuration in comparison with the series one. Clearly a trade-off
between disturb suppression and frequency response can be found depending on
the specification of the system to be designed.

5The input impedance of the oscilloscope is in the order of magnitude of the megaohm, so
compared to the value of Rqamp it is practically ineffective.
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Figure 4.16: JFET-parallel muting circuit response in transparent condition. The plot
represents the upper portion of the magnitude Bode diagram around the cut-off.

4.3.2 Optocoupler based

The optocoupler based muting circuits exploit a different component to fulfil
their purpose but fundamentally they can be evaluated on the same basis of the
JFET ones. So in the following sections the two complementary configuration of
optocoupler muting circuits are analysed with the same process just implemented,
with some more considerations on the turn on characteristic of the optoisolator
itself.

Series configuration

The basic considerations have to be repeated on how the circuits works in muting
conditions. The plot in Figure 4.17 is the analogous of Figure 4.11. As expected the
two stages solution attenuates more the signal because it puts more impedance in
series on the signal path. But comparing the peak levels of these waves to the one
of the JFET series solution it is visible that the performances of the optocoupler
system are worst.

» For a single stage optocoupler system W = —27.9 dB.
o For a double stage optocoupler circuit ¥ = —31.5dB.

Looking at the calculated values above, it results that the two stages optocoupler
solution (which is the more effective of the two) attenuates the signal 2.6 dB less
than the less effective JFET one (single transmission gate configuration).
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Figure 4.17: Optocoupler-series muting circuit waveforms in off state for solutions with
different number of stages and with an input sinusoid of 1V peak.

The discussion about the transparent condition is more interesting than the
one concerning the mute state because of the analysis on the state of the driver.
Recalling the circuit in Figure 3.27, a consideration can be done tracing the mesh
across the input of the driver (one of the two, the other in parallel is not crucial).

ViR™e — Ryl — Vi =0 (4.8)
Eq.4.8 is written in static condition, but a variation of Vij"* can still be considered
by supposing that it varies slowly in time. Hence, practically in the experimental
set-up, a voltage control formed by a potentiometer and a resistor (as visible below,
Figure 3.27) has been prepared and connected to the command node, and some
measurements of the V"¢ have been taken.

The direct solution of the circuit in Figure 4.18 involves a non linear equation,
hence it is not feasible by hand. Qualitatively, starting with the potentiometer at
the ground extreme, the voltage across the base-emitter junction is null and Qq, is
off. Turning up the potentiometer, the situation remains the same (Qq, off) until
the transistor starts to conduct the current. The voltage V" does not increase
linearly, as before, because the more the voltage at the base of QQq, grows, the more
the base conduct current (exponentially) and this has an effect on the V{"* itself.

This fact has an impact on the muting circuit, because the ability of the driver
to sink (or source) current is directly linked to the behaviour of the phototransistor
inside the optocoupler. In order to be turned on in a sufficiently strong way, a good

amount of current has to flow in the collector. In the following plot (Figure 4.19)
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Figure 4.18: Driver circuit for an optocoupler-series muting circuit.

the peak to peak voltage of the output signal in transparent condition has been
measured for different positions of the potentiometer Room and plotted against the
corresponding values of V", Below a certain threshold, when the BJT is off, the
signal at the output is (almost) null. Around the 0.6V the transistor turns on and
the signal start to pass through the optocoupler since the LED inside it is starting
to emit photons. When the saturation condition is reached, after a complete turn
on, the amplitude of the output signal is constant because the resistance exhibited
by the phototransistor is not decreasing any more.
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Figure 4.19: Transparent behaviour of the optocoupler-series circuit around the edge of the
turn on region of the driver, with an input signal of 1V peak.

Ensuring a correct transparent condition the measure of the attenuation in band
can be carried on. Exploiting the peak value measured using the envelope detection,
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Figure 4.20: Output voltages in transparent condition (at 1kHz, inside the passing band),
with the envelopes detected for one and two stages solutions. On the right, a zoom of one portion
of the plot is visible, in order to make more clear the difference between the two different solutions.
The amplitude of the input signal is of 1 V. Notice that for a two stage solution, for the same
value of Vj§"*, the performances are worst because the series element are doubled.

te following attenuation in transparent condition have been calculated:
o For the single stage circuit: ¥ = —0.030 dB.
o For the double stage circuit: ¥ = —0.071 dB.

These values of attenuation are absolutely important, since they are a order of
magnitude smaller (in absolute value) than the one for the JFET solutions. The
huge disadvantage of the series configuration based on optocoupler is that to keep
the transparent condition a big amount of power has to be delivered both by the
driver and the switch, in comparison to what happens in the JFET circuit. In the
JFET circuit the switching element control port does not draw any current, so
the power is dissipated only in the driver section. Considering the JFET series
two stage transmission gate configuration, the main dissipated power contributions
are given by the resistor Rc and by the transistor Q4,1 (the other one is off
because the complementary commands)®. In the optocoupler counterpart the
main contributions come from the driver transistor, by the limiting resistor in
series with the collector and by the optocoupler LED himself. Moreover, the final
dissipated power for the optocoupler circuit is twice the value obtained considering
the components above, because the two stages have to be driven contemporarily

6For the designator of the components consider the schematic in Figure 3.18.
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on. Doing these steps, it results that the optocoupler circuit series solution sink an
order of magnitude more than the JFET based one: 45.68 mW against 5.67 mW.
Hence a slightly improvement in the transparency is paid with a significant increase
of energy demand.

For what concerns the frequency response analysis, similarly to the JFET parallel
circuit, no decoupling capacitances are present since no bias for the optocoupler is
needed. Again, this means that the interesting limitations in the band happens in
high frequencies region. The two different cut-off point have been marked with the
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Figure 4.21: Optocoupler-series muting circuit magnitude Bode diagram around the high
frequencies cut-off point.

black crosses in Figure 4.21. For the two stages solution, more resistance is localised
in series with the signal, making the cut-off point drop with respect to the single
stage circuit, similarly to what has been presented before. Anyway, the highest
cut-off frequency is not twice the other because of the non-idealities involved in
the real circuit: 18.3kHz and 13.9 kHz respectively. The frequencies involved are
much lower than the one of the other solution. The trade-off involving the glitch
filter capacitor placed at the output of the circuit (100 pF in this case) could still
be a direction to explore to increase the band. In any case it is unlikely that the
high frequencies performance of the series-JFET can be reached exploiting this
component.
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Parallel configuration

The parallel configuration does not show for the optocoupler solution the same
hardware advantage against the series one, as it occurred for the parallel configu-
ration implemented with JFET with respect to the series JFET one. This holds
even if the results obtained with the current implementation present an unexpected
difficulty.

Start considering the transparent condition, since in this situation the results
are in every aspect comparable with the previous one (Figure 4.22). In off condition
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(a) Output waveforms in transparent (b) Zoom of the plot on the left, around one
condition. of the central peak.

Figure 4.22: Output voltages in transparent condition (at 1kHz, inside the pass band), with
the envelopes detected, for the one and two stages solutions. On the right, a zoom of one portion
of the plot is visible, in order to clarify the difference between the two different solutions. The
amplitude of the input signal is 1V.

the photo-BJT contained in the optocoupler is well approximated with an open
circuit so that the following attenuation can be calculated:

« For a single stage solution: —0.017dB.
» For a double stage solution: —0.026 dB.

So, compared to all the three solutions seen till now, the optocoupler-parallel system
exhibits a smaller difference in transparent condition between solutions with one or
two stages. This difference is an order of magnitude smaller (in decibel) than the
mean of the other previous cases. Anyway, this datum on its own does not mean
that the circuit works particularly well with respect to the others, the absolute
values of the attenuation are just absolutely good.

In muting condition a particular situation occurs. In the plot of Figure 4.23 the
output waveforms for one or two stages solutions have been reported showing that
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with the same command exploited for the series configuration only the positive
half of the wave has been cut. On the right of Figure 4.23 the peak to peak
amplitude of the output signal has been plotted for the two possible solutions in
correspondence of different measured values of the V" voltage. As it is evident,
from the transparent condition on the left of the graph, when the driver is still
turned off, the peak to peak amplitude is 2V, as for the input signal. When the
transition region is passed (around the 0.65V) the curve would tend to 0 V. This
is not because the lower half wave is practically untouched. In fact the peak to
peak voltage at the output is a bit higher than the input amplitude value (1V).

This situation can be recovered in two different ways: either increasing the input
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Figure 4.23: Output voltages in transparent condition (at 1kHz, inside the passing band),
with the envelopes detected for one and two stages solutions. On the right, a zoom of one portion
of the plot is visible, in order to make more clear the difference between the two different solutions.
The amplitude of the input signal is of 1 V. Notice that for a two stage solution, for the same

value of V3", the performance are worst because the series element are doubled.

command voltage (namely forcing the driver to push the optocoupler further into
conduction) or by making a simple modification in the circuit of Figure 3.28. The
second solution is preferable, since it does not stress the driver more and it consists
in mirroring one of the two optocoupler respect to the horizontal line, so that the
shunt branch to ground is not entering the collector of the phototransistor and
exiting from the emitter but exactly the opposite. In this way one half of the wave
is shunted by the first optocoupler, while the second stage cut the other half wave.

This solution implies that the two stages optocoupler-parallel circuit is instead a
one stage, because the muting action is brought separately for different portion of
the wave by the two stages. To really have a two stage effect on the output signal
four optocouplers have to be used.
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Supposing to have a symmetric action by the two opposite stages (this is not
absolutely true but it is a good approximation at this point), the attenuations
can be evaluated starting from the peak values of the output positive half wave in
Figure 4.23 left.

« For a full wave single stage (or two optocoupler blocks) solution: ¥ = —16.1dB.

o For a full wave double stage (or four optocoupler blocks) solution: ¥ =
—22.4dB.

These values are the lowest (in absolute value) obtained till now, facing a clear
hardware complication. Hence the performance of this circuit in muting conditions
are not evaluated as good.

For what concerns the frequency response, as for the previous cases, what is
important is the high frequencies cut-off determined by the coupling between the
glitch filter capacitor and the damping resistors Rgampn. In Figure 4.24 (left) the
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(a) Optocoupler-series muting circuit (b) Optocoupler-parallel frequency response
magnitude Bode diagram around the high Spice simultion for one, two, three or four
frequencies cut-off point. optocoupler blocks.

Figure 4.24: Optocoupler-parallel frequency response report.

same behaviour seen for the JFET-parallel configuration is noticeable. The one
stage solution has a frequency cut-off which is practically twice the double stage
one, since the series resistance is doubled accordingly. The cut-off for a one block
circuit is at f1** = 955 kHz, while for a two blocks circuit is f2* = 479 kHz. Notice
also that the considerations made before on the fact that more stages have to be put
in series with opposite connection with respect the other to obtain an even effect
on the waveform’s portion is not violated by the measurements here commented
from the Bode diagram. This is because in off condition the characteristics of the
optocoupler do not really matter and only the number of Rgamp resistors (number
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of stages) is crucial. From a Spice simulation, in fact, it results that the division of
the frequency cut-off for an increasing number of stages is maintained (Figure 4.24
right).

4.3.3 Comparison

In this section, a direct comparison of the four different main topology results is
presented in order to give a more precise overview of the situation. Firstly a series
of tables with the results for the same characteristic are shown, clearly reporting
these for the different four circuit studied (Table 4.1 and Table 4.3). Then a
"score" for each circuit is given based on the performances obtained considering
each single characteristic. The respective summations of these scores brought to
a list which contains the circuits, from the most overall convenient to the less
one. It is extremely important that these considerations are not meant to be
absolute, because they depend on the scores given that are not an absolute system
of evaluation. Moreover, in every specific application a certain requirement can
exclude some of the circuits involved, beyond the theoretical considerations. These
scores are given in Table 4.2 and Table 4.4.

Single (dB) Double (dB)

JFET-series -34.1 -42.4
JFET-parallel -44.9 -70.0
Opto-series -27.9 -31.5
Opto-parallel  -16.1 -22.4

(a) Mute condition performances

Single (dB) Double (dB)

JFET-series -0.142 -0.169
JFET-parallel -0.11 -0.19

Opto-series -0.030 -0.071
Opto-parallel  -0.017 -0.026

(b) Trasparent condition performances

Table 4.1: Attenuation derived measurements for all the different possibilities. For the
JFET-series configurations, only the two complete with transmission gate are here considered
(this holds for the following tables to0o).

In Table 4.1 the attenuation performances in decibel are collected, so that an
order and a score can be given to the eight total combinations obtained considering
the one and the two stages configurations for four circuit.
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Value (dB) Score Value (dB) Score
Opto-p (1 stg) -16.1 8 JFET-p (2 stg) -0.19 8
Opto-p (2 stg) -22.4 7 JFET-s (2 stg) -0.169 7
Opto-s (1 stg) -27.9 6 JFET-s (1 stg) -0.142 6
Opto-s (2 stg) -31.5 5 JFET-p (1 stg) -0.11 5
JFET-s (1 stg) -34.1 4 Opto-s (2 stg) -0.071 4
JFET-s (2 stg) -42.4 3 Opto-s (1 stg) -0.03 3
JFET-p (1 stg) -44.9 2 Opto-p (2 stg) -0.026 2
JFET-p (2 stg) -70.0 1 Opto-p (1 stg) -0.017 1

(a) Mute condition scores (b) Trasparent condition scores

Table 4.2: Attenuation scores. The "p" suffix stands for "parallel" and the "s" stands for
"series".

The following tables refer to the frequency performances of the muting circuits.
With respect to the attenuation report, this one is more susceptible to heavy
changes, in the sense that the choice of some components directly affect the high
or low cut-off point; while for the attenuation, only a load impedance change
produces visible changes. The problem of noise rejection is only partially solved

Single (kHz) Double (kHz)

JFET-series > 1000 > 1000
JFET-parallel 98.6 193.6
Opto-series 18.3 13.9
Opto-parallel 955 479

(a) High frequency cut-off point.

Single (Hz) Double (Hz)

JFET-series 5) 5
JFET-parallel 0 0
Opto-series 0 0
Opto-parallel 0 0

(b) Low frequency cut-off point.
Table 4.3: Bandwidth performances.

by inserting a filter capacitor. To avoid the restriction of the band caused by this
element (especially in the parallel configurations that use some Rgamp resistor) the
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implementation of a buffer can be used. A voltage buffer between the output of

the muting circuit and the filter capacitor can be used, eventually decoupling the

output impedance of the circuit from the capacitance. If a more precise limiting of

the band is needed, the implementation of a second order filter can be considered.
In the following table the scores for the bandwidth performances are given.

Value (kHz) Score Value (Hz) Score
Opto-s (2 stg)  13.9 8 JFET-s (2stg) 5 2
Opto-s (1 stg) 18.3 7 JFET-s (1 stg) 5 2
JFET-p (1 stg) 98.6 6 JFET-p (2stg) O 1
JFET-p (2 stg) 193.6 5  JFET-p (1stg) 0 1
Opto-p (2 stg) 479 4 Opto-s (2 stg) O 1
Opto-p (1 stg) 955 3 Opto-s (1 stg) 0 1
JFET-s (1 stg) > 1MHz 2 Opto-p (2stg) O 1
JFET-s (2 stg) > 1MHz 2 Opto-p (1stg) O 1
(a) High frequency cut-off scores. (b) Low frequency cut-off scores.

Table 4.4: Bandwidth performances scores.

To give a final evaluation of the convenience of the circuits above, a final score
to each of them has to be given considering the hardware complexity and power
dissipation estimation. For what concerns the dissipated power also a qualitative
evaluation can be done at this level, considering that accordingly to the polarity of
the switch and so to the state that the driver has to occupy the consumption can
very a lot. For instance, a JEET-parallel circuit is implemented with p-channel
JFET so to keep the transparent condition the voltage at the gates has to be high,
in order to be high the BJT driver has to sink no current, so it is switched off
and the power consumption can be consider null (for that stage). Considering an
application in which the transparent condition is the most common with respect to
the muting one, this is a circuit that consumes much less than the series counterpart.

It is important to notice that the evaluation of the hardware complexity is not
done with some kind of measurements. An intermediate score (the HW column
in Table 4.5, left) is given considering the number of driver, with a penalty if two,
and the number of switching devices. Hence, for example, the series-JFET circuit
shows two drivers and four transistors, so it receives a score of 2 -2 + 4 = 8. For
what concerns the power, the transparent condition is considered as the normal one,
so the circuits with the driver switched off in this state are at the lowest dissipation
possible (0). Than the other values are weighted with the number of contemporary
on drivers involved. The values obtained are then put into a rank as done for the
other characteristics.
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HW  Score Power Score
JFET-s (2 stg) 8 4 Opto-s (2 stg) 4 4
JFET-s (1stg) 6 3 JFET-s (2 stg) 2 3
JFET-p (2 stg) 4 2 Opto-s (1 stg) 2 3
Opto-s (2 stg) 4 2 JFET-p (1stg) 1 2
Opto-p (2 stg) 4 2 JFET-s (1 stg) 0 1
Opto-p (1 stg) 3 1 JFET-p (2 stg) 0 1
JFET-p (1 stg) 3 1 Opto-p (2 stg) 0O 1
Opto-s (1 stg) 3 1 Opto-p (1stg) 0 1
(a) Hardware complexity scores. (b) Power consumption scores.

Table 4.5: Hardware complexity and power consumption scores.

At this point, for each circuits, the final evaluation can be done by summing
the different scores obtained. Clearly, with the method followed, the best circuit is
the one that gains the lowest score.

Results

Opto-p (1 stg) 16
Opto-p (2 stg) 18
JFET-p (1 stg) 18
JFET-s (1 stg) 18
JFET-p (2 stg) 19
JFET-s (2 stg) 20
Opto-s (1 stg) 24
Opto-s (2 stg) 25

Table 4.6: Final score table.

It is clear that the rank in Table 4.6 has to be combined with the single design
requirements. Furthermore, the single characteristic score can be evaluated with
different weights with respect the others in the final summation in order to make
one of the particular aspect be more relevant.

As understandable from Table 4.6 the most convenient topology is a single
stage parallel optocoupler based circuit. It combines a good level of attenuation
despite its hardware simplicity with an optimal isolation in transparent conditions.
Moreover, it does not consumes an excessive amount of power even if it is based on
an optocoupler device.
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Conclusion

The integration of digital potentiometer into analog circuits has been overviewed
considering some key circuits such as different types of amplifier. The most relevant
design problems related to the integration have been presented with a particular
focus on voltage supply and noise issues. Some possible solutions have been
commented and some of them have been also tested by means of a dedicated board,
realised specifically for the purpose, to be used in conjunction to a pre-existent
circuit (designed by LAA Custom). The results obtained show that the process
of integration is not a straight forward procedure, despite its initial apparent
simplicity.

A systematic approach to the topic is hard to be found in the literature. Hence,
the present work represents a basis for the author for a more in depth and complete
investigation of the subject. On the other hand it is directly connected to the
practical implementation of digitally controlled analog circuits, such as amplifiers
or dedicated muting circuits.

The hope of the author is that this work could represent just the beginning of
more complex experiments in this field, which represents, indeed, an important
aspect of the evolution of the electronics.
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