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Abstract 
 

The indications from the Energy Roadmap 2050, various reports and developments 

worldwide clearly indicate that fossil fuels will continue to be present in the future of 

Europe and the world and will still be used in many industrial processes. However, the 

current climate crisis, caused by the continuous and increasing release of 𝐶𝑂ଶ into the 

atmosphere, has reached a drastic level, in which changes made by humans on the 

ecosystem are more and more tangible. In this framework, Carbon Capture Utilization and 

Storage technologies (CCUS) can play an important role for this transition period, 

accompanying the current world energy production sector, based on fossil fuels, towards 

a zero emissions condition driven by renewable resources. CCUS is in fact a hybrid 

solution in which the 𝐶𝑂₂ leaving the plants is captured instead of being released into the 

atmosphere and then stored or reused to produce useful products. This last solution is 

preferred, as it would allow to transform a product until now discarded into one of 

commercial value, also allowing a recovering of the capture costs. Once captured, 𝐶𝑂₂ can 

in fact be used to create various useful products: among all stands out the syngas, a mixture 

of hydrogen and carbon monoxide that is the basic component for the creation of other 

important chemicals, such as ethanol, methanol and DME. There are several methods for 

syngas synthesis: among these, the technology of Renewable Chemical Looping is very 

interesting, because it uses high temperature solar energy (green and clean) from 

concentrating solar for the splitting of 𝐻ଶ𝑂 and 𝐶𝑂₂; the syngas so created is also called 

Solar Fuel.  Chemical looping is a thermochemical process in which a redox material (also 

called oxygen carrier) reacts alternately with oxidizing and reducing gas mixtures and 

returns to the initial composition at the end of the redox cycle, ensuring the repeatability 

of the process. Different types of chemical looping materials have been studied and tested: 

in addition to the most common, such as metal oxides and cerium oxides, perovskites are 

considered very promising materials.  

In this study, which is part of an international collaboration between the Polytechnic of 

Turin, Massachusetts Institute of Technology (MIT) and University of Udine, a new type 

of perovskite, synthesized by the University or Udine, is studied, and tested in a 

microreactor in order to analyze its chemical stability and performance within the redox 

cycle. This material is 𝑆𝑟ଶ𝐹𝑒𝑁𝑖଴.ସ𝑀𝑜଴.଺𝑂଺ିఋ (SFNM04) and has the peculiarity to show 
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an exsolution phenomena of Fe2+ and Ni3+ when reduced, causing the creation of Fe-Ni 

alloys on the surface of the sample that act as catalyst for the oxidation step and also a 

larger number of oxygen vacancies in the material, leading to a bigger yield of CO at the 

end of the cycle. In particular, the aim of this work is to study the behavior of the material 

while varying the parameters of the process, such as the concentration of the reducing and 

oxidizing mixtures (the studied range of 𝐻ଶ is from 5% to 100%, while the 𝐶𝑂₂ varies 

between 6% and 100%, both mixed with nitrogen), the temperature for the two steps and 

reaction times (from 15 up to 120 minutes); temperatures considered have a range from 

550°C up to a maximum of 850°C: bigger temperature were never investigated since the 

main peculiarity of perovskites is to have yields comparable to the ones of other materials, 

but with lower temperature. Once the tests were completed, results have been processed in 

order to assess the SFNM04 response to the variation of these parameters and to calculate 

the CO produced, in terms of CO global yield, CO maximum production rate and 𝐶𝑂₂  

conversion. 

The results showed a positive effect in the final yield by increasing the reduction times, as 

well as the temperature (both in oxidation and reduction) and the  𝐻ଶ concentrations as 

reducing gas and 𝐶𝑂₂ as oxidizing gas: such behavior has been subject to further 

consideration in order to better understand how the variation of parameters may have 

influenced the performance of this type of perovskite, in particular by altering its structure,  

in order to optimize the set-up of the process and ensure a role for this material in the 

decarbonization pathway the world is trying to pursue. 
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Chapter 1 

 

1. Introduction 
 

 

The context in which we live is increasingly conditioned by climate change issues. In 

recent years the world population has developed a progressive awareness about the fact 

that the way of life so far maintained can no longer be sustainable.  The scientific world, 

world organizations and governments have realized that the consumption and emissions of 

greenhouse gases, which have marked our society since the second industrial revolution, 

are not compatible in the long term with the ecosystem in which we are living. It is well 

known that greenhouse gases (GHGs) are one of the main causes of global warming. 

Although they are naturally present in the atmosphere, their excessive concentration is 

directly due to human activities, since their production is certainly at a higher rate in 

comparison to what nature emits and is capable of absorbing. Among GHGs, 𝐶𝑂₂ is the 

most dominant gas injected in the atmosphere and it accounts for three-quarters of total 

emissions (74.4%) [1]. 

 

 
Figure 1.1: Total global GHG emissions [1]. 
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Even if 𝐶𝑂₂ is the gas with the lowest GWP1, because of the amount and the velocity at 

which it’s emitted, together with its long life in atmosphere (it’s able to lasts hundreds of 

thousands of years in the atmosphere), 𝐶𝑂₂  is recognized as the first cause of the rise in 

global mean temperature. The constant increase in the mean concentration of carbon 

dioxide in the atmosphere is indeed an established fact. Over the years it rose from 280 

ppm in the pre-industrial era to 389 ppm at the end of 2010 [2]. Currently the presence of 

𝐶𝑂₂  in the atmosphere accounts to 414 ppm (data updated in August 2021) [3]. The main 

source of concern is the fact that this trend seems likely to consolidate in the absence of 

appropriate containment policies. The 𝐶𝑂₂  concentrations would reach at this rate levels 

that would compromise the entire Earth’s ecosystem.  

 

 

Figure 1.2: Global greenhouse gas emission pathways [4]. 

 

In the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) 

of 2014, temperatures were expected to rise to 5.8° C by 2100 compared to the pre-

industrial era, without implementing any containment policy [2]. To date, the updated data 

 
1 Global Warming Potential (GWP) is defined as the cumulative radiative forcing, both direct and indirect 
effects, over   a specified time horizon resulting from the emission of a unit mass of gas related to some 
reference gas [CO2: (IPCC  1996)]. 
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provide that it is possible to reach an increase in temperature of more than 3 °C by the 

same date with the current policies [4]. The Paris Conference of the Parties in 2015 

(COP21) sets an ambitious target to keep the temperature below 1.5 hours C to limit global 

warming, resulting in a reduction in the concentration of 𝐶𝑂₂  in the atmosphere. This 

objective, as can be seen from the current projections, cannot be achieved by continuing 

with the current policies, but requires further rapid and targeted actions, especially to limit 

greenhouse gas emissions. Among all human activities, the largest contributor is certainly 

the energy sector: the generation of electricity and heat heavily affects the total emissions 

of each continent and it’s currently responsible for 73.2% of global emissions [1]. 

Therefore, it’s clear that the energy sector is a key area on which actions can be taken for 

an effective decarbonization. 

 

 

Figure 1.3: Global greenhouse gas emissions by sector [1]. 

 

As expressed in the Energy Roadmap 2050 [5], fossil fuels are destined to remain a 

substantial part of the European Union’s energy mix. The available data show that the 

energy system will be dependent on fossil fuels for many years to come, remaining the 
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main option for electricity generation in the medium and long term and maintaining a share 

40-50% in 2030 in energy production. Fossil fuel power plants are considered to be the 

backbone of the European electricity generation system, with about 50% of total electricity 

demand supplied, followed by nuclear energy (31%) and renewable energy (13%) [6]. 

Although to date the use of fossils for energy production has seen a collapse at European 

level (in particular the use of coal decreased by 19.3% in 2020 [7]), globally still remain 

the largest source of energy: only Coal accounts for 27% of all energy used worldwide [7], 

remaining a major component of global fuel supplies, especially in developing countries 

such as China and India. In addition, the world’s energy needs are constantly increasing; 

according to the IEA Key Statistics 2020 from 1971 to 2019 the primary energy needs 

(Total Primary Energy Supply) increased from about 230 EJ to about 606 EJ, with a large 

part of the energy demand satisfied thanks to the use of fossil fuels (about 81%), including 

coal 26.8%, oil 30.9% and natural gas 23.2% [8]. 

 

Figure 1.4: Global TPES 1971-2019 [8]. 

 

In particular, it’s interesting to analyze the component related to electricity generation. A 

massive electrification process has been considered as the most important tool for updating 

the decarbonization of the energy sector. This leads to an increasing demand for electricity. 
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To date, coal has always been the world’s leading producer of 36.7% of electricity, 

followed by natural gas with 23.5% and hydroelectric with 16% [8]. 

 

 

Figure 1.5: Global share of electricity production 2019 [8]. 

 

The International Energy Agency (IEA) estimates that electricity generation will increase 

by two-thirds in 2040, to meet the increase in demand.  Similarly, the world’s primary 

energy demand is expected to grow from the current 13699 Mtoe to 17866 Mtoe in 2040 

with an increase of 30.6% predicting a constant significant contribution of fossil fuels [8]. 

According to these projections, coal, in particular, is expected to cover 23.2% of primary 

demand in 2040, mainly driven by Asian countries where it is expected to remain the 

largest source of energy [9]. Therefore coal, as well as other non-renewable sources, will 

remain a core material in global electricity generation processes; the causes of this situation 

don’t involve only the economic and technical slowdown given by the necessary 

remodeling of the entire energy production sector, but a fundamental role is also played by 

the characteristics of conventional renewable resources, such as solar and wind. These are 

intermittent resources, which would not guarantee continuity and stability in energy 

production if not alongside expensive storage devices; moreover, these resources have a 
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very low electric inertia in comparison to conventional heavy generation plants and they 

can make international grids unstable and prone to failure risks [10]. This explains why 

fossil fuels are the main source of sustenance of world electricity production. Considering 

at least the maintenance of current output levels, it’s therefore unthinkable to consider an 

electricity generation from renewable sources alone in a very short period of time. 

Therefore, in the short-term future, drastic changes in the world energy production sector 

that would lead to a significant reduction in 𝐶𝑂₂  emissions are not foreseen, or at least are 

not feasible. However, if the target set by the 2015 Paris Conference has to be achieved, 

other solutions must be considered. In this context, 𝐶𝑂₂  capture technologies have been 

identified as possible solutions to the problem. The combination of Carbon Capture and 

Storage (CCS) and Carbon Capture and Utilization (CCU) technologies enable carbon 

dioxide to be captured from the emission sources and subsequently transported by pipeline 

or ship, and finally, stored in a permanent underground storage rather than its reuse as a 

useful product, preventing its re-release into the atmosphere and so limiting the climate 

change of human origin. An added value of the latter type of technology lies in the fact of 

being able to transform the captured carbon dioxide in products, not only of high 

commercial value (thus making it convenient the expensive capture technologies), but also 

useful for the decarbonization of the fuel world: 𝐶𝑂₂, together with 𝐻ଶ𝑂 is in fact a starting 

component for the generation of the so-called Green Synthetic Fuels.  Green Synthetic 

Fuels are a type of alternative fuel that play a key role in the transition to a decarbonized 

energy system, especially in those sectors whose electrification is more difficult; indeed, 

their importance lies in the fact that they can be used in any field: heat generation and 

transport sector as well for electricity production, as well to cover peak network loads and 

thus covering intermittent production of other renewable resources [11]. Among these 

kinds of fuel, the most important from the commercial point of view is the syngas, which 

is a mixture of hydrogen and carbon monoxide (H₂ and CO): since it doesn’t emit 

dangerous emissions when producing energy, causing no damage to the environment, 

syngas has the greatest potential to replace fossil fuels and is the starting point for 

synthesizing a large number of commercial products, such as methanol, dimethyl ether 

(DME), ethanol. In particular, DME is very important as it is recognized as a direct and 

cleaner fuel alternative to conventional diesel [12]. There are several methods for 

producing syngas. The conventional ones consist in the gasification of biomass and coal 

or through a steam reforming process of natural gas [13]; however, these solutions are not 
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clean, as they require the use of fossil resources. Syngas can be produced also by exploiting 

a green, clean resource: the sun. Among the various technologies to carry out this process, 

Chemical Looping (CL) technologies stand out as economic and sustainable solutions for 

the splitting of exhaust combustion gases coming from conventional fossil plants, such as 

𝐶𝑂₂  and H₂O, using high temperature heat from concentrating solar panels (CSP). The 

syngas thus produced, also called Solar Fuel, will be an alternative fuel produced with 

clean energy, at high commercial value and with the double advantage of both coming 

from the recycling of 𝐶𝑂₂  emissions and converting solar energy (intermittent and not 

stable) in a fuel easily storable and transportable. 
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Chapter 2 

 

2. Literary review 
 

2.1 Carbon Capture, Storage, and Utilization 
 

In the target of arriving to zero 𝐶𝑂₂  emissions in the energy sector by 2070 described in 

the IEA Sustainable Development Scenario (SDS) [14], CCUS technologies account for 

almost 15%. After years of a declining investment (Figure 2.1), since 2017 a new trend 

can be observed: in fact, plans for more than 30 new integrated CCUS facilities have been 

announced for 2020 [15]. The vast majority are in the United States and Europe, but 

projects are also planned in Australia, China, Korea, the Middle East, and New Zealand. 

If all these projects will be finished, the amount of global 𝐶𝑂₂  capture capacity would 

more than triple, to around 130 Mt/year (actually 𝐶𝑂₂  captured is 40 Mt/year [16]). 

 

 

Figure 2.1: Global large-scale CCUS facilities operating and in development [15]. 

 

Carbon Capture Utilization and Storage (CCUS) is the general term to indicate a set of 

technologies and techniques that allow the reduction of 𝐶𝑂₂  emissions into the atmosphere 

from large stationary sources, such as power plants fueled by fossil fuels, by means of its 
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capture and subsequent storage or reutilization. This technique allows to continue 

exploiting fossil fuels but with significantly lower 𝐶𝑂₂  emission: for this reason, CCUS 

can be seen as an important mitigation option in the global transition to a low carbon 

economy, both in the energy production sector and in industry. The CCUS "chain" consists 

of three stages: capture, transport, and storage (or utilization).  

 

Figure 2.2: Schematic representation of 𝐶𝑂₂  pathway in CCUS technologies [17]. 

 

2.1.1 Carbon Capture 
 

There are different methods for capturing 𝐶𝑂₂  . The choice of one compared to another is 

made by analyzing different factors [18]. The most relevant parameters are:  

- The nature of the application. 

- The concentration of 𝐶𝑂₂  in the gas mixture.  

- The chemical environment in which carbon dioxide is found: the presence of water 

vapor or acid species (𝑆𝑂ଶ,𝑁𝑂௑).  

- Physical conditions of 𝐶𝑂₂  : temperature and pressure of the environment. 
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In particular, the concentration of carbon dioxide in the gas flow is a highly relevant factor: 

high concentrations of 𝐶𝑂₂  are much easier to capture and purify than low concentrations. 

The distinction between the available concentrations of 𝐶𝑂₂  in different industrial sectors 

is important in order to understand how to capture it. Examples of concentrations in 

different types of plants are shown in Figure 2.3. 

 

 
Figure 2.3: Properties of gas streams that can be used for capture processes [19]. 

 

Energy-consuming industries, such as cement, steel and iron, and oil refineries, can release 

as much 𝐶𝑂₂  from a single site as a power plant. In some cases, the concentration during 

the emissions may be higher than that of a power plant, thus making it easier to capture. In 

this way, some high-consumption industries could offer opportunities for easier capture of 

𝐶𝑂₂ . Indeed, processes for the production of hydrogen and ammonia already release 𝐶𝑂₂  

into high concentration streams, making these processes potentially interesting as 

alternative opportunities for carbon dioxide capture [20]. The other industrial sources of 

𝐶𝑂₂ are smaller, which makes them less attractive. In addition, the combustion of fossil 

fuels releases into the air a mixture containing, together with 𝐶𝑂₂, also 𝑁ଶ, water vapor, 

small amounts of 𝑂ଶ and other elements. Excluding 𝐶𝑂₂, the other elements are not 

greenhouse gases, and therefore do not need to be kept out of the atmosphere. However, 

element N₂ represents the bulk of the gas flow volume, making the fully storing of the gas 

flow a non-economic solution, even if it would bring simplification of the CCS plant: 
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therefore, to catch the 𝐶𝑂₂, it is necessary to separate it from the original flow. There are 

basically three different types of CO capture systems [21].  

 

2.1.1.1- Post-combustion Capture 
 

In this case, 𝐶𝑂₂ can be captured by exhaust combustion gases and absorbed into a suitable 

chemical solvent. 𝐶𝑂₂ is then separated from the solvent and compressed to be transported 

and stored. Indeed, since the exiting gases have a low pressure and a relatively low molar 

fraction of CO, the best system available for separation is the chemical one, which uses 

absorption systems based on the use of aqueous solutions and chemical solvents. The post-

combustion systems are much easier to apply because they provide for limited 

interventions on the existing plant: it is necessary to add a section downstream of the 

pollutant abatement line, where the fumes are treated to separate the carbon dioxide. In 

addition to presenting the indisputable advantage of being applicable to existing plants, 

this technique allows also to achieve capture efficiencies exceeding 90% [18]. Different 

separation techniques are available: chemical absorption by aqueous ammonia, amine-

based solvents such as monoethanolamine (MEA), diethanolamine (DEA), and N-

methyldiethanolamine (MDEA) and alkaline solvents such as 𝐶𝑎(𝑂𝐻)ଶ and 𝑁𝑎𝑂𝐻 are the 

most common methods for post combustion capture in various industries, including 

cement, iron and steel, power plants, and oil refineries [22]. An innovative form of this 

type of capture consists in the use of more advanced sorbents; adsorption systems with 

solid sorbent are indeed innovative process whose main difference, compared to the 

conventional one, is the type of dilution medium: the amines are anchored on a porous 

solid support (solid sorbent) instead of in aqueous solution. The process takes place in two 

stages. At first the fumes pass through a fixed bed formed by the solid sorbent in granular 

form: the carbon dioxide is absorbed by the amine dispersed on the surface of the grains 

and the fumes, free from the CO₂, go to the chimney. Then the solid sorbent is regenerated, 

releasing the CO₂, which is sent to the confinement, ready for a new absorption cycle. It is 

in this phase, which is less energy-intensive, the main advantage of this technology 

compared to the conventional one. Moreover, this process does not have typical drawbacks 

of the conventional process: the onset of corrosion, the formation of foam and the 

degradation of the solvent that pollutes the environment [23]. Usually, the adsorbents are 
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classified basing on the temperature in high-temperature or low-temperature materials. The 

first materials include hydrotalcites, alkali or alkaline-earth oxides such as calcium oxides, 

alkali silicates and zirconates, as well as double salts; on the other hand, low-temperature 

adsorbents use porous materials such as zeolites, carbon-based, MOFs, porous polymer 

networks (PPNs), and covalent organic frameworks (COFs) [22]. 

 

 

2.1.1.2 Pre-combustion Capture 
 

The fuel is converted before combustion into a mixture of hydrogen and carbon dioxide 

using a gasification (if the fuel is solid) or steam reforming (for natural gas). This kind of 

capture is usually implemented in combined plants, such as IGCC (Integrated Gasification 

Combined Cycle) [24]; captured carbon dioxide can be transported and stored, while 

hydrogen can be used as a fuel for the production of electricity or to power hydrogen cars. 

The capture in this case can be performed both using physical absorption process (the 

solvent used is an aqueous solution with 40% MDEA (mono-diethyl-amine) and 

membrane separation: in fact, since the gas is captured before the combustion, membranes 

are more suitable for high-pressure precombustion processes such as IGCC. These 

membranes allow a selective separation of gases: the membrane is permeable only to the 

species that we want to separate from the fed current. The driving force of the process is 

the different partial pressure of the permeable species between fed gases and permeated. 

Generally, the use of membranes for gas-separation applications can offer an approach that 

is more energy efficient and environmentally friendly than other separation methods [25].  

 

 

Figure 2.4: Working principle of a hydrogen separation membrane [25]. 
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The application of membrane technology for post combustion CO₂ capture is very 

challenging mainly because of the low pressure of flue gas streams. Membranes can be 

inorganic or organic, depending on the material used; typically, porous inorganic 

membranes are composed of zeolites, metal–organic frameworks (MOFs), carbon 

molecular sieves (CMS), ceramics, and a few oxides (such as titania, zirconia); their 

advantage is the ability to withstand high temperatures and often have higher mechanical 

stability, but their cost is so high to limit the commercialization. Conversely, organic 

membranes (polymeric membranes) can be easily synthetized in porous fiber modules and 

show a bigger potential for large-scale industrial applications. However, polymeric 

composite membranes have lower performance of separation in comparison to inorganic 

membranes [22]. In case of pre combustion too, the capture can be performed using solid 

sorbent; an innovative approach reported in literature is the SEWGS (Sorption Enhanced 

Water Gas Shift): the idea is to capture CO₂ in WGS reactors by subtracting it from the 

reaction phase so as to push the balance of this reaction towards the products. Carbon 

dioxide is captured by adsorption using a suitable material:  Potassium Promoted 

Hydrotalcite (𝐾ଶ𝐶𝑂ଷ). Once saturated, this sorbent is regenerated using Pressure Swing 

Adsorption (PSA) methods [26]. 

 

2.1.1.3 Oxy-combustion Capture 
 

This process involves the use of pure oxygen, or highly enriched air, in the combustion 

chamber. This type of combustion mainly produces steam and concentrated carbon 

dioxide, easier to process and send to storage. In fact, the concentration of CO₂ in the gas 

flow is, as we have seen, a key factor that determine the cost of the capture process: the 

greater its concentration, the simpler (and therefore cheaper) its removal will be. If a fossil 

fuel is burned in pure oxygen, the burning temperature is very high, but if some combustion 

gas is recycled into the combustor, the temperature can be reduced to a level similar to that 

in a conventional combustor; the combustion products that are obtained are a prevalent 

mixture of 𝐻ଶ𝑂 and CO₂ and in smaller quantities from 𝑆𝑂ଶ and 𝑁𝑂௑, N₂, O₂ in excess.  
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Figure 2.5: Oxy-Combustion Power Plant Simplified Block Diagram [27]. 

 

From these combustion flues, the separation of carbon dioxide is very simple: in fact, by 

cooling down, the water condenses and can be removed. This type of technique, with 

current technologies, can be used with coal cycles [23]; the application to gas cycles is not 

convenient, because the turbomachines and the combustor would have to operate with gas 

flows with a very different molar composition. An oxy-fuel combustion plant has an 

advantage: it can potentially be without chimney and zero emissions into the atmosphere. 

It is also a technology that can be applied to existing power plants, without changes to the 

power cycle but only to the boiler. The energy disadvantages of the plant are due to the 

ASU (Air Separation Unit), which absorbs a significant fraction of the work produced by 

the power cycle [28]. 

 

2.1.2 Carbon Storage 
 

Once the CO₂ is captured, it is compressed or liquefied in order to make its transfer easier. 

The main difference between these two options regards the fact that a liquefaction 
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approach makes the following compression easier with a pump and less expensive in terms 

of energy than a compressor; however, it requires a refrigeration system, which add 

complexity to the system [29]. After this last step, CO₂ is transferred (with pipelines, rather 

than with ships) toward the occurring site. One of the main options is to store the CO₂ 

captured in natural reservoir usually underground. For a capture capable of substantially 

modifying overall emissions, storage tanks shall have sufficient capacity to retain a 

significant fraction of global CO₂ emissions (currently around 31.5 Gt/a [30]). The 

assessment of many of the options available indicates that for this purpose only certain 

natural reservoirs have sufficient capacity and the right characteristics: in fact, in order to 

make its storage against climate change effective, CO₂ has to be stored for a large number 

of years. Therefore, the basic requirement of each storage facility is that certain conditions, 

such as the presence of a physical barrier, must be met to ensure that they remain in the 

tank. Currently known geological storage methods are:  

Deep salt formations. Saline formations are rock formations saturated with water, in which 

are dissolved high amounts of salts. For the storage of CO₂, they shall have the following 

requirements: 

 - impermeable rock layers at the top to prevent the return of the injected CO₂; 

- geological stability, to avoid cracking of the impermeable layer; 

- adequate thickness and porosity to ensure high storage capacity. 

With these requirements it is estimated that there are basins with a storage capacity of 

1,000 billion tons [21]. The CO₂ injected in these deposits tends to reach the upper layers 

due to its lower density than the water present, but the confinement is guaranteed by the 

layer of compact rocks above. 

In ocean depths. The oceans represent an enormous potential for the storage of the CO₂ 

produced from the activity human. Already the oceans contain the equivalent of about 

140,000 Gton of CO₂. Once liquefied carbon dioxide can be easily transported via pipeline 

and be reinjected underground, dispersed in the seabed at depths between 1000 and 1500 

meters, presumed sufficient to exclude the possibility of return to the surface. The passage 

of CO₂ from the earth’s atmosphere in the oceans occurs naturally, but very slowly, 

therefore the injection of carbon dioxide into the deep seabed would represent the 
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acceleration of a natural process: it is assessed that injecting CO₂ into the depths of the 

oceans, this could stay there for over 1000 years [31]. 

In exhausted oil and gas wells, un-exploitable coal fields, un-exploitable geothermal fields.  

There are several estimates of containment capacity worldwide: IPCC (2005) estimated a 

storage capacity of over 1,800 Gt CO₂ for oil and gas exhausted fields only: this quantity 

could cover the worldwide production of carbon dioxide over a period of over the next 30 

years, and far greater seems the potential of saline aquifers and ocean storage [21]. 

All these options are known as CCS (Carbon Capture and Storage) and alone has the 

capacity to cut the CO₂ emission in the atmosphere, since there is plenty of capacity 

underground to store it. But capturing CO₂ to hide it underground is a like managing waste 

by simply dumping it in a landfill: high investment, high operating costs, and the needing 

of a continuous, permanent monitoring of underground storage sites, to prevent possible 

dangerous leakages. Conversely, using the same approach of wastes, also carbon dioxide 

can not only be eliminated, but used and transformed into something useful. This is an 

essential element of the circular economy.  

 

2.1.3 Carbon Utilization 
 

The technologies aimed to recycle the captures CO₂ are known as CCU (Carbon Capture 

and Utilization). This is another option compared to simple storage and consists in the 

possible reuse of CO₂.  
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Figure 2.6: Simple classification of pathways for CO₂ re-use [17]. 

 

As it can be seen in Figure 2.6, once captured CO₂ can follow many different pathways in 

its way toward recycling. Some of these technologies are well known and already used in 

reality, some are still concept being studied in laboratories. In the following, some of the 

more important processes are summarized. 

 

2.1.3.1 EOR and EGR 
 

Enhanced oil/gas recovery (EOR/EGR) refers to the processes where CO₂ is injected into 

a reservoir to repressurize rock formation and to release any oil/gas that may have been 

trapped in the formation.  In this way the carbon dioxide recovers gas/oil that otherwise 

would have not been extracted. Usually, the stream is then pumped to the surface, and the 

CO₂ emerging with the oil is separated and resupplied into the cycle to repeat the process 

[22], [32]. 
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Figure 2.7:Concept of EOR process [21]. 

 

Injection of CO₂ into suitable depleted deposits can increase oil recovery by 10-15% of the 

oil originally extracted [33]. If the technique is used in combination with CO₂ storage, the 

additional oil production can partly offset the cost of capturing and injecting CO₂. This 

storage technique has the advantages of using tanks that have already contained fluids for 

thousands of years, without significant losses; furthermore, there are already some of the 

tools needed for injection in the site. This technology is well known in petroleum process 

since 80s: as example, around 33 million tons of CO₂ per year have already been used in 

more than 74 EOR projects in the United States [34].  

 

2.1.3.2 Enhanced Coal Bed Methane (ECBM) 
 

A further method of storage is to use unexploitable coal beds. Coal has the characteristics 

of having a good permeability and many microporosities, within which gases can spread. 

CO₂ can then be injected into appropriate coal beds where it will be adsorbed, so as to be 

permanently blocked, provided that the coal is never extracted. Furthermore, within the 

microporosity of coal in the deposits, methane is trapped among the gases: by injecting 
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CO₂ into carboniferous veins, it can be released. So, as in the case of the EOR, even storage 

of CO₂ may result in the extraction of a hydrocarbon as a by-product, thus adding economic 

value which could decrease the costs of CCS. Coal can adsorb about twice as much CO₂ 

as methane, although this ratio varies depending on the type of coal and its location. This 

technique is currently in its infancy and a reliable estimate of the amount of methane that 

can be recovered is not yet available. Among all the technologies is in fact the one that 

presents the greatest number of unknowns, because it is not known the actual process of 

liberation of the gases and it is not known whether the structure of the coal, trapping the 

CO₂, can alter its mechanical properties. The ease with which CO₂ can be injected into the 

coal will be determined, among other factors, by the permeability of the coal itself [21]. 

 

2.1.3.3 CO₂ in chemical industry and other use 
 

The chemical industry consumes almost 28% of the industrial and 10% of the global final 

energy [35]. Most of this energy is obtained from oil and other fossil resources. CCU 

technologies can substitute the conventional production of various chemicals including 

basic chemicals, fine chemicals, and polymers. Indeed, today around 230 Mt of CO₂ are 

used each year in this sector [36]. The largest consumer is the fertilizer industry, where 

around 130 Mt CO₂ per year is used in urea manufacturing, followed by the oil sector, with 

a consumption of 70 to 80 MtCO₂ for enhanced oil recovery [17]. CO₂ is also employed 

widely in food and beverage production, the fabrication of metal, cooling, fire suppression 

and in greenhouses to stimulate plant growth. It can be used as an alternative to fossil fuels 

in the production plastics, fibers, and synthetic rubber. Unlike the conversion of CO₂ to 

fuels and chemical intermediates, polymers from with CO₂ require little energy input, 

because CO₂ is converted into a molecule (carbonate) with an energy level that is even 

lower[37]: polymer processing is very important in the concept of recycling of CO₂, 

because is a product very competitive in the market since it has high market value and 

needs low energy to be produced.  Another option for CO₂ re use is in the production of 

building materials to replace water in concrete, called CO₂ curing, or as a raw material in 

cement and construction aggregates [36]. CO₂-cured concrete is one of the most mature 

and promising applications of CO₂ use, while the integration of CO₂ in the production of 

cement itself is at an earlier stage of development. 
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Finally, there is another important sector in which CO₂ can be used: the production of 

alternative fuels. Bio- fuel or green synthetic fuel represent a good option among all the 

CCU solutions since they use the captured CO₂ from present fossil emitters to replace fossil 

fuels. CO₂ is used to create biofuel by enhancing yields of biological processes, such as 

algae production and crop cultivation in greenhouses; biofuels are then produced by this 

biomass and they include methane, ethanol, biodiesel, etc. [28].  In addition, green 

synthetic fuels will be described in the next chapter. 
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2.2 Dissociation processes for CO₂ re-use: Green Solar 
Fuels 

 

As it has been described in the previous paragraph, the main advantage of CCU compared 

to CCS is that CO₂ can be transformed in fuels or other raw chemicals; one of the most 

important solution consists into the dissociation of CO₂ to form syngas. Syngas (Synthetic 

gas) is a mixture of H₂ and CO: its relevant role comes from the fact that can be used as 

fuel itself or as starting material for other chemical production. Ethanol, methanol, 

dimethyl-ether (DME) are all possible results of syngas processing, as well as other 

synthetic liquid fuels obtained with the Fischer-Tropsch (FT) technology; in this case, a 

catalytic chemical process converts syngas into mainly liquid hydrocarbons with different 

molecular weight, depending on operating parameter as temperature or catalyst [38]. 

Fischer-Tropsch diesel, methanol and DME are the most interesting fuels: methanol, for 

example, can be mixed with unleaded gasoline to create a fuel that can be used in 

conventional engines with small modifications; dimethyl-ether can substitute diesel with 

further modification to the engine [39]. 

 

 

 
 Figure 2.8: Chemical production from syngas [164] 
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All the processes of dissociation of CO₂ are endothermic, thus require external heat. The 

heat required can be provided by solar energy, using high temperature heat coming from 

CSP technology: when the used power source to produce energy carriers is the solar 

radiation, the products are called Solar Fuels [40]. Combining solar energy with the 

production of fuels has a double advantage: besides the mitigation of environmental issues 

thanks to avoiding CO₂ releasing in the atmosphere, it also provides a new pathway for 

energy storage: highly variable solar energy is indeed stored in chemical form [41].  There 

are four main alternatives for CO₂ conversion [42]: 

 

- Hydrogenation. 

- Photo electro chemical process. 

- Electrochemical process. 

- Thermochemical process. 

 

 
Figure 2.9: CO₂ and H₂ dissociation pathways [43]. 
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Hydrogenation is the process in which CO₂ is reduced into CO using hydrogen or 

hydrocarbons (usually CH4): in fact, when CO₂ is combined with methane, syngas is 

produced [44] according to the following reaction: 

 

𝐶𝐻ସ + 𝐶𝑂ଶ  → 2𝐶𝑂 + 2𝐻ଶ (2.1) 

 

 Using H₂ produced with renewable energy resources is also an interesting solution: 

chemicals and fuels (formic acid, methanol, higher alcohols, higher hydrocarbons) are 

produced, while CO₂ emissions are reduced, and the shortage of fossil fuels is covered 

[45]. The main drawback of this kind of processes regards the high cost of hydrogen and 

hydrocarbons [46]. 

 

 
Figure 2.10: Conversion of CO₂ to chemicals and fuels through hydrogenation with H₂ [47]. 

 

The solar photo-electrochemical process splits the CO₂ (or mixture of CO₂ and steam, or 

just water) using a part of the solar spectrum absorbable by a photocatalyst or sensitizer, 

in order to produce syngas or hydrogen [46]. The most important components of this 

process are the light absorbers and the electrocatalysts [48]; especially for the catalyst, the 

research is studying the possible use of some earth abundant materials [49], [50]. The main 

problems linked to the photocatalysts are the low selectivity, the lack of solar light 
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utilization and the high tendency to charge recombination [50]. The selectivity can be 

increased by using a good semiconductor: graphite-like carbon nitride (𝑔 − 𝐶ଷ𝑁ସ) has been 

considered as good catalyst because of its high stability and low cost [51]. Direct 

photoelectrochemical splitting is also considered to have several advantages in comparison 

to electrolysis, where light absorption and electrocatalysis are not integrated in the same 

device:  in addition to the minor cost of the whole system, with PEC (Photo Electro 

Chemical) a current density smaller than electrolyzers’ is used (10-20mA/cm2, almost 100 

times smaller), thus increasing the internal efficiency [52].  

The already commercial electrolysis uses electrical energy to boost a non-spontaneous 

reaction, in order to split H₂O and CO₂. The device in which it is performed is a solid oxide 

electrolyzer (SOEC), where high temperature required for this kind of electrochemical 

splitting are reached [53]: the lower the temperature, the lower the efficiency of the 

reactions, resulting in slow kinetic. However, the most part of the losses happens in the 

solar-to-electricity process. This electricity can indeed be produced by means of PV panels 

or by solar thermal power plants: for both of them, the conversion performance is limited 

[54].  

If we want a process of dissociation with high efficiency, we need to consider solar 

thermochemical processes. They use concentrated solar energy coming from CSP systems 

to perform the reactions (endothermic or exothermic) needed in the process to generate 

syngas and reach high overall efficiency (η∼52%) [55]. Five different paths can be 

followed for the thermochemical production of solar fuels: reforming, cracking, 

gasification, thermolysis, thermochemical cycles [56]. Only the last two mentioned are 

emission-free methods, while the other three use fossil fuels and water, or mixture with 

CO₂ to produce H₂ and syngas, producing GHG emissions, even while using solar energy 

to drive the process: their only advantage in comparison to thermolysis and thermal cycles 

is that their technology is well mature and can be implemented in large scale [56]. On the 

other hand, thermolysis and thermochemical cycle only use water/ CO₂ and concentrated 

solar energy, resulting in a 100% clean process. 

Thermolysis is the process of direct dissociation of CO₂ and theoretically is the simple way 

to break the molecule. The molecules splitting follows the reaction reported in the 

following equations (Reaction 2.2 for the CO₂ direct dissociation, while Reaction 2.3 for 

water dissociation). 
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𝐶𝑂ଶ  ↔ 𝐶𝑂 +
1

2
𝑂ଶ 

(2.2) 

𝐻ଶ𝑂 ↔  𝐻ଶ +
1

2
𝑂ଶ 

(2.3) 

 

 

However, these reactions require extremely high temperature (even higher than 2500 K), 

and the products must be kept strictly separated to avoid their recombination and avoid 

explosions [42]: so, in practical condition, the realization of the process is quite difficult 

and requires really high costs using current technologies. Tou et al. [58] experimentally 

demonstrated a single-step continuous splitting of CO₂ using a solar-driven ceria 

membrane reactor. The CO₂ is dissociated into two separate streams (CO and O₂) operating 

at isobaric and isothermal condition: in particular, the solar reactor temperature is kept at 

1600° C, while the pressure at 3 ∗ 10ି଺  𝑏𝑎𝑟 𝑝ைଶ. In Figure 2.11, a schematic of the used 

reactor is showed. 

 

 
Figure 2.11: Schematic of the solar reactor: it comprises a cavity-receiver containing a membrane of 

ceria, enclosed by a coaxial alumina tube. CO₂ is supplied to the inner side (oxidation side) while sweep 
inert gas is supplied to the outer side (reduction side) to control the oxygen partial pressure [57]. 
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This study experimentally demonstrated for the first time a single step CO₂ dissociation, 

but it needs further optimization in order to result feasible for a commercial utilization. 

Indeed, the resulting solar to fuel efficiency of this simulation is found to be less than 1%, 

while the theorical value at 1600°C should be around 40%, according to other comparable 

studies [58]. 

To overcome the problems of direct, one-step dissociation, thermochemical cycles are 

considered: they are multi-step processes with higher efficiency in which the problem of 

separation is by-passed, and the temperature required is lower [42]. This method, also 

called Chemical Looping (CL), basically consists in the production of CO and H₂ by 

exploiting the capacity of some material to assume different state of oxidation. The process 

is explained more in detail in the next chapter.  
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2.3 Chemical Looping Technology 
 

Chemical Looping is an emerging technology that can be used in a different range of 

application for fuels, chemicals, and electricity production, ensuring to these processes a 

key role to reduce the CO₂ emission and to fight global warming [59]. During the process, 

the chemical reaction is divided into multiple sub reactions: each of them can be performed 

in a reactor or in different reactors. The link between the reactors is provided by an 

intermediate material who is able to assume different level of oxidation and exchange 

actively oxygen during the steps. The material (also called Oxygen Carrier) is typically a 

metal oxide and by circulating undergoes reduction and oxidation reaction, regenerating at 

the end of the cycle. The main characteristic of chemical looping processes is the typically 

high efficiency: they can be designed in a way that the energy and exergy losses of the 

overall process are minimum; another advantage is that the reaction can be performed in 

different reactors, overcoming all those problems linked to the management of the 

undesired mixed products, thus yielding to an overall efficient, low-emission process [60]. 

As an example, if chemical looping is used for a combustion process, the fuel and the air 

never mix: this is important, because it means that at the end the fuel combustion takes 

place in absence of nitrogen and so the flue gases are only CO₂ and vapor, easy separable 

by condensing [61]. Chemical looping is indeed an option considered in the Carbon 

Capture pathway [62]. In addition, there is actually a wide range of intermediates that can 

be used for the technology: that’s why chemical looping is a very flexible and versatile 

process that can be used in a lot of different applications. The more interesting are: 

Chemical looping gasification; Chemical Looping Reforming (CLR); Chemical Looping 

air separation for oxygen production in oxy-fuel or IGCC operations; Chemical looping 

removal of ventilation air methane (VAM) in mining operations; Chemical Looping 

Combustion (CLC) [60]. Gasification with chemical looping, CLR and CLC are all 

considered as pre combustion CO₂ capture technique. 

For what concern the gasification via using chemical looping, there are two main kinds of 

process: Syngas Chemical Looping (SCL) and Coal Direct Chemical Looping (CDCL). 

During these processes, carbonaceous fuels are converted to products as electricity, 

hydrogen and other synthetic fuels using a specific chemical intermediate [63]. The 

advantages of gasification instead of the typical coal-fired power plant, where the 
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combustion fully oxidize the fuel to generate high pressure steam, which presents a 

corrosive nature (thus limiting the operative temperature and so the efficiency of the 

process), are well known. The implementation of CL concept in gasification methods can 

help to achieve the intensification and a more efficient carbon capture process [64]. In fact, 

it uses specially developed metal oxides to produce hydrogen and concentrated CO₂ in two 

separate reactors, exiting in two different streams and so avoiding costs of additional 

carbon separation. 

 

 

Figure 2.12: Simplified schematic of the syngas chemical looping process for hydrogen production from 
coal [63]. 

 

In the SCL process the coal or biomass is firstly gasified and turned in syngas, then the hot 

syngas is sent to the reducer (Figure 2.12).  In comparison to the traditional pathway coal-

to-hydrogen (very complex system [65]), the SCL process uses only three main units to 

obtain the same output [63]. The coal direct chemical looping (CDCL) on the other hand 

uses iron-based materials for direct coal gasification: the main difference respect to SCL, 

which employs conventional system for the gasification part, is that CDCL uses coal 

directly as feedstock rather than syngas, leading to a minor oxygen consumption and to the 
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intensification of the process [66]. In Figure 2.13 a simplified representation of the process 

is showed: in the coal reactor, coal is converted into water and CO₂ while reducing the iron 

oxide (𝐹𝑒ଶ𝑂ଷ) to 𝐹𝑒 and 𝐹𝑒𝑂, which are then reoxidized in the hydrogen reactor into the 

𝐹𝑒ଷ𝑂ସ particles and finally to 𝐹𝑒ଶ𝑂ଷ again in the fuel reactor (3 step chemical looping 

process). 

 

 

Figure 2.13: Simplified schematic of the coal direct chemical looping (CDCL) system [63]. 

 

Chemical looping gasification is a promising technology for biomass too, in which oxygen 

carriers continuously supply oxygen for the gasification of the biomass: in this case the 

added value is that the reduced oxygen carrier can be a good catalyst for biomass tar and 

char cracking, leading to a bigger efficiency of the process [67].  

Chemical looping reforming is another technology aimed to create syngas, starting from 

hydrocarbons (methane mostly) through partial oxidation or steam reforming reactions. 
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Figure 2.14: Principle of chemical looping reforming [56]. 

 

CLR follows the same principles of the chemical looping combustion but, instead of having 

as final goal the heat production, this time the process is aimed to generate syngas. Being 

methane a reducing agent, in CLR processes the reduction temperature required is lower 

and so the temperature swing between the reduction and oxidation reactors is lower [68]. 

In the first step methane is converted into syngas at temperature between 800 -1500°C, 

according to Reaction 2.4. After the reduction step, the oxygen carrier is re-oxidated using 

carbon dioxide and/or steam generating respectively CO or H₂ (Reactions 2.5, 2.6). 

𝑀𝑒𝑂௫ + 𝛿𝐶𝐻ସ  →  𝑀𝑒𝑂௫ିఋ + 𝛿(𝐶𝑂 + 2𝐻ଶ) (2.4) 

𝑀𝑒𝑂௫ିఋ + 𝛿𝐶𝑂ଶ  →  𝑀𝑒𝑂௫ + 𝛿𝐶𝑂 (2.5) 

𝑀𝑒𝑂௫ିఋ + 𝛿𝐻ଶ𝑂 →  𝑀𝑒𝑂௫ + 𝛿𝐻ଶ (2.6) 

 

If, in addition to the partial oxidation of the fuel, also steam reforming or dry reforming is 

wanted, H₂O and CO₂ can be added in the fuel reactor [69]. So, while at the exit of the 

reactor there would be only CO₂ and water for the CLC, in this case there is a mixture of 

H₂, CO, CO₂ and H₂O, as well some unreformed fuel: for instance, it can happen that at 
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lower temperatures full conversion for the hydrocarbons can be hindered by pressure 

constraints. As example, in a simulation of chemical looping methane reforming performed 

in a laboratory reactor consisting of two interconnected fluidized beds ([70]), it was found 

that, at atmospheric pressure, the fuel reactor required 800°C in order to obtain up to 99% 

of 𝐶𝐻ସ conversion; at a pressure of 15 bar, much higher temperature is needed (over 

1000°C). It has to be noticed that the nature of solid oxygen carrier is an important 

parameter: in this study the oxygen carrier used is composed of 60% 𝑁𝑖𝑂 and 40% 

𝑀𝑔𝐴𝑙ଶ𝑂ସ, composing the bed material, oxygen carrier and reformer catalyst. Other 

materials are considered for chemical looping, especially transition materials such as 

𝐶𝑢, 𝐹𝑒, 𝑀𝑛 and 𝐶𝑜: each of them has some drawbacks in respect to the others; 𝐹𝑒 is 

recognized having a low reactivity with methane and 𝐶𝑜 𝑎𝑛𝑑 𝑀𝑛 follow the same 

behavior; 𝐶𝑢 presents a low melting point and is likely to agglomerate [71]. Concerning 

the oxidizing reactor, air is another commonly used oxidant. The recovering of the oxygen 

carrier with air is an exothermic reaction and the heat production can be used both to 

compensate the need of heat during reaction or to produce electricity if in excess [70].  

Another application for chemical looping technology regards its implementation in the 

oxygen production from air separation. Oxygen is at the second position between all the 

chemical production in the world (in volume), with a 30% of share in the global gas 

industrial market [72]. It is employed in a lot of different commercial applications, such as 

metallurgical industry, paper industry, glass production, chemical synthesis, petroleum 

refinery and health service [73]; it is also used in advanced power generation systems, such 

as integrated gasification combined cycle (IGCC), oxyfuel combustion, and solid oxide 

fuel cells (SOFC) [74]. Nowadays, oxygen is mainly produced using cryogenic air 

separation units (CASU), which are very energy intensive and are estimated to account for 

almost 3-4% of energy penalty in an oxy-fuel process [75]. In addition, in can be produced 

also from adsorption technology that have an energy cost similar to the previous ones 

because of the regeneration of the adsorption material, or with membrane separation, where 

a film of specific materials allows the selective separation of O₂ from air: in this case the 

energy required is lower, but membrane separation increase the complexity of the plant 

and has high costs of manufacture [76]. Chemical looping air separation (CLAS) is a new 

promising option for the production of oxygen. It has been demonstrated that the average 

specific power of a CLAS process is only the 26% of an advanced CASU [73]. In this 

technology two interconnected reactors are used: an oxygen carrier capture firstly the 
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oxygen from air in the oxidation reactor, which is then released in the reduction reactor to 

a carrier gas, usually steam if pure O₂ is wanted, or a flue gas for create oxygen enriched 

gases. 

 

 

Figure 2.15: Schematic of the CLAS process [76]. 

To adopt this method on large-scale application, the key item regards the choice of the 

oxygen carrier and its capability of releasing oxygen under specific temperatures. Oxides 

of 𝑁𝑖, 𝐶𝑢, 𝐶𝑜, 𝐹𝑒 𝑎𝑛𝑑 𝑀𝑛 are typically considered for these cases: among all, copper oxide 

is the one with highest oxygen transport capacity and a good reactivity and stability [77]; 

𝑆𝑖𝑂₂, 𝑇𝑖𝑂₂, 𝑍𝑟𝑂₂ are all suitable binders for 𝐶𝑢𝑂, which increase its performances [78]. 

The reaction occurring in the two reactors are: 

  

𝑂𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛 ∶   𝑀𝑒௫𝑂௬ିଶ(𝑠) + 𝑂ଶ(𝑔)  →  𝑀𝑒௫𝑂௬(𝑠) (2.7) 

𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 ∶   𝑀𝑒௫𝑂௬(𝑠)  →  𝑀𝑒௫𝑂௬ିଶ(𝑠)  +  𝑂ଶ(𝑔) (2.8) 

  

The quite high efficiency of this process is due to its low energy demand: in fact, the 

theoretical heat needed is zero, since the heat produced in the oxidation reactor during the 
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exothermic reaction is sufficient to support the endothermic reaction happening in the 

reduction reactor [72].  

Chemical looping removal of ventilation air methane (VAM) in mining operations is a new 

concept invented by  Moghtaderi  and  Doroodchi in 2014 [79]: by cycling metal oxide 

particles in a chemical looping process methane is removed from ventilation air. The 

contaminated air enters in the first reactor, while from the second one reduced air exits, 

together with water and carbon dioxide.  

 

Figure 2.16: Schematic of the process [79]. 
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2.3.1.  CO₂/H₂O dissociation by chemical looping 
 

Despite all the possible applications of the chemical looping technology, actually one of 

the most interesting is its implementation in processes for the splitting of CO₂ and H₂O 

using clean energy, in order to produce green syngas (CO+H₂). Generally, the system 

consists in two interconnected reactors, namely the oxidation reactor and the reduction 

one. They contain metal oxide particles circulating in a closed circuit: during the reduction 

step, oxygen vacancies are created on the oxygen carrier lattice: the process occurs at high 

temperature and usually in presence of a reduction ambient (mixture of hydrogen and 

nitrogen has been used in this work); subsequently, during the oxidation phase, the metal 

oxide is re-oxidized by means of steam or CO₂, causing their splitting into H₂ and CO 

respectively. In Figure 2.17 a schematic of the process is showed. 

 

 

Figure 2.17: Schematic of two-step thermochemical cycle [42]. 

 

While the oxidation of the oxygen carrier is typically an exothermic reaction and can occur 

at lower temperatures, high temperature is required for the reduction: in this case heat is 

provided by means of concentrated solar energy. The exact temperature of the process 

depends mainly on the type of oxygen carrier that has been chosen, as well to other 

thermodynamic parameters of the mixtures. The ability of creating oxygen vacancies is 
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also crucial in the choice of the material and usually its linked to its structure [80]. As 

general rule we can state that the reduction phase is certainly favorite at high temperature 

and low partial pressure of the oxygen, while the opposite conditions are the most suitable 

for the oxidation step: this would lead to a significant swing of pressure and temperature 

between the two reactors. In reality, particular operation conditions are chosen in order to 

make the process easier: by using a reducing fuel as hydrogen (or methane, CLR) in the 

reduction step, temperature can be kept lower and so match the one of the other reactors, 

as well as allowing an environmental pressure in the reactor. In the following, reaction 

occurring for each case are reported. In particular: thermal reduction (Reaction 2.9), 

reduction enhanced by H₂ as reducing agent (Reaction 2.10), oxidation step with water 

splitting (Reaction 2.11) and with carbon dioxide splitting (Reaction 2.12). 

𝑀𝑒𝑂௫  →  𝑀𝑒𝑂௫ିఋ +
1

2
𝑂ଶ (2.9) 

𝑀𝑒𝑂௫ + 𝐻ଶ →  𝑀𝑒𝑂௫ିఋ + 𝛿𝐻ଶ𝑂 + (1 − 𝛿)𝐻ଶ (2.10) 

𝑀𝑒𝑂௫ିఋ + 𝛿𝐻ଶ𝑂 →  𝑀𝑒𝑂௫ + 𝛿𝐻ଶ (2.11) 

𝑀𝑒𝑂௫ିఋ + 𝛿𝐶𝑂ଶ  →  𝑀𝑒𝑂௫ + 𝛿𝐶𝑂 (2.12) 

 

Concerning the reactor, it must be designed accurately to limit optical and energetic losses 

during all the process [81]. Usually, in chemical looping technology, conventional forms 

of concentrated solar power generation systems are used, such as line focus, parabolic 

though, heliostat fields and parabolic dish concentrators: the choice of one above the others 

depends mainly on the type of reactor and on the temperature level that we want to reach. 

Since a temperature higher than 1000°C is usually employed for thermal reduction of the 

metal oxide, heliostat field or central tower systems and parabolic dish technologies are 

the preferred solutions [40]. There are more types of reactors for chemical looping process 

and their choice is based on heat transfer mechanism from the CSP system to the reactor; 

generally, solar reactors are classified in Direct Process and Indirect Process [82].  
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Figure 2.18: Schematic of a structured process reactor [83]. 

 

The first ones are solutions where reactor and receiver form a single unit (Figure 2.18), 

thus meaning a direct absorbing of the heat on the oxygen carrier, while indirect processes 

use an additional thermal fluid exchanging heat with the receiver. The choice of the type 

of the reactor depends again on the chosen oxygen carrier and particularly on the behavior 

it presents during oxidation and reduction reactions, in terms of structural change. A more 

detailed study of types of oxygen carriers and the development during the process are 

explained in the next chapter. 
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2.4 Materials for Chemical Looping 
 

A lot of redox materials for the splitting of CO₂/H₂O have been investigated in literature 

and the research of the most suitable materials for the thermochemical cycles is still open. 

Different materials have different behaviors and the choice of one over the other is 

performed analyzing their drawback and advantages and how they fit in each application: 

the perfect oxygen carrier has redox activity at a temperature lower and far from its melting 

point, is able to perform and withstand multiple cycles without degeneration in both 

chemical and physical properties, should present a reproducible kinetics at high 

temperature and have high oxygen transport capacity: this is an important parameter, 

because  the higher is the number of oxygen vacancies the material is able to form, the 

higher will be the fuel conversion and the circulation rate [84] . There are also other 

properties of the material to take in account depending on the technology used to perform 

the chemical loop: as example, if the process is carried out in a fluidized bed reactor, 

particles of the oxygen carrier should have a mechanical strength high enough to avoid 

attrition [85]. Generally, the most used materials are metal oxides, which are able to exhibit 

more oxidation states, allowing the releasing of oxygen during the reduction phase and the 

splitting of CO/H₂O in oxidation. They are divided in two different classes: “Volatile” 

oxygen carriers, which exhibit a physical transition to gas when reduced, and “Non-

Volatile” oxygen carriers, which stay in solid phase during each step. 

 

2.4.1 Volatile Oxygen Carriers 
 

Volatile materials undergo to solid-to-gas phase change during the reduction step: this 

happens when the reduction temperature is higher than the vaporization temperature. This 

kind of behavior has some benefit, since the change of the physical structure is 

accompanied by large changes in entropy, which can be considered favorable for the 

thermodynamic of the process [86]. However, it implies also different issues at technical 

level, since require a fast cooling right after the reduction, in order to avoid the 

recombination of oxygen released and oxygen vacancies on the metal oxide [87]. These 

materials present a high endothermicity in reduction, needing higher temperature to reduce 

in comparison to the non-volatile ones; furthermore, at this extreme condition the 



54 
 

recombination is favored [42].  The most common volatile metal redox pairs are 

𝑍𝑛𝑂/𝑍𝑛, 𝐺𝑒𝑂₂/𝐺𝑒𝑂, 𝐶𝑑𝑂/𝐶𝑑 and 𝑆𝑛𝑂₂/𝑆𝑛𝑂 [88]. 

𝑍𝑛𝑂/𝑍𝑛 cycles are one of the most famous application of this type of material. Thermal 

dissociation of zinc oxide is highly endothermic (the ∆𝐺 of the reaction becomes null at 

2235 K), while the oxidation of zinc is an exothermic reaction, becoming favorable from 

a thermodynamic point of view below 1400K. Zinc oxide was firstly employed for water 

splitting and later for the CO₂ splitting. 𝑍𝑛𝑂 presents a decomposition temperature of 

2300K and a vaporization temperature of 1180 K [42].  The reaction occurring are listed 

in the following: thermal reduction (Reaction 2.12), oxidation with water (Reaction 2.13) 

and oxidation with carbon dioxide (Reaction 2.14). 

𝑍𝑛𝑂 → 𝑍𝑛 +
1

2
𝑂ଶ (2.13) 

𝑍𝑛 + 𝐻ଶ𝑂 → 𝑍𝑛𝑂 + 𝐻ଶ (2.14) 

𝑍𝑛 + 𝐶𝑂ଶ  → 𝑍𝑛𝑂 + 𝐶𝑂 (2.15) 

 

The different steps of the chemical looping process are presented in Figure 2.19. 

Thermochemical cycles based on zinc oxide have been considered and employed to obtain 

different products: hydrogen [89], [90] and syngas production [90], or for biomass 

gasification [91]. 
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Figure 2.19: Zn/ZnO two step thermochemical cycle [89]. 

 

Since 𝑍𝑛𝑂 thermal dissociation require a high quantity of heat, usually solar reactors for 

these applications (and the same for all the high temperature gas to solid reactions) are 

designed with the cavity receivers directly connected to the reactor, in order to expose 

directly the reacting particles to concentrated solar irradiation [56], [92]: in this case the 

limitations imposed by the indirect heat transfer and the losses associated are bypassed. A 

scheme of the one of the first reactor built for this application is showed in Figure 2.20. 
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Figure 2.20: Schematic of ROCA reactor. Legend: 1=rotating cavity-receiver, 2=aperture, 3=quartz 
window, 4=CPC, 5=outside conical shell, 6=reactant’s feeder, 7=ZnO layer, 8=purge gas inlet, 

9=product’s outlet port, 10=quench device [90]. 

 

Germanium oxide is another phase change material that has been studied for hydrogen 

production. The cycle in this case is a two reaction steps: firstly, 𝐺𝑒𝑂₂ is decomposed to 

𝐺𝑒𝑂 at approximately 1400-1800 °C, then the germanium is re-oxided and hydrogen is 

produced through hydrolysis at temperature below 700°C [93]; During XRD analysis of 

the sample, the presence of 𝐺𝑒 𝑎𝑛𝑑 𝐺𝑒𝑂₂ phases were found, probably due to a 

disproportion of 𝐺𝑒𝑂 in 0.5 𝐺𝑒 and 0.5 𝐺𝑒𝑂₂ during quenching. The main advantage of 

germanium oxide cycles relies in the fact that the reduction temperature required are lower 

in comparison to zinc oxide or to tin oxide: 𝑆𝑛𝑂ଶ/𝑆𝑛𝑂 redox pair requires a reduction 

temperature of 1900 K, while the oxidation is at 900 K [94]. Another promising candidate 

for this class of material 𝐶𝑑𝑂/𝐶𝑑 cycle, which has recently been studied at University of 

Nevada [95]; this oxide requires a reduction temperature between 1150-1450 °C, which is 

lower in comparison to the others: unfortunately, its feasibility under real conditions was 

not yet demonstrated and so its strategical advantage remain actually a theory [42]. Since 

the deployment of volatile material is limited by the recombination issue, at the moment 

the research attention is shifted through other classes of materials. 
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2.4.2 Non-volatile materials 
 

Despite the theoretical advantages of volatile materials, in chemical looping process metal 

oxides that remain in the solid state are a preferred solution. Oxides of 

𝑁𝑖, 𝐹𝑒, 𝐶𝑢, 𝑀𝑛 𝑎𝑛𝑑 𝐶𝑜 are all commonly considered materials to serve as oxygen carriers. 

Each of them has some disadvantages that have to be taken into account and can be 

diversified based on the type of oxide in which the metal is: in Figure 2.21 (a,b,c) the 

difference in term of behavior of a material in different state of oxidation is more evident. 

In general, the most visible drawbacks that can be observed are the low reactivity and low 

transport capacity of oxygen for 𝐹𝑒 𝑎𝑛𝑑 𝑀𝑛, the high cost and danger for health of 𝐶𝑜 and 

𝑁𝑖 and the low temperature of melting and thus the tendency to agglomerate of 𝐶𝑢 [96].  

 

 

 

Figure 2.21: Comparison between the key information for Ni, Cu, Mn, Co, Fe based material for chemical 

looping applications [96]. 
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One of the most important information understandable from the previous figure is that a 

lot of different factors should be considered when choosing a material for CL applications; 

first of all, the oxygen carrier should be selected based on the feedstock. If we consider the 

total cost of preparation of the material, including the cost of raw material, the promoters 

and the final preparation, 𝑀𝑛 based carriers are the less expensive, followed in order by 

𝐹𝑒, 𝐶𝑢, 𝑁𝑖 and finally Co, which has the higher cost [71]. Despite that and environmental 

problems, 𝐶𝑜 based materials owe high reactivity and oxygen transport capacity. The 

highest oxidation state of Cobalt (𝐶𝑜ଷ𝑂ସ) is not stable at high temperature suitable for the 

chemical looping process and so the redox pair used is commonly 𝐶𝑜/𝐶𝑜𝑂 [97]. The main 

problem of this oxidation state is its tendency to form unreactive phase with common 

promoter material used, such as 𝑀𝑔𝑂, alumina and titanium oxide: these unreactive phases 

(𝑀𝑔଴.ସ𝐶𝑜଴.଺𝑂, 𝐶𝑜𝐴𝑙ଶ𝑂 ସ𝑎𝑛𝑑 𝐶𝑜𝑇𝑖𝑂ଷ, respectively) have been found in different studies 

[98], [99] and cause a fast deactivation of the oxygen carriers during the cycles. More 

advanced promoters have been considered in literature to overcome these issues: one of 

this, yttria-stabilized zirconia (YSZ) shows good reactivity and resistance to carbon 

formation [99]. 

𝐶𝑢 based carriers present a flexible redox behavior with high oxygen transfer capacity and 

high reactivity, as well as a low toxicity and low cost [97]. Copper reduced form can be 

both 𝐶𝑢 and 𝐶𝑢ଶ𝑂, while the oxidation state is 𝐶𝑢𝑂. However, their performances result 

affected by sulfur poisoning and weak mechanical strength, leading to attrition problem; 

in addition, the low melting point of 𝐶𝑢 cause problem of agglomeration and thus requires 

an operation temperature under 800°C [85], [100] and a stabilization through inert 

promoters: some of the most considered are 𝐴𝑙ଶ𝑂ଷ, 𝑍𝑟𝑂₂, 𝑇𝑖𝑂₂ 𝑎𝑛𝑑 𝑆𝑖𝑂₂ [101].  

Manganese carriers present various oxidation states, which includes 

𝑀𝑛𝑂₂, 𝑀𝑁₂𝑂ଷ, 𝑀𝑛ଷ𝑂ସ 𝑎𝑛𝑑 𝑀𝑛𝑂: however, not all of these states are stable at high 

temperature and Mn3O4 is the only one that can exist at temperature bigger than 800 °C 

and so the redox pair for Mn based material is 𝑀𝑛𝑂/𝑀𝑛ଷ𝑂ସ [97]; this phase shows a low 

oxygen transfer capacity and low reactivity, especially toward 𝐶𝐻ସ in CLR applications. 

Mn materials are still considered for chemical looping because of their low cost and low 

toxicity but presents many drawbacks: they suffer from deactivation as consequence of 

sulfur poisoning and tend to form unreactive phases with typical promoter like 

𝑆𝑖𝑂₂, 𝐴𝑙ଶ𝑂ଷ, 𝑇𝑖𝑂₂, 𝑍𝑟𝑂₂ 𝑎𝑛𝑑 𝑀𝑔𝐴𝑙ଶ𝑂ସ [101], [102]. More advanced research has found 
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high reactivity behavior, structural stability, and resistance to agglomeration for Mn based 

carriers when doped with 𝑀𝑔𝑂, 𝐶𝑎𝑂, 𝑌ଶ𝑂ଷ, 𝐿𝑎ଶ𝑂ଷ and CeO₂ stabilized by zirconia, 

keeping this type of material as option for chemical looping processes  [103], [104]. 

Nickel is a well-known catalyst for reforming activity due to its high reactivity with 

methane and other light hydrocarbons: it has been assessed that an almost complete 

conversion of 𝐶𝐻ସ can be observed using 𝑁𝑖 based materials during a chemical looping 

reforming cycle [105]. However, this material presents some drawbacks: along with the 

high cost and toxicity, the loss of catalytic performance due to particle sintering and the 

repetition of cycles, as well as the tendency to deactivate for sulfur poisoning, make this 

material necessitate for promoters and others supports [106]. For Ni based oxygen carriers, 

there is a large number of possible promoters that have been object of different research: 

oxides such as 𝐴𝑙ଶ𝑂ଷ, 𝑆𝑖𝑂₂, 𝑇𝑖𝑂₂, 𝑍𝑟𝑂₂ and stabilized 𝑍𝑟𝑂₂ are considered, along with 

other type of structured materials (spinels) like 𝑁𝑖𝐴𝑙ଶ𝑂ସ [107], 𝑀𝑔𝐴𝑙ଶ𝑂ସ [108] and 

𝐶𝑎𝐴𝑙ଶ𝑂ସ [109]. The couple with highest reactivity has found to be 𝑁𝑖𝑂/𝐴𝑙ଶ𝑂ଷ, as well as 

an excellent thermal stability and resistance to formation of carbon during the cycle [110]; 

the main problem of this promoter is due to the formation of inactive spinel phase 𝑁𝑖𝐴𝑙ଶ𝑂ସ 

which implies a loss of initial reactivity. A possible solution is the addition of oxides like 

𝑀𝑔𝑂 and 𝐶𝑎𝑂 to the oxygen carrier in order to form 𝑀𝑔𝐴𝑙ଶ𝑂ସ or 𝐶𝑎𝐴𝑙ଶ𝑂ସ spinel, which 

suppress the 𝑁𝑖𝐴𝑙ଶ𝑂ସ formation and so keep the reactivity of nickel unaltered [108]. Other 

promoters don’t show the same performance of 𝐴𝑙ଶ𝑂ଷ: 𝑇𝑖𝑂₂ causes a stable phase of 

NiTiO3 and present a slow or almost null reaction rate [111], 𝑆𝑖𝑂₂ gives to the carrier a 

low reactivity and deactivation throughout the cycles [102], while for 𝑁𝑖𝑂/𝑍𝑟𝑂₂ or 

𝑁𝑖𝑂/𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑧𝑒𝑑 𝑍𝑟𝑂₂ oxygen carriers the high reactivity is hinted by weak mechanical 

characteristics [112], [113]. Another interesting solution consists in the use of other 

reducible oxide as support material for Ni based oxygen carriers. Particularly 𝐶𝑒𝑂₂ has 

been found to increase the oxygen transfer thanks to a new 𝑁𝑖 − 𝐶𝑒𝑂₂ interface [114]. 

Bahvsar Et al. also investigated 𝐿𝑎ଶ𝑂ଷ as reducible oxides for nickel support: results 

indicate that ceria is more efficient during oxidation and also reduction kinetics results 

accelerated; however, both present a thermal stability and higher performances if compared 

to conventional and not reducible oxide supports (e.g., 𝐴𝑙ଶ𝑂ଷ, 𝑆𝑖𝑂₂). 
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Figure 2.22: Comparison of carrier conversion as a function of time for various Ni-based carriers during 
reduction [114]. 

𝐶𝑒𝑂₂/CeO₂ିఋ is actually investigated as one of the most important CL materials thanks to 

its high ionic diffusivity, oxygen storage capacity and fast kinetics. The main disadvantage 

of this material is the high temperature requested for the reduction, above 1500 °C: this 

level of temperature brings some resistance problems for the reactor materials, as well as 

a possible sublimation of ceria, which decrease the reduction capability of the oxygen 

carrier. 𝐶𝑒𝑂₂ is structurally stable and allows competitive productivity for what concern 

hydrogen production [115]. As increasing the temperature, the efficiency, the extent of 

reduction and 𝐶𝐻ସ conversion increase too, leading to the stop the carbon formation at 

maximum temperature of 1300 °C [116]. 𝐶𝑒𝑂₂ presents a fluorite structure and its surface 

(110 type) undergo reduction forming two kind of oxygen vacancy, an in-plane or split 

[117]. 
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Figure 2.23: Crystal structures of ceria oxygen carrier [117]. 

 

According to literature, isothermal redox cycles have been discovered more efficient in 

terms of time and energy conversion [118]: this condition can be achieved by using a 

reducing agent, methane as example. In this way the reduction step can be performed at 

lower temperature in comparison to thermal dissociation only and thus bringing the 

temperature to the one of the oxidizing step. This is a condition more suitable and near to 

real application and has the advantage of producing additional hydrogen or syngas thanks 

to the ceria reduction with methane [119]. In the following reactions, thermal reduction of 

𝐶𝑒𝑂₂ (Reaction 2.15), reduction using methane (Reaction 2.16) and the two types of 

oxidations (Reactions 2.17, 2.16) are reported. 

𝐂𝐞𝐎𝟐(𝐬)→ 𝐂𝐞𝐎𝟐−𝛅(𝐬)+𝛅𝟐𝐎𝟐(𝐠) (2.16) 

𝐂𝐞𝐎𝟐(𝐬) + δCH4 → 𝐂𝐞𝐎𝟐−𝛅(𝐬) + 2𝛅𝐇𝟐(𝐠)+ 𝛅𝐂𝐎(𝐠) (2.17) 

𝐂𝐞𝐎𝟐−𝛅(𝐬)+𝛅𝐇𝟐𝐎(𝐠)→ 𝐂𝐞𝐎𝟐(𝐬)+𝛅𝐇𝟐(𝐠) (2.18) 

𝐂𝐞𝐎𝟐−𝛅(𝐬)+𝛅𝐂𝐎𝟐(𝐠)→ 𝐂𝐞𝐎𝟐(𝐬)+𝛅𝐂𝐎(𝐠) (2.19) 

 

Despite the excellent oxygen ion mobility and redox kinetics, ceria-based cycles present 

thermal stability loss and low solar to fuel efficiency and so its property can be improved 

by doping with other materials: generally, while increasing the dopant concentration, the 

process performance increases [42]. A possible solution consists into doping the ceria with 
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zirconium [42], [120], leading to an increase of the splitting properties of 𝐶𝑒𝑂₂ and of the 

oxygen diffusion capability. 

Fe- based materials are well known oxygen carriers in the chemical looping application; 

their spread into this field is due to the low price, high mechanical strength and a secure 

and environmentally nature [97]. Additionally, they can be used in all type of processes, 

including ones with carbonaceous and sulfur-containing fuels since don’t have the 

tendency to deposit carbon or sulphur [121]. Iron oxides are the most employed materials 

for CO₂ splitting, since it has been found that contain almost 0.7 mol CO₂/mol 𝐹𝑒 over a 

range of temperature up to 1800 °C, which represents one the highest oxygen storage 

capacity from CO₂ [122]. However, Fe-based materials can’t be adopted for all the 

application: in fact, they show a low reactivity to gaseous fuel and tend to agglomerate 

because of the formation of magnetite [123]. Reduction and oxidation reactions are listed. 

𝐅𝐞𝟑𝐎𝟒(𝐬)→ 𝟑𝐅𝐞𝐎(𝐬)+𝟏𝟐𝐎𝟐(𝐠) (2.20) 

𝟑𝐅𝐞𝐎(𝐬)+𝐇𝟐𝐎(𝐠)→ 𝐅𝐞𝟑𝐎𝟒(𝐬)+𝐇𝟐(𝐠) (2.21) 

𝟑𝐅𝐞𝐎(𝐬)+𝐂𝐎𝟐(𝐠)→ 𝐅𝐞𝟑𝐎𝟒(𝐬)+𝐂𝐎(𝐠) (2.22) 

 

Furthermore, pure Fe oxides are susceptible to sintering during the cycle at high 

temperature, causing a degradation of the material and the deactivation: thermal reduction 

occurs for temperature higher than 1300°C and at this level sintering phenomena appears 

[124]. Sintering resistance ability can be increased by adding proper materials: as for others 

oxygen carrier, also in this case appropriate promoters can be used for increasing 

properties. A lot of studies with different promoters are present in literature: 𝐴𝑙₂𝑂ଷ [125], 

𝑀𝑔𝑂 [126], 𝑇𝑖𝑂₂ [127], 𝑆𝑖𝑂₂ [128], 𝑀𝑔𝐴𝑙₂𝑂ସ[129], [130], 𝐶𝑎𝑂 [131], 𝑍𝑟𝑂₂ [132] and 

𝐶𝑒𝑂₂ [133]–[135]. The bigger drawback while using these promoters is the formation of 

new phases like  𝐴𝑙𝐹𝑒₂𝑂ସ, 𝑀𝑔𝐹𝑒₂𝑂ସ, 𝐹𝑒𝑇𝑖3, and 𝐹𝑒₂𝑆𝑖𝑂ସ, 𝐶𝑎₂𝐹𝑒₂𝑂ହ and 𝐶𝑒𝐹𝑒𝑂ଷ, which 

still prevent the iron oxide from sintering, but at the same time cause a decrease of the 

carrier reactivity, since these metal- ferrites need make more difficult the regeneration of 

the active iron oxide: in this way, the overall oxygen storage capacity decreases [136]. 

Among them, however, ceria is considered as the most interesting option, since its role 

doesn’t limit to just a physical promoter, but it is also a chemical active promoter with high 
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reactivity towards 𝐶𝐻ସand good re-oxidation capacity towards carbon dioxide and water 

[137]. In particular, the addition of ceria in Fe-based materials increase the reducibility of 

𝐹𝑒₂𝑂ଷ thanks to the interaction 𝐶𝑒𝑂₂ − 𝐹𝑒₂𝑂ଷ: if Ce4+ ions are replaced by Fe3+ cations 

with lower valence, the creation of active sites (oxygen vacancies) occurs; as final effect, 

we can state that the cerium ions help the oxygen storage and release from its bulk fluorite 

lattice [97]. 

 

 

Figure 2.24: CeO₂‐grafted 𝐹𝑒₂𝑂ଷ oxygen carrier. TEM image (a) and an enlargement of the square region 
(b); Schematic representation of its oxygen release and storage mechanism (c). VO: oxygen vacancy, OO: 

lattice oxygen, Os: surface oxygen [97]. 

 

2.4.3 Perovskite oxygen carrier 
 

Perovskites are a particular class of materials characterized by a 𝐴𝐵𝑂ଷ structure and their 

employment as oxygen carrier in chemical looping applications is appreciated thanks to 

their thermal stability, enhanced redox properties and high oxygen mobility [97]. Actually, 

various perovskite materials are being studied for chemical looping and they can be very 

different from each other depending on which material occupies the site A and B: indeed, 
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the great interest towards these materials rely in the fact that they can be composed by a 

wide range of composition of elements with different characteristics, in order to adjust the 

properties of the oxygen carrier in relation to the particular application; the importance of 

these materials derives from the property that the structure presents. Perovskites present 

various and usually very different patterns of cations, compensation of vacancy and 

transitions caused by the lattice distortion due to different materials. Typically, A site is 

occupied by large alkaline earth or by a rare earth element and is responsible for the thermal 

resistance, while B is a cation of a small transition metal and is the one that determines the 

final reactivity of the carrier [86]. The choice of A and B elements is crucial for the 

performance of the perovskite carrier, not only because of the properties they bring to the 

structure, but also because their interaction can affect the structural stability and the 

reactivity, as well as the selectivity towards different type of fuels [138]. A is larger than 

B and the elements can be positioned in three possible combinations, as shown in Figure 

2.25; A and B sites can be occupied also by more elements and thus forming doped or 

double perovskites [139]. 

 

 
Figure 2.25: Schematic of perovskite structures with 𝐴𝐵𝑂ଷ formula: (a) cubic, (b) orthorombic, and (c) 

rhombohedral. Atoms: A (green), B (blue) and O (red) [139]. 

Perovskites show a non-stoichiometric reduction and the reactions happening are: 

 

𝐀𝐁𝐎𝟑→ 𝐀𝐁𝐎𝟑−𝛅+𝛅𝟐𝐎𝟐(𝐠) (2.23) 

𝐀𝐁𝐎𝟑−𝛅+𝛅𝐇𝟐𝐎(𝐠)→ 𝐀𝐁𝐎𝟑+𝛅𝐇𝟐(𝐠) (2.24) 

𝐀𝐁𝐎𝟑−𝛅+𝛅𝐂𝐎𝟐(𝐠)→ 𝐀𝐁𝐎𝟑+𝛅𝐂𝐎(𝐠) (2.25) 
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Thanks to its enhanced properties for this application, Fe3+ is an obvious choice for the 

B-site cation and it has been subject of different research [140]–[143]. Different A site 

elements were considered in these studies. Dai et al. [140] used 𝐿𝑎, 𝑁𝑑, 𝑎𝑛𝑑 𝐸𝑢 as A 

material and discovered that the best performance for what concern stability and syngas 

production was showed by 𝐿𝑎𝐹𝑒𝑂ଷ. The possibility to perform a partial substation in A-

site cation by a metal such Sr, which presents a lower oxidation state, was also investigated: 

in this way a variable oxygen non-stoichiometry is introduced in the structure, increasing 

the oxygen vacancy capacity; actually, 𝐿𝑎ଵି௫𝑆𝑟௫𝐹𝑒𝑂ଷ are widely considered for CLR 

processes [142], [143]. Further, a partial substitution of B-site cations can be also 

performed with the aim of increasing the catalytic activity due to the valence changes and 

introduced non-stoichiometric microdefects [97]. 𝐿𝑎ଵି௫𝑆𝑟௫𝐹𝑒𝑂ଷ was modified by adding 

transition material as 𝑁𝑖, 𝐶𝑜, 𝐶𝑢 𝑎𝑛𝑑 𝐶𝑟  [142]; in this case the best combination between 

all the analyzed perovskite structures was found to be  𝐿𝑎଴.଻𝑆𝑟଴.ଷ𝐶𝑟଴.ଵ𝐹𝑒଴.ଽ𝑂ଷ, because the 

partial substitution of Fe by Cr has showed the highest syngas production, redox properties 

and almost zero carbon deposition. The use of magnesium is considered too, since the 

presence of Mg2+ in the B site can increase the thermal stability and reduce the sintering 

phenomena [144]: 𝐿𝑎଴.ହ𝑆𝑟଴.ହ𝑀𝑛଴.ଽ𝑀𝑔଴.ଵ𝑂ଷ (LSMMg) results to be a good oxygen carrier 

with high fuel production. In an experimental study of chemical looping process [145], 

Lanthanum-Strontium-Manganates (𝐿𝑎ଵି௫𝑆𝑟௫𝑀𝑛𝑂ଷି௭) has been tested and compared to 

performance of ceria during reduction at 1000°C: even if the oxygen released is higher 

than the metal oxide, at lower temperature perovskites don’t show a complete re-oxidation 

from CO₂.  𝐿𝑎ଵି௫𝑆𝑟௫𝑀𝑛௬𝐴𝑙ଵି௬𝑂ଷି௭  on the other hand showed a good repeatability when 

reduced at 1400°C and re-oxidized with both water and carbon dioxide [146].  In the same 

work single-phase powders of 𝑆𝑟௫𝐿𝑎ଵି௫𝑀𝑛௬𝐴𝑙ଵି௬𝑂ଷି௭ (called SLMA1-3) were tested 

and compared to performance of 𝐶𝑒𝑂₂ for CO₂ and H₂O splitting at typically used 

condition for chemical looping applications. In figure 2.26, H₂ and CO production rates 

are showed for all four tested materials (SLMA1-3 and CeO₂) when reduced at 1350°C 

and oxidized at 1000°C: using these operation temperature, H₂ production rate results 

almost nine times higher than ceria one, while for CO is 6 times bigger. 
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Figure 2.26: H₂ and CO production rates (top and bottom respectively) as time function measured during 
oxidation in 40 vol% H₂O or CO₂ at 1000 °C. after being thermally reduced at 1350 °C in He. The total 

amount of H₂ or CO produced in micro moles per g material is shown in parentheses [146]. 

 

Cooper et al., also studied Ca incorporation into 𝐿𝑎ଵି௫𝑆𝑟௫𝑀𝑛௬𝐴𝑙ଵି௬𝑂ଷି௭ perovskites 

[147]: among all the material analyzed in this study,  𝐿𝑎଴.଺𝐶𝑎଴.ସ𝑀𝑛ଷି௭ and 

𝐿𝑎଴.ସ𝐶𝑎଴.ସ𝑀𝑛଴.଺𝐴𝑙଴.ସ𝑂ଷି௭  achieved the highest productions of fuel.  Qiongqiong et al. 

[148] developed a solar-driven chemical looping steam methane reforming process by 

using La1−yCayNi0.9Cu0.1O3 perovskite as oxygen vector: they have found that the reactivity 

of the material improves while increasing the calcium substitution and so, between all the 

various synthetized perovskite’s structure, La0.1Ca0.9Ni0.9Cu0.1O3 has the highest reactivity, 

regenerability and the strongest resistance to carbon deposition. In the following figure 

(Figure 2.27) the results of the TPR executed for all the materials considered: it can be 

seen that by increasing the amount of calcium, curves peak is more visible for both surface 

absorption (happening at lower temperature) and the lattice absorption, as well more 

calcium brings to a temperature reducing for the starting of the phenomena. 
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Figure 2.27: TPR results of hydrogen for different perovskites [148]. 

Ba-based perovskites have been investigated for H₂O splitting by Barcellos et al. [149], in 

which an optimal doped perovskite was obtained by mixing  𝐵𝑎𝑀𝑛𝑂ଷି௭ and 𝐵𝑎𝐶𝑒𝑂ଷି௭  , 

reaching a high level of non-stoichiometry and re oxidation conversion: the mixed material 

so obtained ( 𝐵𝑎𝐶𝑒଴.ଶହ𝑀𝑛଴.଻ହ𝑂ଷି௭) is indeed required, since 𝐵𝑎𝑀𝑛𝑂ଷ  alone results too 

difficult to re oxidize, even if easier to reduce, while the opposite happens for 𝐵𝑎𝐶𝑒𝑂ଷି௭. 

Another perovskite is the one synthesized by Dey at al. [150] by using yttrium in A-site 

cation: 𝑌଴.ହ𝑆𝑟଴.ହ𝑀𝑛𝑂ଷି௭ (YSM) showed the highest distortion and size disorder and a very 

high level of conversion for the splitting of CO₂, reporting one the highest reaction rates, 

even if the reduction is performed at 1200°C and the oxidation at 900°C. 𝐶𝑎𝑀𝑛𝑂ଷ  has 

also been studied lately as promising perovskite material: new modified calcium 

manganese (CM) structure has been synthetized and their performance analyzed in a 2016 

study [151]. In this structure a transformation in Ca2MnO4 can occur, leading to a possible 

decrease of the efficiency at high temperature: the solution proposed to make the structure 

more stable consists in the use of other transition material such as 𝑇𝑖, 𝐹𝑒, 𝑍𝑟 𝑎𝑛𝑑 𝐶𝑢 to 

dope the B site together with manganese. 

In conclusion, several oxygen carriers have been reported for CO₂/H₂O splitting through 

chemical looping technology: literature is rich of studies for different type of perovskites 



68 
 

and at the moment the main focus of the research rely precisely in finding new and 

alternative materials to reach a higher level of efficiency: both the presented technology 

for chemical looping and the listed material present some limitations that want to be 

overcome. The optimal material we are searching for will be able to perform properly at 

lower temperature, as example, leading to benefits regarding the structural stability of the 

OC, the sintering and agglomeration phenomena and also the component life of the reactor. 

Beside the aspect of temperature, also the properties of the oxygen carrier are taken into 

account: their ability to create O₂ vacancies and the susceptibility to acquire and release 

oxygen molecule are very important and the possibility to enhance them thanks to doping. 

The cost of the material is also important, especially in the future perspective to adopt them 

for a bigger industrial scale.  At the moment, the state of art for chemical looping 

applications is ceria because of its high kinetics and redox properties; however, ceria 

requires operating temperature too high and thus moving the interest through more 

interesting material, such as perovskites precisely. This thesis work, which comes from a 

collaboration between the Polytechnic of Turin, Massachusetts Institute of Technology 

(MIT) and University of Udine, focuses on the study of a new perovskite material, namely 

𝑆𝑟ଶ𝐹𝑒𝑁𝑖଴.ସ𝑀𝑜଴.଺𝑂଺ିఋ (SFNM04), in order to analyze its performance and chemical 

behavior by changing operating parameters. 

 

2.4.4 SFNM04 as oxygen carrier  
 

𝑆𝑟ଶ𝐹𝑒𝑁𝑖଴.ସ𝑀𝑜଴.଺𝑂଺ିఋ (SFNM04) is a perovskite material studied by University od Udine 

for the “PRIN17 – Direct Biopower” project [152] and synthesized starting from 

𝑆𝑟ଶ𝐹𝑒ଵ.ହ𝑀𝑜଴.ହ𝑂଺ିఋ: this material is a double perovskite, thus presenting a 𝐴ଶ(𝐵𝐵ᇱ)𝑂଺ 

structure where A is a alkaline metal and B’ are transition materials, which in this case are  

iron and molybdenum. SFM double perovskites are already studied in literature to be 

employed as electrode material for solid oxide fuel cells [153], [154]: indeed, it has suitable 

properties for a reversible fuel cell, such as high electronic and ionic conductivity, stability 

at high temperatures, both in oxidant and reductant ambient. When nickel is added to SFM, 

Ni2+ cations enter in the lattice and are expected to substitute Fe2+ ones, leading to a 

prevalence of Fe3+ over Fe2+: this change brings to a higher electronic conductivity, both 

for the new ratio between Fe (2)/Fe (3) and also for the higher one of the nickel atoms. 
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Another fundamental phenomenon which characterizes this new material is exsolution: 𝐹𝑒 

and 𝑁𝑖 tend to exsolve from the lattice in a reducing ambient, implying in this way a 

creation of a 𝑁𝑖 − 𝐹𝑒 alloy on the surface; the main advantage brought from exsolution is 

that this alloy presents a bigger resistance to coke and sulfide poisoning than just metallic 

nickel and so the electro-catalytic performance of the perovskite are enhanced. The 

nanoparticles of nickel can be incorporated by using mainly two different procedures. The 

infiltration method is the most mature but presents some limitation for the high cost and 

doesn’t ensure an optimal control on the new created morphology. On the other hand, 

nanoparticles growth in situ are characterized by a uniform distribution, they are faster and 

less expensive [155]. 

The synthesis of the sample is realized in this case using Self-Combustion Synthesis (SCS) 

with citric acid as complexing agent, followed by a calcination at 1110°C in order to obtain 

a pure cubic structure. X-ray diffraction (XRD) test was performed to characterized 

different phases of the perovskite, both for the starting material 𝑆𝑟ଶ𝐹𝑒ଵ.ହ𝑀𝑜଴.ହ𝑂଺ିఋ (used 

as reference material) and for the new synthesized ones. From the results of the 

composition spectrum, it is possible to notice a limitation in nickel solubility in the double 

perovskite lattice in SFNM-05 sample: in this case indeed a 𝑁𝑖𝑂 segregation happens on 

the surface, meaning that not all the nickel is entered in the structure. Since for SFNM-04 

this phenomenon doesn’t show, the solubility limit of 𝑁𝑖 in the molybdate structure is 

found to be between 0.4 and 0.5 molar compared to the other metallic cations. 

 

Figure 2.28: XRD pattern of a) Sr2Fe1.5Mo0.5O6-δ (SF1.5M0.5) and Sr2FeMoO6 (SF1M1) cubic phases 
at different calcination temperatures. (●) SFM, cubic; (Ⓧ) SrMoO4, tetragonal. b) SF1.5M0.5 

(Sr2Fe1.5Mo0.5O6-δ at 1200 °C), SFNM-04 (Sr2FeNi0.4Mo0.6O6-δ) and SFNM-05 
(Sr2FeNi0.5Mo0.5O6-δ) [152]. 
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An X-ray photoemission spectroscopy (XPS) and an energy dispersive X-ray (EDX) 

analysis have been performed too on SFNM-04 and SFNM -05 samples, in order to verify 

the real chemical composition: the results showed a small surface segregation of Sr in the 

first one, while a significant amount of nickel on the surface of the second one, due to the 

overcome of the solubility limit. 

Once the structural characterization of the sample has been done, a further functional study 

has been carried out. This was possible thanks to a temperature programmed reduction 

analysis (TPR), which helped to investigate the evolution and stability of the material 

during redox cycles. The chosen procedure for the study followed 5 steps: a first pre- 

treatment until 500°C (10°C/min) in air, an hour dwelling at this temperature, a TPR 

analysis up to 900°C using 4.5% of hydrogen (in N₂) with a volumetric flow of 35 ml/min 

and finally a cooling ramp until room temperature with nitrogen, followed by a final re-

oxidation ramp as the beginning. The process has been repeated for four cycles, in order 

to check the repeatability too. It has to be noticed that the initial pre-treatment in air has 

been done to remove impurities and other species from the surface, as well to perform the 

oxidation of the sample after the reduction. The same approach in air will be used also for 

our test. 

 

 

Figure 2.29: TPR analysis of SFNM-04 in 4.5% H₂/N₂ [152]. 
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From the results we can see a difference between the first cycle and the others: after the 

first cycle the profile starts to show more stability and constancy and the same for the 

following ones. The explanation of that was found in the creation of a transition phase 

more stable in reduction during the first cycle, and it was confirmed thanks to XRD 

analysis: it is noted the present of a Ruddlesden-Popper (RP) phase, more precisely 

𝑆𝑟ଷ𝐹𝑒𝑀𝑜𝑂଺.ହ. This phase is not absolute but is present simultaneously in the structure with 

the double perovskite phase. Generally, RP phases are indicated as 𝐴௡ାଵ𝐵௡𝑋ଷ௡ାଵ: indeed, 

more types of this structure exist and some of them are reported in the following figure 

(Figure 2.30). 

 

 

Figure 2.30: RP perovskite structures represented by single or multiple perovskite layers between rock salt 
layers. From the left: n=1,2,3 [156]. 

 

It has to be noted that also formation of 𝐹𝑒𝑁𝑖ଷ is detected in the XRD analysis, as 

consequence of the occurring of ex solution phenomenon. Increasing the number of cycles, 

the RP phase shows a decrease in the signal entity from XRD, while the peak signal 

associated to 𝐹𝑒𝑁𝑖ଷ tends to increase. This behavior clearly indicates that the exsolution 
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process doesn’t show immediately, but it proceeds during the cycles, thus justifying the 

increment in hydrogen consumption with TPR evolution. This phenomenon is clearly 

shown in the magnification of Figure 2.31. 

 

 

Figure 2.31: XRD of SFNM-04 after 4 cycles. On the right: magnification in the range 43° and 45°, 
showing a comparison of the sample after 2 and 4 reductions [152]. 

 

Stability of SFNM-04 in CO₂ environment was investigated too. Indeed, the main concern 

about the sample was that nickel presence in the lattice could accelerate 𝑆𝑟𝐶𝑂ଷ formation 

because of the reaction of 𝑆𝑟𝑂 with the CO₂ surface absorption; this brings to the creation 

of a stabile phase of 𝑆𝑟𝑀𝑜𝑂ସ, which is an insulant and so compromises the performances 

in presence of a hydrocarbon fuel. The formation of these two phases was both reported in 

literature [157] and also found by the University of Udine during XRD and TGA analysis 

of untreated sample and on one treated with 30% 𝐶ଷ𝐻଼ at 800°C for two hours: the 

difference between the two case is evident from Figure 2.32. 
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Figure 2.32: TGA for treated SFNM04 (black curve) and untreated (black curve) [80]. 

 

In conclusion, the SFNM-04 double perovskite material has been described in this chapter. 

Further characterization will be provided in the following chapters, thanks to experimental 

tests performed in the laboratory. 
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Chapter 3 
 

3.  Experimental Set up 
 

3.1 Chemical Looping Test Bench 
 

In this chapter the test bench used to investigate the redox performance of SFNM-04 in 

chemical looping application is described. The bench is located at the CO₂ Circle Lab in 

the Environment Park of Turin, Italy. Schematic of the experimental bench is presented in 

Figure 3.1. 

 

Figure 3.1: Schematic of the used CL test bench. 
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The description can start from the left-up part of the figure and then follows the real flow 

of the gases. Here there are mass flow controllers (Bronkhorst EL-FLOW) that are used to 

feed the system automatically, with the wanted mass flow set from remote control. This 

system includes a steam generation unit and seven gas lines: as it is indicated in the figure 

the supplied gases are N₂, CO₂, CO, 𝐶𝐻ସ, H₂ (which come from laboratory lines using 

pressure reducers) and two on-site cylinders activated through pressure reducers directly 

installed on them. Except the nitrogen gas lines where the pressure is imposed at 3.5-5 bar, 

all the other lines present a pressure of 2.5 bar. The N₂ line is kept at a higher pressure 

because it is also used to pressurize the tank of demineralized water. Downstream the 

pressure reducers (valves V-1), there are the mass flow controllers (MFCs): the connection 

pipes are made of steel for the lines connected to the laboratory feeding and of Teflon for 

ones connected to cylinders. The possible mixture contained in the two cylinders are 𝐴𝑟-

𝐻ଶ (5 % max), 𝐴𝑟-𝐶𝐻ସ (5 % max), 𝐴𝑟-𝐶𝑂ଶ (5 % max), 𝐴𝑟-𝑂ଶ (5 % max), and air mixture. 

The MFCs are necessary to control, regulate and measure the gases instantaneous flow 

rate. After MFCs, all gas pipelines merge into a three-way valve (V-3n.1) where can be 

chosen if sending a dry mixture to the reactor or otherwise adding steam and so 

humidifying before the entry. It must be noticed that, for this work, humidified mixtures 

have never been used. The second three-way valve (V-3n.2) gives the possibility to send 

the gas mixture on the reactor or, alternatively, the bypassing of the reactor (sending the 

gases directly to the analyser). This valve is very important, because it allows the proper 

calibration of the following instruments, as well to understand the delay seen in the 

analyser due to gases passing through the reactor. After that we arrive at the core of the 

system, the microreactor. It is an electric furnace (Carbolite Gero) with an alumina tube 

inside (where samples are positioned) and it is designed to guarantee isothermal condition 

until 1600°C (while the minimum is environmental temperature). After the microreactor 

there is a manual valve (V-5) that allows to send the exiting gases to the condenser or 

directly toward the gas analyser system. The instrument used to analyse the outlet gas 

composition is an Emerson X-stream gas analyser, which measures the concentration of 

some gases (CO₂, H₂, O₂, 𝐶𝐻ସ, CO). The outlet of the gas analyser is connected to the vent. 

 



76 
 

 

Figure 3.2: Photo of the test bench. From the left: one of the cylinders and the wall pipelines, the MFCs, 
pressure reducers and the microreactor on the right. 

 

3.1.1 Microreactor and Furnace Section 
 

This work is incorporated in a research study that is started some years ago. To date, most 

of the test to evaluate the redox performance of the oxygen carrier material for WS/CDS 

through chemical looping employed a Thermogravimetric analysis (TGA), and the same 

generally is done in literature studies. However, using a microreactor instead of a TGA 

presents some advantages and therefore this option was preferred in this work. Some of 

these advantages are an enhanced heat and mass transfer mechanism, and a more flexible 

setup of the microreactor with a higher efficient control of the parameters. Another 

important difference relies in the measuring method of the two instruments: TGA evaluates 

a mass variation  of the sample and is based on a balance mechanism, but doesn’t show if 

the mass variation is due to the occurring of the actual redox reactions, the formation of 

other chemical species (such as carbonates) or for the carbon deposition phenomena; the  

microreactor coupled to the gas analyser, instead, measures directly the CO produced 

during the oxidizing step. Furthermore, with this set up, the sample analysable is bigger 
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than in TGA and the interaction of the fluid stream with the tested sample is more effective, 

thus approaching the scale of a realistic application. The sample weight generally used in 

TGA is up to 10÷15 mg, while in the microreactor we used a SFNM-04 sample of 200 mg. 

The microreactor located in the lab is the Carbolite Gero [158] and is connected to a power 

supply unit (PSU) as shown in Figure 3.3: this component supplies the electricity to the 

resistance inside the reactor, allowing to reach the selected temperature and to keep the 

isothermal environment. The electric furnace is controlled by an Eurotherm PID of 

Schneider Electric, which allows the remote control of the temperature, with the possibility 

of setting a pre-fixed temperature program through to the software Eurotherm iTools [159]: 

this is very useful to perform the thermochemical cycle, because in this way we can set 

both the ramp temperature (up and down) in terms of K/min, and also the duration of the 

isothermal steps. 

 

 

 

 

Figure 3.3: The Carbolite Gero microreactor (left) and the PSU (right). 

 

The used microreactor is classified as a continuous flow reactor with a horizontal alumina 

tube inside with a length of 1 m and a diameter of 32 mm, where the mixture flows. There 

are also several insulation elements to limit both heat dispersion and flow leakages. In 
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Figure 3.4, a simplified section of the reactor is showed: both heating and insulation 

elements can be recognized. 

 

Figure 3.4: Inside of the Carbolite reactor [158]. 

 

Inside the tube, at the centre, the sample is positioned using an alumina boat-shaped 

crucible (Figure 3.5). The quantity of the sample used is 200 mg and is accurately measured 

thanks to an analytical balance with a high level of accuracy and resolution, which provide 

a protected section to perform the measurement to avoid undesired air currents that could 

distort the measurement. 
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Figure 3.5: Photo of the alumina crucible with SFNM-04 powders inside. 

 

Once the temperature program is created, the desired mixture at the inlet of the reactor 

must be prepared: the composition is selected according to each step and will follow 

temporally the furnace program. This can be set by using an appropriate SCADA 

(Supervisory Control And Data Acquisition) software that controls valves and MFCs from 

a remote computer [160]: in this way gas flows recipes and sequences are created and can 

be sent simultaneously with the temperature program, allowing the simulation of more 

cycles automatically. It also can be set manually, useful for calibration of the analyser as 

example. In Figure 3.6 the interface of this software is showed: there is a simple scheme 

of the bench with the seven pipelines and the main valves. By closing/opening the first 

valve (Valve 1) is possible to decide between a dry or humidified mixture, while the second 

one (Valve 2) controls the bypass of reactor. 
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Figure 3.6: Interface of the SCADA software. 

 

3.1.2 Gas Analyser  
 

The used analyser is an Emerson Rosemount X-Stream XE gas analyser. It works 

appropriately only with dry and conditioned mixtures: so, entering gases must be cleaned 

in order to eliminate dust or others possible contaminants that will lead to a damaging of 

the component. In fact, before entering the analyser, gases pass through a condenser where 

moisture is removed. The instrument performs the analysis using two different types of 

technology for detection: a Thermal Conductivity Detector (TCD) and an Infrared Detector 

(IRD). Thanks to this diversification, the instrument can detect and measure the 

composition of five different species: CO₂, CO, O₂, H₂ and 𝐶𝐻ସ. Generally, there are two 

macro areas in which gas sensing technology can be divided [161]: one is based on an 

electrical variation, while the other is comprehensive of all others type of variation. The 

choice of one over the other depends on each application and can made basing on different 

indicators, such as the sensitivity, selectivity, cost, energy consumption, response time and 

adsorptive capacity. 
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Figure 3.7: Scheme of different gas sensing methods [161]. 

 

As already reported, Emerson X-Stream uses two different technologies for the detection. 

The Infrared Detection (IRD) distinguishes different chemical species basing on the 

amount of irradiated light absorbed by the gas flow: by irradiating the gas with an infrared, 

the system analyses the different wavelengths that can pass through, while the others are 

considered absorbed. If this happens, it means that the wavelengths have the same 

vibrational frequencies of the mixture components; since each atom can vibrate only at its 

characteristic frequency, it is possible to associate the correspondent chemical specie. This 

process is described accurately by Twiss at al [162] and is schematized in Figure 3.8. There 

are two infrared sources which send the infrared radiation through two cells, one 

compensating cell with air inside and another one in parallel connection containing the 

investigated sample, and two correspondent sensitized cell; in the first cell the radiation is 

completely absorbed by the sensitized cell, because air doesn’t absorb the IR, while in the 

other cell some part of the radiation is absorbed and some passes toward the sensitized cell. 

At the end, the two sensitized cells will present two different temperature and particularly 

the left one (the one corresponding to just air) will be hotter: this temperature gradient 

causes a deflection on the gold leaf diaphragm located in the middle of the instrument. The 

entity of this deflection can be easily translated to determine the content of hydrocarbon in 

the sample cell. 
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Figure 3.8: Example of a scheme for a non-dispersive infrared spectrophotometer [163]. 

 

The other detector of the Emerson is a Thermal Conductivity Detector (TDC), which 

measures the thermal conductivity of the investigated gas by using a Wheatstone Bridge 

(Figure 3.9): there are four temperature sensitive resistors with constant current passing 

through, where one is immersed into the sample gas stream, one to the reference gas 

stream. When all the four resistances are equal, the output potential in null and the bridge 

is considered balanced. When the investigated gas is introduced into the sample gas stream, 

the corresponding resistance will be cooled in comparison to the other reference and the 

circuit will be unbalanced, producing a signal voltage related to the concentration of 

chemical species in the sample. 
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Figure 3.9: A simplified circuit diagram of a thermal conductivity detector [164]. 
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3.2 Preliminary experimental procedures 
 

Before starting the experimental test, some procedures have been adopted. First of all, 

while the reactor is still cold, the sample of SFNM-04 is inserted in the alumina tube (after 

a proper weighing of the powder) inside the boat-shaped crucible. During this operation, it 

is very important that all the pipelines are closed and that the reactor was previously 

cleaned with purge gas (we used nitrogen) before removing the flanges. The temperature 

of the reactor must be the environmental one too, with the PSU switched off. At the end of 

the setting procedure, a leakages test is performed to ensure the sealing of the reactor: in 

this case, a leakage between the 10% of the sent mass flows was considered acceptable, 

otherwise the reactor was opened and closed again. When the microreactor was correctly 

tested, the gas analyser was calibrated. The calibration procedure consists in firstly choose 

the range of concentration (in volume) for the channels of each measured gas (according 

to the expected concentrations), then verify the zero and the span value by sending the 

known concentrations: if the output readings of the analyser didn’t correspond to the sent 

value, the calibration was performed. At this point both the Emerson X-Stream and the 

reactor was ready to start with the real experimental test on the sample. 
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Chapter 4 

4. Experimental test on the microreactor  
 

Before starting the description of the tests performed at the lab, some consideration about 

the CO yield of the cycles must done. The redox performance of the SFNM-04 sample is 

characterized by changing for each test some parameters, in order to observe the effective 

behaviour and response of the material according to them. In particular, the temperature 

range considered, both for oxidation and reduction, is from 550°C up to a maximum of 

850°C; a higher temperature has not been considered because exceeding was considered 

ineffective, since the main goal of perovskites research is finding a promising oxygen 

carrier with good results at temperature lower than traditional material. The gas mixture 

compositions change from 5% to 100% of H₂ for the reduction step, while from 6% to 

100% of CO₂ during oxidation; in both cases, the remaining complementary part was 

nitrogen. Pure N₂ gas flow is also used as purge gas between each step and also during the 

temperature ramp to reach a selected temperature: in fact, each oxidation and reduction 

step is never performed during a temperature variation, but always in isothermal 

conditions. Furthermore, the time in which the sample stays in the oxidizing and reducing 

environment is changed too: for reduction step, the range is from 15 to 120 minutes; 

concerning the oxidation, the time considered is 30, 90 and 420 minutes. In all the 

experiments that will be presented the mass of the sample is kept constant at 200 mg of 

SFNM-04 and the volumetric mixture flow rate at 200 NmL/min. 𝑁 indicates the NTP 

(Normal Temperature and Pressure) conditions (𝑇 = 293.15 𝐾 ,   𝑝 = 1 𝑎𝑡𝑚). In addition, 

before starting a new test, the sample is always oxidized in air at 500°C for 1 hours, in 

order to assure that each test starts from the same fully oxidized condition of the oxygen 

carrier and to remove possible contaminants.  

In the following table (Table 1) all the experimental tests are summarized. 
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Table 1: Scheme of all the test performed with the corresponding experimental parameters. 

TEST  Temperature 
Gas 

Composition 

Reactions 

Times 

N° 

cycles 

TEST (I) 
Oxy Step 850 °C 20% 𝐶𝑂2/𝑁2 90 min 

5 
Red Step 850 °C 10 % H₂/N₂ 60 min 

TEST 

(II) 

Oxy Step 
550,650,750,850 

°C 
20% 𝐶𝑂2/𝑁2 30 min 

5 

Red Step 850°C 10 % H₂/N₂ 60 min 

TEST 

(III) 

Oxy Step 

750°C for 1-3 

cycles 

850°C for 4-6 

cycles 

20-40% CO₂/N₂ 30 min 

3+3 

Red Step 

750°C for 1-3 

cycles 

850°C for 4-6 

cycles 

10 % H₂/N₂ 60 min 

TEST 

(IV) 

Oxy Step 

750°C for 1-10 

cycles 

850°C for 11-20 

cycles 

6-100% CO₂/N₂ 30 min 

10+10 

Red Step 

750°C for 1-10 

cycles 

850°C for 11-20 

cycles 

10 % H₂/N₂ 60 min 
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TEST  Temperature 
Gas 

Composition 

Reactions 

Times 

N° 

cycles 

TEST 

(V) 

Oxy Step 750 °C 
6-100% 

CO₂/N₂ 
30 min 

10 

Red Step 850°C 10 % H₂/N₂ 60 min 

TEST 

(VI) 

Oxy Step 850°C 20 % CO₂/N₂ 30 min 

5 

Red Step 
550,650,750,850 

°C 
10 % H₂/N₂ 60 min 

TEST 

(VII) 

Oxy Step 

850°C for 1-9 

cycles 

750 °C for 10-

18 cycles 

20 % CO₂/N₂ 30 min 

9+9 

Red Step 

850°C for 1-9 

cycles 

750 °C for 10-

18 cycles 

5-100 % H₂/N₂ 60 min 

TEST 

(VIII) 

Oxy Step 750°C 20 % CO₂/N₂ 30 min 
9 

Red Step 850 °C 5-100 % H₂/N₂ 60 min 

TEST 

(IX) 

Oxy Step 850 °C 20 % CO₂/N₂ 30 min 

6 

Red Step 850°C 10 % H₂/N₂ 
15,30,45,60,90,120 

min 
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TEST 

(X) 

Oxy Step 850 °C 20 % CO₂/ N₂ 7 hours 
1 

Red Step 850°C 100 % H₂/N₂ 2 hours 

 

 

4.1 TEST (I): Reference test at T = 850 °C - 5 cycles 
 

The first test performed is isothermal, with the temperature kept constant both for oxidation 

and reduction. This will be lately referred as reference test for all the others, since also the 

used gas mixture compositions are the considered nominal ones. During the oxidation step 

a gas flow with 20% CO₂/N₂ is sent, while 10% H₂/N₂ as reducing mixture. So, the test is 

composed by 5 identical cycles, each one with the same conditions: the main goal of this 

experiment is indeed to analyze and study the repeatability and so the stability of the 

SFNM-04 sample. The temperature program is set with a 20°C/min for the upward ramp 

until 500°C (where it is kept for one hour dwelling) and then with a 10°C/min ramp until 

850°C is reached: at this point the real redox cycles can start. Each cycle is composed by 

the same steps sequence: 

- Purging step with 100% N₂ for 5 min. 

- Reduction step with a 10% H₂/N₂ gas mixture for 60 min. 

- Purging step with 100% N₂ for 5 min. 

- Oxidation step with a 20% CO₂/N₂ gas mixture for 90 min. 

The results of the experiment coming out from the gas analyser are post-processed in order 

to evaluate the CO production rate in [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]. The instrument gives an output of CO 

in [𝑝𝑝𝑚] terms, second by second (real time data). A proper procedure for the conversion 

is applied: 

 

1- [𝑝𝑝𝑚] values are divided by  10଺ to obtain dimensionless numbers [−]. 

 

2- Dimensionless values are multiplied by the volumetric flow rate and divided by the 

number of seconds in an hour, obtaining in this way the normal volumetric flow, 

but per second. The performed calculations are: 
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[−] ∙ 200 ൤
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1

60
൤
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𝑠
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3- By using the Ideal Gas Law, the volume flow is converted into mole flow, 

considering that the molar volume of an ideal gas is constant and equal to 22.4 L. 

Once the litres are transformed in moles, they are multiplied by 10ଷ  to obtain a 

micro dimension. The followed procedure is: 

 

൤
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൨ ∙ 10ଷ ൤
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1
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൤
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𝐿
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𝑠
൨ (4.2) 

 

 

4- Finally, dividing the values by the sample mass (200 mg) and multiplying by 10ଷ 

we achieve the desired unit of measurement: 

 

൤
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1

200 [𝑚𝑔]
∙ 10ଷ ൤

𝑚𝑔
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൨ (4.3) 

 

 

Following this procedure, the CO production rate is available for each second of the test. 

To have a comprehensive idea of the real final production of CO, we calculate the CO 

production yield too, expressed in [𝜇𝑚𝑜𝑙 𝑔⁄ ]: in this case is necessary to find a proper 

integration method able to consider all the useful data and reject the unwanted ones of the 

oxidation curve. In fact, by observing the plot of the CO production curve in [𝑝𝑝𝑚] (Figure 

4.1), it is evident that the curve presents a long tail that stabilize at almost 1400 ppm, never 

reaching the zero value. So, in order to avoid considering the negative tail effect, which 

would bring to a non-reliable CO yield, the first derivative of the curve is calculated: thanks 

to the derivative, a break point for the calculation of the yield is set once the value of the 

derivative function is under a tolerance range of ± 0.05 %. As it can be seen in Figure 4.2, 

this procedure seems conservative but necessary to find a reliable CO yield, since a 

variation lower of this value for the derivative means that the tail has reached a constant 

value and so we can consider fair the elimination of further fluctuations. 

 



90 
 

 

Figure 4.1: CO production rate in [ppm] during the oxidation step with 20% CO₂/N₂. 

 

 

 

Figure 4.2: First Derivative of CO production rate (in ppm) considering 10 subsequent time steps (blue 
lines). Maximum tolerance is represented by the orange line and minimum by the grey line. 

 

Analysing the derivative curve, the oxidation step can be considered finished after 450 s 

of reaction. In order to eliminate further values, a straight line is drawn starting from the 

beginning of the curve (first positive value above some ppm) and end at this breaking point: 
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in this way a lower limit for the integration is set and a real, reliable CO yield can be found. 

The method is graphically showed in Figure 4.3, while in Figure 4.4 is reported the final 

CO curve, whose integral represents the global CO yield in [𝜇𝑚𝑜𝑙 𝑔⁄ ]. 

 

Figure 4.3: CO production (red curve) cut by the straight line (blue line) at t=450 s. 

 

Figure 4.4: Final evaluation of the net CO production obtained subtracting for each second the values of 
the CO production curve to the values of the straight line. 

 

This procedure of integration is employed also for all the following tests and won’t 

described again for each subparagraph. In Figure 4.5, the final CO production curves of all 
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the cycles of TEST(I) are presented; on the left axis there is the production rate of CO 

calculated in [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ], while on the right one there is the same quantity but expresses 

in [%] terms. 

 

 
Figure 4.5: CO production of TEST(I). 

 

The five resulting curves shows a very similar trend and so we can assert the SFNM-04 

stability over the cycles: this material shows a repeatable behaviour throughout the whole 

process and so can be considered as suitable material for chemical looping applications. 

The curves show a fast initial increasing of CO until a peak is reached, and finally a rough 

decrease. This is explained because at the beginning the ion incorporation inside the 

oxygen vacancies is very rapid, since the sample was previously reduced: the five cycles 

show a comparable redox kinetics. The maximum CO production rate is 18 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ], 

which correspond to a percentage of 2.4 % of CO produced. In the following table (Table 

2) all the results are summarized, with CO₂ yield presented both in [𝜇𝑚𝑜𝑙 𝑔⁄ ] form and in 

percentage. Furthermore, the CO₂ conversion is also listed. This data is calculated by 

dividing the maximum CO obtained in % (peak value) with the initial content of CO₂ in 
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the mixture. In this way we have a quantity of how much carbon dioxide is split and turn 

to CO. The calculation used is: 

 

𝐶𝑂 𝑦𝑖𝑒𝑙𝑑 [%]

𝐶𝑂ଶ [%]
100

  [−]
= 𝐶𝑂ଶ 𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑒𝑑 [%] (4.4) 

 

 

The last two columns contain an evaluation of the mass exchanged during oxidation in 

terms of grams of O₂ and CO respectively, with respect to the sample mass. For the 

calculation, the splitting reaction is considered as completely stoichiometric, with a molar 

ratio 1:1 of both the oxygen and carbon monoxide. The procedure applied to calculate these 

values is presented in the following equations, where 16 𝑔 𝑚𝑜𝑙⁄  and 28 𝑔 𝑚𝑜𝑙⁄  are the 

molar mass of O and CO respectively. 
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Table 2: Results of TEST (I) for each cycle: 𝐶𝑂 yield in [𝜇𝑚𝑜𝑙 𝑔⁄ ], maximum 𝐶𝑂 yield in [%], 𝐶𝑂ଶ 

conversion rate in [%], 𝑔(𝑂) 𝑔(𝑆𝐹𝑁𝑀)⁄  and 𝑔(𝐶𝑂) 𝑔(𝑆𝐹𝑁𝑀)⁄ . 

 

After the graphical evaluation, also analytical results confirm the repeatability of the 

SFNM-04 during cycles. The average yield reached for CO is about 2238 [𝜇𝑚𝑜𝑙 𝑔⁄ ], 

corresponding to an average carbon dioxide conversion of 11.9%. The last two column 

values are very important, because indicate a relative value of the quantity of oxygen and 

CO exchanged with this material: this is crucial, also to compare the sample under 

investigation with the studies already present in literature. Particularly, they mean that from 

a sample of 0.2 g of SFNM-04, almost 0.036 g of oxygen and 0.063 g of CO are exchanged. 

 

 

4.2 TEST (II): Test with different oxidation 
temperatures - 5 Cycles 
 

In the first part of the tests, in particular from TEST (II) to TEST (V), the experimental 

analysis focused on studying the behavior of the SFNM-04 material when oxidation 

parameters are changed. Indeed, this test in performed by keeping constant reduction 

conditions for all the five cycles of the test, while varying the oxidation temperature. More 

in detail the first and last cycles are set at the same conditions (850 °C), in order to check 

if the sample behave in the same way or if the oxidation at lower temperatures bring some 

effect on the following cycles, while the other temperatures are set respectively at 550 – 

N° 

Cycle 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 

𝑪𝑶 [%] 

𝑪𝑶𝟐 conversion 

[%] 

𝒈(𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ] ∙ 𝟏𝟎ି𝟐 

𝒈(𝑪𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑪𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ]

∙ 𝟏𝟎ି𝟐 

1 2278 2.35 11.75 3.65 6.38 

2 2239 2.41 12.05 3.58 6.27 

3 2286 2.41 12.05 3.66 6.40 

4 2173 2.37 11.85 3.48 6.08 

5 2212 2.36 11.80 3.54 6.19 
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650 – 750 °C. The reduction temperature is kept constant at 850°C, as well as the 

concentration of H₂ (10%/N₂) and the CO₂ one used for the oxidizing environment 

(20%/N₂). The temperature program follows a 20 K/min ramp for reaching the 500°C (at 

which the air oxidation step is performed for 1 hour), and then a 10 K/min ramp until the 

temperature reduction. The procedure for the 5 cycles is: 

- Reduction step at 850°C and 10% H₂/N₂ for 60 min. 

 

- Purging step with 100% of N₂. The duration of this step varies during the cycle 

because correspond to the temperature ramp up or down between oxidation and 

reduction. In particular, for the first cycle it lasts 10 min, corresponding to the cooling 

ramp until 550°C for the second cycle; the same is performed for cycles 3 and 4, but 

until 650°C, 750°C, and finally again 10 min at isothermal temperature for cycle 5. 

 
- Oxidation step with a 20% CO₂/N₂ gas mixture for 30 min, with temperature of 850°c 

(cycle 1), 550°C (cycle 2), 650°C (cycle 3), 750 °C (cycle 4), 850°C (cycle 5). 

 
- Purging step with 100% N₂ for 10 min (cycle 1), ramp upward to 850°C for cycles 

2,3 and 4 and ramp- down until room temperature for the cycle 5. 

 

In the following, both the graphical and numerical results of the test are presented. Once 

again, the sample confirms its repeatability by observing the first and fifth cycle values 

and curves, and both are similar to ones obtained in the reference (TEST (I)). In figure 4.6 

and Table 3 the results are illustrated, as already explained in the previous paragraph for 

TEST (I).  
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Figure 4.6: Resulting curves from TEST(I) of the CO production rate. 

Table 3: Results for each redox cycle of TEST (II). 

 

The good influence of a high temperature of oxidation is evident analysing these results. 

The maximum production rate is reached at temperature of oxidation of 850°C and 

corresponds to 18 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]. The redox kinetics of each cycle follow the same trend 

(also equal to the reference test), with a fast initial CO increase for the first ionic 
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Time [s]

TEST (II)

1st oxy 850°C 2nd oxy 550°C 3rd oxy 650°C

4th oxy 750°C 5th oxy 850°C

N° 

Cycle 

𝑻𝑶𝑿𝑰 

[°𝑪] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 

𝑪𝑶 

[%] 

𝑪𝑶𝟐 

conversion 

[%] 

𝒈(𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ]

∙ 𝟏𝟎ି𝟐 

𝒈(𝑪𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑪𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ]

∙ 𝟏𝟎ି𝟐 

1 850 2276 2.49 12.43 3.64 6.37 

2 550 825 0.45 2.25 1.32 2.31 

3 650 1534 0.72 3.62 2.45 4.30 

4 750 1864 1.68 8.41 2.98 5.22 

5 850 2274 2.53 12.63 3.64 6.37 
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incorporation and then an abrupt decrease. It can be stated that the temperature influence 

is strongly effective on the global yield of carbon monoxide produced. The difference in 

peaks between 550°C curve and 650°C is not so significant as the one occurring between 

750°C and 850°C: this can be explained by the fact that at lower temperatures the kinetics 

is so slow that the CO yield stay low. Increasing the temperature, the kinetics presents an 

acceleration and the difference in CO produced between various temperature is more 

evident. The last cycle results indicate that the material reactivity is not affected by the 

previous cycles performed at lower temperature: the first and the last curve almost overlap. 

The numerical results confirm what already showed by the curves: at 850°C oxidation the 

CO yield is almost 3 times higher than at 550°C, while the converted CO₂ is six times 

higher in comparison to the 550°C step and 4 times higher for the 650°C one. It has to be 

noticed that the main aim of this work, as all the studies towards alternative materials for 

chemical looping application, is to find oxygen carriers with high performance obtained at 

low temperature. There are already good performing materials, such as ceria, but they need 

reduction temperature very high: in this optic, it is more relevant to investigate materials 

that can work at lower temperatures. However, when the temperature is too low, the 

performances are lower (as it can be seen from this simulation results) and, especially in 

oxidation, some undesired phenomena can happen, like the carbonates formation caused 

by CO₂ adsorption on Sr atoms: this affects a lot the final production because all the CO₂ 

turned into carbonate compounds (𝑆𝑟𝐶𝑂ଷ) means less availability for splitting and creation 

of CO, which is the useful effect. 

 

4.3 TEST(III):  Test with different CO₂ content – 6 
cycles 
 

In this test the behavior of the material according to the variation of oxidation parameters 

is further investigated. In this case the CO₂ content in the gas flow used during the 

oxidation step is changed while isothermal cycles are performed, three of them at 850 °C 

and the other three at 750°C. A temperature ramp after cycle 3 is used in pure nitrogen 

until reaching the second temperature. For each of these two temperatures the used CO₂ 

concentrations are 20-30-40%/N₂ and kept for a duration of 30 min. Concerning the 
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reduction step, it is always with 10% H₂/N₂ gas mixture for 60 min. In the following the 

graphical and numerical results are reported. 

 

 

 

Figure 4.7: Resulting curves from TEST(III) of the CO production rate. 

 

Table 4: Results for each redox cycle of TEST (III). 

 

Once again, the importance of the temperature of oxidation is demonstrated: cycles 

oxidated at 850°C have significantly higher curves. The other interesting behaviour that 
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N° Cycle 
𝑻𝑶𝑿𝑰 

[°𝑪] 

𝑪𝑶𝟐 Content 

[%] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 𝑪𝑶 

[%] 

𝑪𝑶𝟐 conversion 

[%] 

1 850 20 2183 2.39 11.94 

2 850 30 2224 2.75 9.17 

3 850 40 2341 2.98 7.46 

4 750 20 1444 1.15 5.74 

5 750 30 1634 1.40 4.67 

6 750 40 1789 1.57 3.93 
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can be observed is how the peaks change with different concentrations of CO₂: when this 

concentration increases, the production of the fuel clearly increases. The most profitable 

situation is obtained at 850°C with 40% CO₂/N₂ and reaches almost 22 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] and 

so a 3% in volume of CO; sequentially for this temperature the production rate found are 

20 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] (with 30%CO/N₂) and 17 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] (with 20%CO/N₂). Concerning 

the cycles at lower temperature, the trend remains the same but with lower values (the 

maximum is about 10  [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]. The explanation for this phenomenon can be found 

in the fact that if the concentration of carbon dioxide is higher, hence its quantity is bigger, 

the probability that CO₂ molecules occupy the free oxygen vacancies is higher: so, more 

CO₂ in the oxidation gas mixture is found to promote better the oxidation of the reduced 

sample. A variation in kinetics can be observed too: when the entity of CO₂ is higher, the 

peaks are slightly shifted towards left in comparison to the lower ones, meaning that the 

redox kinetics is faster. This is expected, because the increased CO₂ concentration in the 

flux means that its partial pressure grows: the partial pressure gradient of carbon dioxide 

between the oxidizing flow and the sample surface is also higher, and the oxidation results 

more favorable. This behaviour is confirmed checking the numerical results of the 

postprocessing. It is confirmed again the importance of the temperature, especially when 

it is so high: a variation in the oxidizing condition of just 100°C bring a percentage 

variation in the converted CO₂ of more than 4 points. On the other hand, in this case the 

influence of the CO₂ concentration is less visible and almost negligible, presenting very 

similar values of the CO yield and maximum CO production. However, it must be noticed 

that this test is a preliminary analysis for the study of CO₂ content variation: lately, a wider 

range of concentrations is investigated. 

 

4.4 TEST (IV): Test with different CO₂ content – 20 
cycles 
 

In this test the range of CO₂ percentage in the oxidizing gas mixture is extended from 6% 

to 100%. It is composed by ten cycles with all the variation of CO₂ at 750°C and then by 

further ten cycles with the same parameters but with temperature of 850°C; the duration of 

each oxidation is 30 min. The simulation is therefore a copy of the TEST(III) but extended, 

and also in this case the two temperature cases are considered. Each redox cycle is 
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isothermal, so the reduction temperature follows the correspondent oxidation one, while 

for each of the 20 cycles a gas flow of 10%H₂/N₂ is used (reduction lasts 60 min). Graphical 

and numerical results for the first ten cycles are reported in the following. 

 

 
Figure 4.8: CO Production of TEST (IV) for 10 cycles at 750°C. 

 

Table 5: Results for each redox cycle of TEST (IV) performed at T=750°C 
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N° 

Cycle 

𝑪𝑶𝟐 Content 

[%] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 𝑪𝑶 

[%] 

𝑪𝑶𝟐 conversion 

[%] 

1 6 1115 0.65 10.85 

2 9 1118 0.72 7.99 

3 12 1139 0.80 6.67 

4 15 1194 0.98 6.54 

5 20 1500 1.26 6.29 
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As already stated in TEST(III), we can notice that the increment of CO₂ concentration leads 

to higher final CO production. It can be observed that for 20-30-40% of CO₂ results are 

consistent with the ones of the previous test, confirming again the repeatability of the 

SFNM-04 perovskite, even after a high number or cycles. The maximum CO production 

is obtained with 100% of CO₂, as expected, and it’s equal to 17 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ], 

corresponding to a CO yield of 2270 [𝜇𝑚𝑜𝑙 𝑔⁄ ]; to make a comparison, this value is 

slightly lower than reference value found with 20% CO₂/N₂ at 850°C. This means that if 

we want to reduce the oxidation temperature by 100°C, we must use a pure carbon dioxide 

stream for the oxidation. This can be a problem thinking about the chemical looping 

integration with carbon capture technology: usually, captured CO₂ from exhaust gases is 

present with much lower concentration. Now graphical and numerical results for the last 

10 cycles at 850°C are reported: 

 

6 30 1723 1.52 5.06 

7 40 1895 1.70 4.24 

8 60 2111 1.96 3.27 

9 80 2158 2.16 2.70 

10 100 2270 2.32 2.32 
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Figure 4.9: CO Production of TEST (IV) at 850°C. 

Table 6: Results for each redox cycle of TEST (IV) performed at T=850 °C. 
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Cycle 

𝑪𝑶𝟐 Content 

[%] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 𝑪𝑶 

[%] 

𝑪𝑶𝟐 conversion 

[%] 

1 6 1800 1.41 23.43 

2 9 1937 1.71 19.01 

3 12 2027 1.96 16.29 

4 15 2090 2.11 14.04 

5 20 2183 2.39 11.94 

6 30 2224 2.75 9.17 

7 40 2341 2.98 7.46 

8 60 2622 3.23 5.39 

9 80 2689 3.44 4.30 

10 100 2778 3.57 3.57 
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In this case two new evident phenomena can be observed. First of all, there is a shrinkage 

of the oxidation curve while increasing the CO₂ concentration, indicating a high difference 

in the kinetic velocity (faster while CO₂ content increase). Secondly, the difference 

between a curve and the near one is less evident at high concentration levels, while wider 

from 6% to 40%: this behavior can be found also in the previous cycles at 750°C, but now 

is more notable, revealing that the variation in the CO₂ content affects more the results 

when the percentage is low. In this case the maximum peak value is 26 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ], 

corresponding to a maximum CO yield of 2278 [𝜇𝑚𝑜𝑙 𝑔⁄ ]. This value is significantly 

higher in comparison to the maximum found at 750°C: just with a 100°C higher 

temperature the CO peak value increases from 17  [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] to almost 

26 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]. The repeatability of the investigated material through the cycles is again 

demonstrated, being the result obtained at 20% CO₂/N₂ almost equal to the reference ones. 

 

Table 7: Results for each redox cycle of TEST (IV) performed at T=850 °C, in terms of exchanged oxygen 

and mass of CO produced for in respect to the used sample. 

 

 

N° 

Cycle 

𝑪𝑶𝟐 Content 

[%] 

Max 𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

𝒈(𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ] ∙ 𝟏𝟎ି𝟐 

𝒈(𝑪𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑪𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ] ∙ 𝟏𝟎ି𝟐 

1 6 10.11 2.88 5.04 

2 9 12.42 3.10 5.42 

3 12 14.24 3.24 5.68 

4 15 15.45 3.34 5.85 

5 20 17.49 3.49 6.11 

6 30 20.04 3.56 6.23 

7 40 21.78 3.75 6.56 

8 60 23.70 4.20 7.34 

9 80 25.16 4.30 7.53 

10 100 26.08 4.44 7.78 
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In Table 7 the CO₂ conversions are listed. Plotting the quantity of CO₂ converted as 

function of the CO₂ concentration in the oxidizing gas, we can notice a logarithmic 

behaviour: with 6% of carbon dioxide the resulting conversion is almost eight times higher 

than the one with pure oxidant (23.43% of CO₂ converted against 3.57 %). This trend is 

reported in Figure 4.10, where on the x-axis there is CO₂ percentage, while the left y-axis 

corresponds to maximum CO yield (lower curve) and the right y-axis the exchanged grams 

of oxygen with respect to the mass of the sample (upper curve). 

 

 

Figure 4.10: Maximum CO yield (left-y axis) and Oxygen Exchanged (right-y axis) as function of CO₂ 
concentration for 850°C. 

When increasing the CO₂ concentration, the maximum CO yield and the oxygen exchange 

per grams of sample increase too because, ideally, when we set a higher concentration, the 

probability of carbon dioxide molecules to occupy the oxygen vacancies created during 

reduction is higher. Finally, we can observe that the two logarithmic curve presents a 

tendency to reach a plateau while arriving at high concentration levels, meaning that we 

are possibly approaching the completed oxidized condition of the sample. Indeed, it can 
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be asserted that this oxidation level is never reached in the cycles performed, because in 

that case the global yield should remain constant while changing the CO₂ concentration. 

Further consideration and tests should be carried on in order to verify this hypothesis. 

 

4.5 TEST (V): Variation of CO₂ content in non -
isothermal cycles - 10 cycles 
 

This test is the last focused on the oxidation study. It is very similar to TEST (IV), but this 

time the temperature of each reduction and correspondent oxidation are not equal, thus 

cycles are non-isothermal. Indeed, the reduction temperature is kept at 850°C for each of 

the ten cycles, while the oxidation one is 750°C. The investigated range of CO₂ 

concentration is the same of the previous cycles: 6-100% of CO₂/N₂, while a 10% H₂/N₂ 

content is again used in reduction. The step duration for the oxidation is still 30 min, while 

for the reduction is 60 min. Since the two steps are performed at different temperature, the 

purging 100% N₂ step in the middle match with the requested temperature ramp up or 

down. In the following the results of the simulation are reported, both in graphical and 

numerical way. 

 
Figure 4.11: CO Production of TEST (V). 
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Table 8: Results for each redox cycle of TEST (IV). 

 

As expected from the results of previous tests, also in this case the redox performance of 

the material improves while increasing the CO₂ content, leading to a faster kinetics and so 

to narrower curves. By the analysis of these data, it can be observed that the values obtained 

fit exactly between the first ones from the TEST (IV), where the cycles were set at 750°C, 

and the last ten, when the temperature chosen was 850°C. Indeed, the maximum peak in 

this case arrives at values of CO of 19.47 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] for a pure carbon dioxide oxidizing 

flux, which stays between the 17 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]  of the first TEST (IV) stage and the 26 

[𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] of the others, both corresponding to the same level of CO₂. The same 

situation stands for all the other curves at lower concentrations. These results are expected. 

A higher reduction temperature promotes the oxygen vacancies creation mechanism and 

so the final CO production will be higher, since there is more place free to be occupied. 

However, the temperature swing inside the cycles adds some complexity for the system, 

and moreover it can create stability problem in the gas analyser readings: so, generally, 

isothermal cycles are preferred. In Figure 4.12 the co-dependency between the maximum 

CO yield in ([𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]) and the mass of exchanged oxygen and the CO₂ content is 

again reported. 

N° 

Cycle 

𝑪𝑶𝟐 Content 

[%] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

𝒈(𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ]

∙ 𝟏𝟎ି𝟐 

𝒈(𝑪𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑪𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ]

∙ 𝟏𝟎ି𝟐 

1 6 1778 5.49 2.85 4.98 

2 9 1760 6.98 2.82 4.93 

3 12 1793 8.16 2.87 5.02 

4 15 1862 9.22 2.98 5.21 

5 20 1862 10.68 2.98 5.21 

6 30 2070 13.17 3.31 5.80 

7 40 2160 14.76 3.46 6.05 

8 60 2375 16.58 3.80 6.65 

9 80 2448 18.15 3.92 6.85 

10 100 2413 19.47 3.86 6.76 
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Figure 4.12: Maximum CO yield (left-y axis) and Oxygen Exchanged (right-y axis) plotted as function of 
the CO₂ concentration for TEST (V). 

 

In this case, as the previous test, a logarithmic trend of the two curves can be observed, 

confirming results consistency. With TEST (V), the investigation of SFNM-04 material 

redox ability is concluded. We can state that both reduction and oxidation temperatures are 

very important parameters for the rendering of the material, and the same is valid for the 

CO₂ content in the oxidizing flux. Furthermore, it can be observed that the test performed 

up to this point contains 46 redox cycles and a change in material response is never 

experienced. So, we can establish again the good stability and repeatability of the SFNM-

04 double perovskite. 
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4.6 TEST (VI): Variation of the reduction temperatures 
– 5 cycles 
 

With TEST (VI) the investigation about the reduction step starts. In this test 5 cycles are 

performed keeping constant oxidation conditions (850°C and 20% CO₂/N₂) and H₂ 

concentration (10% H₂/N₂); the reduction temperatures are distributed in this way: the first 

and the last cycles are performed at 850 °C to verify the data repeatability, while the others 

at 550-650-750 °C respectively. No change in the duration of the step is made for both 

oxidation and reduction. As for the other tests in which there was a temperature swing 

inside the simulation, all the purging steps with 100% N₂ follow the temperature program 

of the furnace, with ramps up of 10 K/min and ramps down of 6K/min; the only exception 

is the first ramp up that brings the temperature of the microreactor until 500 °C by 20 

K/min (air pre-treatment step). The graphical and analytical results are reported in the 

following. 

 

 

Figure 4.13: CO Production of TEST (VI). 
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Table 9: Results for each redox cycle of TEST (VI). 

 

The first and the last cycles once again confirm the repeatability of the material (the curves 

are almost overlapped, and the numerical results are similar too). Concerning the variation 

of the reduction parameters we can make the same statement already found for oxidation: 

a higher reduction temperature brings to a bigger final CO production, since temperature 

promotes the vacancies creation. The obtained curves are very similar to ones from TEST 

(II), but a difference can be noted in the peaks shape. Indeed, in this case the oxidation 

steps remain at the same temperature and so the kinetics of the reaction is not affected: 

that’s why all the curves in this test present a peak in the same time interval (about 300 s), 

with a similar width. Again, the max CO production is obtained at the maximum 

temperature and correspond to a peak of 19 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]. Regarding the lowest 

temperature test instead, the CO production reached is 1116 [𝜇𝑚𝑜𝑙 𝑔⁄ ], which is higher in 

comparison to the specular condition with 550°C oxidation temperature (825 [𝜇𝑚𝑜𝑙 𝑔⁄ ]). 

This difference may be explained by the fact that a lower temperature affects more the 

reduction activity than the oxidation one: indeed, in TEST (VI) a value of 5.38 % of CO₂ 

conversion is reached, while in TEST (II) it was almost two times lower (2.25 %). By 

reducing the reduction temperature, the oxygen vacancies creation is penalized and so also 

the CO produced in the following step decrease. Furthermore, a low temperature during 

reaction doesn’t allow the formation of the ex-solution phenomena of Fe and Ni cations, 

limiting the redox activity of the material. 

N° 

Cycle 

𝑻𝑹𝑬𝑫 

[°𝑪] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 

𝑪𝑶 

[%] 

𝑪𝑶𝟐 

conversion 

[%] 

𝒈(𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ]

∙ 𝟏𝟎ି𝟐 

𝒈(𝑪𝑶) 𝒈(𝑺𝑭𝑵𝑴)⁄  

[𝒈𝑪𝑶 𝒈𝑺𝑭𝑵𝑴⁄ ]

∙ 𝟏𝟎ି𝟐 

1 850 2304 2.48 12.42 3.69 6.45 

2 750 1725 1.77 8.83 2.76 4.83 

3 650 1277 1.25 6.23 2.04 3.57 

4 550 1116 1.08 5.38 1.79 3.12 

5 850 2360 2.69 13.43 3.78 6.61 
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4.7 TEST (VII): Variation of the hydrogen content – 18 
cycles 
 

This test contains the specular simulation of TEST (IV): this time the sample response to 

the variation of hydrogen content is analysed, by changing its concentration in the range 

5-100% H₂/N₂. A smaller percentage of hydrogen couldn’t be created because it’s the 

minimum quantity that the MFC could send using a total flux of 200 NmL/min. This 

simulation is divided again in two stages: the first one corresponds to 9 cycles with 

different concentration and constant temperature (isothermal cycles) of 750°C; the second 

stage is equal, but at 850°C. After the first oxidation in air at 500°C, the redox cycles start 

and each one is composed by the two purging steps with 100 %N₂, a 60 min reduction and 

a 30 min oxidation (with constant CO₂ content at 20%/N₂). The graphical and numerical 

results of the first stage are now reported. 
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Table 10: Results for each redox cycle of TEST (VII) performed at T=750 °C. 

 

 

The results show that increasing the hydrogen concentration in the reducing gas mixture 

brings to a higher CO production. This result was expected: a higher concentration of the 

reductive agent in the reduction step brings to a further release of oxygen from the material 

lattice and so to the creation of more oxygen vacancies that can be occupied lately from 

the CO₂ molecules. Moreover, ex solution phenomenon is also enhanced when the content 

of hydrogen is higher, leading to a further increase of the SFNM-04 performance. 

Analysing these curves, we can also observe an increase of the distance between each curve 

at higher H₂ concentration. It must be noticed that the same situation didn’t happen in 

TEST (IV) when the CO₂ content in oxidation increased: the difference between each curve 

was higher, but this distance was homogenously distributed for each curve. Another 

difference between the two simulations (TEST(VII) and TEST (IV)) can be found from a 

kinetic point of view: clearly the change in hydrogen composition doesn’t affect the kinetic 

as it was for the variation in the CO₂ content of the previous test, where the peaks showed 

a shrinkage through the left (proof of a faster kinetic). Instead, in this case, all the peaks 

come after the same time intervals (about 150s). So, it can be stated that an increase of the 

CO₂ concentration in the oxidation step is more effective than changing the hydrogen in 

reduction. The maximum CO yield is obtained as expected with 100%H₂ and is 2190 

N° 

Cycle 

𝑯𝟐 Content 

[%] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 𝑪𝑶 

[%] 

𝑪𝑶𝟐 conversion 

[%] 

1 5 1396 1.16 5.78 

2 8 1434 1.18 5.90 

3 10 1458 1.21 6.03 

4 15 1514 1.25 6.26 

5 20 1558 1.29 6.44 

6 40 1688 1.40 7.00 

7 60 1790 1.49 7.47 

8 80 1944 1.64 8.20 

9 100 2190 1.88 9.38 
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[𝜇𝑚𝑜𝑙 𝑔⁄ ], corresponding to a volume of 1.88%. Comparing Table 11 with the one from 

TEST(IV) (Table 6) it can be confirmed what is showed by the curves: in this simulation  

the difference between the CO peak value at 5% H₂/N₂ and 100%H₂ is 5.36 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ], 

while in TEST(IV) the global difference was about 13.98 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] varying from 6% 

CO₂/N₂ to pure CO₂. This big variation in the final production is explained by the fact the 

CO₂ content directly affects the CO forming in the oxidation step and so brings a higher 

impact in the result. The hydrogen content, instead, affects indirectly the CO₂ production, 

because is responsible for the number of oxygen vacancies created: of course, if this 

number is higher, the probability of combination between a CO₂ molecule and the vacancy 

is higher too, and the production will be higher; however, the entity of the benefit is lower 

than the direct influence of a bigger partial pressure gradient in the oxidation step. Another 

detail worthy to analyse is the similarity between the CO global yield and CO₂ conversion 

of the cycle with 100 % H₂ and the ones obtained in the reference test (TEST (I)). This put 

more attention on the fact that, even if the H₂ concentration change from 10% to 100% 

(keeping constant the CO₂ content), the parameter with higher impact remains the 

temperature. Indeed, at 750°C and 100% H₂ the CO₂ converted is 9.38%, while in the 

reference test at 850°C and 10% H₂/N₂ was almost 12%. In the following, the curves 

showing the trend of CO maximum production rate and CO₂ converted as function of H₂ 

content are reported. 
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Figure 4.15: Maximum CO yield (left-y axis) and CO₂ converted (right-y axis) plotted as function of the H₂ 

concentration for the first nine cycles. 

 

We can observe that in this case the behaviour isn’t logarithmic anymore, without 

presenting the final plateau at high concentrations; indeed, in this case the increase of y-

axis values is continuous, almost linear, for the entire concentration range.  This is probably 

caused by the indirect role that H₂ content has in the CO production mechanism. Now the 

graphical and numerical results for the last nine cycles are reported (second stage of the 

simulation at 850°C). This stage is the perfect copy of the previous one, but this time the 

H₂ content is changed for 850°C cycles. 
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Figure 4.16: CO Production of TEST (VII) for the second stage at 850°C. 

 

Table 11: Results for each redox cycle of TEST (VII) performed at T=850°C. 
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N° 

Cycle 

𝑯𝟐 Content 

[%] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 𝑪𝑶 

[%] 

𝑪𝑶𝟐 conversion 

[%] 

1 5 2068 2.22 11.12 

2 8 2252 2.52 12.61 

3 10 2364 2.69 13.46 

4 15 2583 2.97 14.86 

5 20 2714 3.07 15.36 

6 40 3123 3.54 17.70 

7 60 3469 3.89 19.45 

8 80 3884 4.29 21.45 

9 100 4524 4.84 24.20 
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Also in this configuration, the increase of H₂ concentration leads to a bigger CO 

production. However, when performing the cycles at higher temperature the kinetics result 

changed: in this case, the CO peaks don’t occur at the same instant but shift towards the 

right when H₂ concentration increases, suggesting a variation of the kinetics. In Table 13, 

the numerical results in terms of CO yield, maximum CO produced, and CO₂ converted 

are reported, both for 750°C and 850° stages. The cycle performed at 850°C and the 100% 

H₂ shows the highest CO yield found until now: 4524 [𝜇𝑚𝑜𝑙 𝑔⁄ ]. In order to give a better 

comparison of this test and TEST(IV), in Table 14 are also reported the same quantities 

but of the oldest test. 

 

Table 12: Comparison of CO yield and maximum CO yield of the first stage performed at T=750 °C and 
second stage at T=850 °C of TEST (VII). 

 

 

 

 

 

  𝑻 = 𝟕𝟓𝟎 °𝑪 𝑻 = 𝟖𝟓𝟎 °𝑪 

N° 

Cycle 

𝐇𝟐 Content 

[%] 

𝑪𝐎 yield 

[𝛍𝐦𝐨𝐥 𝐠⁄ ] 

Max 𝑪𝐎 yield 

[𝛍𝐦𝐨𝐥 𝐠 ∙ 𝐬⁄ ] 

𝑪𝐎 yield 

[𝛍𝐦𝐨𝐥 𝐠⁄ ] 

Max 𝑪𝐎 yield 

[𝛍𝐦𝐨𝐥 𝐠⁄ ∙ 𝐬] 

1 5 1396 8.60 2068 16.55 

2 8 1434 8.78 2252 18.76 

3 10 1458 8.97 2364 20.03 

4 15 1514 9.31 2583 22.11 

5 20 1558 9.59 2714 22.86 

6 40 1688 10.41 3123 26.33 

7 60 1790 11.11 3469 28.95 

8 80 1944 12.20 3884 31.93 

9 100 2190 13.96 4524 36.01 
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Table 13: Comparison of CO yield and maximum CO yield in of the first stage performed at T=750 °C and 

second stage at T=850 °C of TEST (IV). 

 

Firstly, concerning results at 850°C, the first thing we can observe is the difference in terms 

of global CO yield and maximum CO production: by using a reducing mixture at 100% H₂ 

and a oxidating one at 20%CO₂/N₂, it is reached 4524 [𝜇𝑚𝑜𝑙 𝑔⁄ ] as global CO yield and 

36.01 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] as maximum CO production value, while when the hydrogen 

concentration in 10%/N₂ and the carbon dioxide is at 100% these values become 2278 

[𝜇𝑚𝑜𝑙 𝑔⁄ ] and 26.08  [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] respectively. This difference in production can’t be 

neglected and it means that when the temperature is fixed at 850°C, the increase of the 

hydrogen content in the reduction step leads to a higher production rate in comparison to 

the increase of CO₂ concentration in oxidation. However, when the temperature is at 750°C 

this difference is less marked (values are similar in the two cases). This evaluation confirms 

the fact that temperature is the predominant parameter for the redox performance of this 

material and by enhancing reduction phase parameters and reducing the SFNM-04 sample, 

the highest production rates (until now) can be reached. In conclusion, it can be stated that 

varying both the oxidation and reduction parameters the final production can be improved, 

but the first case is limited if compared to the results of the second. Certainly, the 

  𝑻 = 𝟕𝟓𝟎 °𝑪 𝑻 = 𝟖𝟓𝟎 °𝑪 

N° 

Cycle 

𝑪𝑶𝟐 Content 

[%] 

𝑪𝐎 yield 

[𝛍𝐦𝐨𝐥 𝐠⁄ ] 

Max 𝑪𝐎 yield 

[𝛍𝐦𝐨𝐥 𝐠 ∙ 𝐬⁄ ] 

𝑪𝐎 yield 

[𝛍𝐦𝐨𝐥 𝐠⁄ ] 

Max 𝑪𝐎 yield  

[𝛍𝐦𝐨𝐥 𝐠⁄ ∙ 𝐬] 

1 6 1115 4.85 1800 10.11 

2 9 1118 5.35 1937 12.42 

3 12 1139 5.95 2027 14.24 

4 15 1194 7.29 2090 15.45 

5 20 1500 9.36 2183 17.49 

6 30 1723 11.29 2224 20.04 

7 40 1895 12.62 2341 21.78 

8 60 2111 14.59 2622 23.70 

9 80 2158 16.06 2689 25.16 

10 100 2270 17.25 2778 26.08 
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optimization process to find the highest CO production is a tradeoff and so the combination 

of the best reductive and oxidative conditions. In Figure 4.17, the maximum CO produced, 

and CO₂ converted as function of H₂ concentration are plotted, this time for the second 

stage at 850°C. In this case a stronger linearity of the curves can be noticed and, differently 

from the first stage, the lines increase monotonically. 

 

 

Figure 4.17: Maximum CO yield (left-y axis) and CO₂ converted (right-y axis) plotted as function of the H₂ 
concentration for the second stage at 850°C. 

 

The two curves follow almost the same identical trend, and the maximum resulted 

conversion of CO₂ is about 24.2 %, more than twice the value of the previous stage. The 

fact that these curves never reach a plateau means that we never reach (or approach to) the 

total reduction condition of the sample. Indeed, as it was assessed for the oxidation 

(TEST(IV)), if the material is fully reduced, the CO global yield should not vary as 

function of the H₂ concentration. Again, this statement remains a hypothesis since its 

demonstration is difficult to verify and depends on the reliability of the measured data. 
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4.8 TEST (VIII): Variation of H₂ content in non -
isothermal cycles – 9 cycles 
 

This test is the correspondent of TEST (V), where non-isothermal cycles are performed for 

each different concentration of hydrogen. In particular, the H₂ content range is varied from 

5% to 100%, the temperature of reduction is 850°C and the oxidation temperature is 750°C. 

As the previous tests, the purging steps are again linked to the temperature program, which 

use the same ramps (up and down) used until now. The oxidation step last 15 min with 

20% CO₂/N₂, while each reduction has a duration of 1 hour. Again, the pretreatment in air 

is performed at 500°C in order to delete eventual contaminants and to guarantee an 

oxidized sample before starting the simulation. The graphical and numerical results are 

reported in the following. 

 

 
Figure 4.18: CO Production of TEST (VIII). 
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Table 14: Results for each redox cycle of TEST (VIII). 

 

 

While the H₂ content increases, the CO production rate increases too, as expected. From 

the comparison of these values with those found in TEST(V), we can see similar CO peaks 

values but, however, the global yield results higher in this case, slightly when the H₂ 

concentrations are low, remarkably when the H₂ content is high. The maximum CO 

production reached in this test is 20.69 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] for 100% H₂ concentration and 20% 

CO₂/N₂, while it was found 19.47 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]for 10 H₂/N₂ and 100%CO₂ conditions; the 

correspondent values of the global CO yield are 4034[𝜇𝑚𝑜𝑙 𝑔⁄ ] and 2413[𝜇𝑚𝑜𝑙 𝑔⁄ ]. The 

significant difference between these values, together to a similarity in the maximum CO 

peaks, indicates that the variation of hydrogen content presents again a predominant role 

in comparison to the CO₂ one. The kinetics shows similar behaviour to the one found in 

TEST (V), with a global difference in the CO peak of 10.51 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] (in the previous 

test the difference was of 13.98 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] passing from 6%CO₂/N₂ to 100%). Another 

interesting point of view can be found by comparing these results with ones from TEST 

(VII), whose cycles are isothermal. 

- TEST (VIII), non-isothermal conditions with 750°C as oxidation temperature and 

850°C for reduction: the global CO yield reached is 1739 [𝜇𝑚𝑜𝑙 𝑔⁄ ] and maximum 

𝐶𝑂 production of 10.18 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] (when the reducing environment contain 5% 

N° 

Cycle 

𝑯𝟐 Content 

[%] 

𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

Max 𝑪𝑶 

[%] 

Max 𝑪𝑶 yield 

[𝝁𝒎𝒐𝒍 𝒈 ∙ 𝒔⁄ ] 

𝑪𝑶𝟐 conversion 

[%] 

1 5 1739 1.37 10.18 6.84 

2 8 1916 1.50 11.16 7.50 

3 10 1995 1.55 11.56 7.77 

4 15 2157 1.66 12.33 8.29 

5 20 2286 1.72 12.80 8.60 

6 40 2667 1.92 14.30 9.61 

7 60 2982 2.10 15.63 10.50 

8 80 3424 2.42 17.98 12.09 

9 100 4034 2.78 20.69 13.90 
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H₂/N₂), while the global 𝐶𝑂 yield reached is 4034 [𝜇𝑚𝑜𝑙 𝑔⁄ ] and maximum 𝐶𝑂 

production of 20.69 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] for 100% H₂ content; 

- TEST (VII), second stage, isothermal conditions at 850°C: 2068 [𝜇𝑚𝑜𝑙 𝑔⁄ ] and 

16.55 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] are the results for 5% of hydrogen, while 4524 [𝜇𝑚𝑜𝑙 𝑔⁄ ] and 

36.01 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] when using a 100% concentration. 

Therefore, TEST (VIII) establishes again that it is better to operate in isothermal condition 

with respect to the non-isothermal one. But at the same time, observing the results obtained 

during the second stage of TEST (IV) performed in isothermal conditions (850 °C) with a 

𝐶𝑂ଶ content of 100 %, it noticed that TEST (VIII) presents significantly higher values 

even if in this configuration the oxidation temperature is lower (750 °C) and there is a 

lower 𝐶𝑂ଶ concentration in the gas oxidizing flow. More precisely, comparing these results 

listed in Table 15 and those summarized in Table 7: 

- During the second stage of TEST (IV) performed in isothermal conditions at 850°C, 

with a 𝐶𝑂ଶ content of 100 % of the gas oxidizing flow during the oxidation step, and 

using a reducing gas flow composed by 10 % 𝐻ଶ/𝑁ଶ during the reduction step, it is 

reached a 𝐶𝑂 yield of 2778 [𝜇𝑚𝑜𝑙 𝑔⁄ ] and a 𝐶𝑂ଶ conversion rate of 3.57 %. 

- Differently, during TEST (VIII) performed in non-isothermal conditions (oxidation 

at 750°C and reduction at 850°C), with an oxidizing gas mixture composed by 

20 % 𝐶𝑂ଶ/𝑁ଶ and a reducing gas mixture of 100 % of 𝐻ଶ, it is achieved a global 𝐶𝑂 

yield of  4034 [𝜇𝑚𝑜𝑙 𝑔⁄ ] and a 𝐶𝑂ଶ conversion rate of 13.90 %. 

This difference explains that, at low oxidation temperature and low CO₂ concentration, it 

is possible to increase the CO production significantly by promoting the reduction step, in 

order to enhance oxygen vacancies creation. Concerning the amount of CO₂ converted, we 

can observe that the maximum of this value is obtained during the reduction investigation; 

24.20% of carbon dioxide conversion is reached while using a 100% H₂ reducing gas flow 

and 20%CO/N₂ as oxidizing gas, while during oxidation investigation a maximum of 

23.43% is obtained in TEST(IV) using 6% CO₂/N₂ as oxidizing mixture and 10% H₂/N₂ as 

reducing one. The meaning of this result is that, keeping the temperature and duration 

parameter equal, higher CO₂ conversion rates can be reached enhancing the reduction 

phase rather than acting on the oxidation parameters. 
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With TEST (VIII) the SFNM-04 behaviour investigation varying reduction parameters is 

concluded. H₂ concentration in the reducing gas flow affects more the fuel production if 

compared to the control of the CO₂ content variation. At the same time, by changing the 

amount of hydrogen the reaction kinetics doesn’t show any difference, since all the CO 

peaks rise at the same time and have the same duration; this is opposite to what found while 

investigating the CO₂ content variation, when a change in this parameter brought to a faster 

CO production, with the peaks moving towards left as the carbon dioxide in the oxidizing 

flow was growing. So, it is possible to state that the reaction kinetic is surely affected by a 

variation in the CO₂ concentration and produce an acceleration in the fuel production when 

its content is increased; on the other side, changing the reduction step doesn’t seem to 

influence the kinetic, since all the peaks grows together. However, in this last case, curves 

width grows and this is an indication of the effect that reduction has on the material: when 

performing a cycle using a more reductive environment (hence, more hydrogen content in 

the reducing flow), the number of created oxygen vacancy increases and then, during 

reduction, the time needed by the CO₂ molecules to occupy all the free sites will be higher 

(since there are more of them) and the final fuel production will present an increment too. 

After the study of SFNM-04 redox performances at the variation of reduction and oxidizing 

parameters, an evaluation of possible effect of the step duration on the CO production is 

performed in the final two tests, namely TEST (IX) and TEST (X). The needing of such 

evaluation will be better explained in the next paragraphs. 

 

4.9 TEST (IX): Variation of reduction times – 6 cycles 
 

This test is performed in isothermal conditions at 850°C and with the reference 

concentrations for both reduction and oxidation: 10% H₂/N₂ and 20% CO₂/N₂. The 

difference with the TEST (I) consists in the variation of the time of the reduction step: 

while in all the previous simulations the reduction time was set to 60 min, now it is changed 

within the range 15-120 min. The oxidation step is kept constant at 30 min. The choice of 

using reference conditions instead the one with the highest performance is because in this 

case a better evaluation of the role of the reduction time can be performed. The graphical 

and numerical results are reported in the following. 
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Figure 4.19: CO Production of TEST (IX). 

 

Table 15: Results for each redox cycle of TEST (IX). 
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1 15 1454 1.60 7.98 

2 30 1864 2.08 10.39 

3 45 2129 2.41 12.03 

4 60 2356 2.64 13.22 

5 90 2607 2.95 14.74 

6 120 2793 3.16 15.80 
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Generally, the increase of reduction time brings to an increase of CO production, as 

expected. Indeed, if we maintain the hydrogen composition while increasing the time in 

which H₂ “sees” the sample, the molecules have the possibility to reach deeper parts of the 

lattice, and not just the surface of the material; ideally, with a very long reduction step, the 

entire perovskite structure could be reduced, because it is allowed the diffusion of the gas 

mixture in the whole bulk material and more oxygen vacancies are created. What we 

normally experience, instead, is a reduction that involves only the surface of the sample, 

where the reaction is promoted by ex-solution phenomena. So, the consequence of a higher 

reduction time is expected to be a higher fuel production since there is more place where 

CO₂ molecules can react. The results of this test confirm this concept: the lowest CO 

production is obtained with 15 min of reduction and correspond to a global CO yield of 

1454 [𝜇𝑚𝑜𝑙 𝑔⁄ ], almost 60% lower than values found in the reference (60 min); the highest 

production is reached reducing for 120 min, resulting in 2793 [𝜇𝑚𝑜𝑙 𝑔⁄ ] as global CO 

yield, which represents 19% more than the reference. Analysing the CO peaks values and 

the rate of CO₂ conversion an equal response is detected (Figure 4.20). 
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It can be observed an almost linear behaviour in the first part of the plot (until 60 min), and 

then a tendency towards a plateau. The main goal of this simulation (with the variation of 

reduction time) is that in TEST (VII) the results was indicating that a fully reduced 

condition of the sample wasn’t experienced even with 850°C and 100% H₂ in the reducing 

gas mixture: the third parameter analysable to reach this condition is the time. The resulting 

plot in Figure 4.10 clearly shows that even doubling the time of reduction, the material is 

not fully reduced yet. However, the trend is not fully linear but presents a plateau, 

indication of the fact that this condition is being reached. Further simulation should be 

carried on in the future to investigate better this topic, as example using the maximum 

reducing condition (850°C and 100 %H₂/N₂) and increasing the duration until the time 

variation doesn’t affect anymore the CO production and CO₂ conversion. Since these 

conditions would be too extreme, a further study regarding the reduction time is not 

performed, but the next test is focused on analysing, starting from this condition, how much 

the CO production can increase if the sample is left in oxidizing environment for a lot of 

time. 

 

4.10 TEST (X): 7 hours oxidation cycle – 1 cycle 
 

The last test focuses on the investigation of the influence of the oxidation time in the fuel 

production of SFNM-04 perovskite. This simulation is composed by only 1 long cycle, 

where the sample is left in the oxidating environment for 7 hour (420 min), instead of the 

usual 30 min. The composition of the oxidizing and reducing gas flows are respectively 

20% CO₂/N₂ and 100% H₂/N₂ and both steps are performed at constant temperature of 

850°C. The reduction step lasts 120 min. Graphical results are reported in the following. 
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Figure 4.21: CO Production of TEST (X). 
 

During this long oxidation step, CO₂ molecules have the possibility to occupy not only the 

oxygen vacancies in material surface, but also to arrive to the bulk of the perovskite lattice. 

The consequences of this phenomena are confirmed analyzing the results of this test. The 

highest CO production rate is obtained, with a peak of 46.13 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ] corresponding 

to a 6.20% of volume and to a CO₂ conversion rate that overcome the 30% (precisely 31%) 

value, which represent the highest result reached so far. The choice for the parameters of 

the test is due to the needing of trying to arrive at the maximum oxidation condition of the 

material, hence the upper limit in fuel production that could be experienced starting from 

the known condition of TEST(IX). The post processing of the data was challenging in this 

case, because require an investigation about the CO production values in proximity of the 

oxidation curve. Indeed, in this test the CO peak is reached after 150 s, but the following 

tail stabilizes at values which are higher than ones from previous peaks. A possible 

explanation of this situation could be found in an inaccuracy of the gas analyser or in a 

wrong reading of the instrument. Of course, these hypotheses can’t be confirmed. For a 

better analysis of the phenomena, a white test (hence a simulation without the sample 

inside the microreactor) is performed too, and the comparison between the two curves is 

reported in Figure 4.22.  
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Figure 4.22: CO Production of TEST (X) (yellow curve) compared with the CO Production of white test 

(blue curve). 

 

The grey curve correspond to the white test since there is the lower peak: the presence of 

this peak while no SFNM-04 sample is inserted in the reactor means that there is always 

an error due to the gas analyser, which temporarily misread the sent flux of CO₂ with the 

presence of CO molecules; however, this peak is so small that its presence doesn’t 

influence the final results (upper magnification). Regarding the tails, it can be observed 

that the grey curve stabilizes around 0.10 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ], while for the oxidation curve 

corresponding to the real simulation this happens around 0.25 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]. Since the 

white test results can be considered as an indication of what the analyser read without any 

reaction, the grey curve can be considered as the zero of the instrument. The difference 

between the two curves, even if little (0.15 [𝜇𝑚𝑜𝑙 𝑔 ∙ 𝑠⁄ ]) could mean that the oxidation is 

not finished yet and so there is still a small CO production that continues even after several 

hours from the peak. Another explanation is that the redox reaction is continuing because 
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an equilibrium condition is reached. To conclude, the CO yield of the simulation is 

evaluated. In order to that, other two different methods have been implemented, in addition 

to the integration explained at the beginning of the chapter, because of the long oxidation 

time. The three methods for the calculation of the area under the curve (and so the CO 

yield) are: 

1. AREA 1:  the global CO yield is evaluated in the usual way, considering only 

the area under the peak, and cutting the tail when the first derivate gets down 

to the fixed tolerance value. 

 

2. AREA 2: the global CO yield is evaluated considering the area obtained by the 

net subtraction of the yellow oxidation curve and the blue curve corresponding 

to the white test. 

 

  

3. AREA 3: the global CO yield is calculated considering the entire area under the 

yellow oxidation curve. 

 

The results obtained with the three different methods are reported in Table 17. 

 

Table 16: Global CO yield of TEST (X) evaluated considering three different numerical integration 

methods. 

 

 

 

 

Comparing the three quantities, it is evident the dependency of the global CO yield with 

the employed method: the way the curve integration is performed strongly affect the 

results.  

𝑪𝑶 yield 

Area 1 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

𝑪𝑶 yield 

Area 2 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

𝑪𝑶 yield 

Area 3 

[𝝁𝒎𝒐𝒍 𝒈⁄ ] 

6344 11282 16778 
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With TEST(X) the set of experimental simulation is concluded: a more detailed analysis 

of the ten tests will be presented in the next chapter. 
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Chapter 5 

5.  Discussion of the results 
 

The double perovskite SFNM-04 has shown an optimal stability through the cycles, 

presenting replicable results for all the ten tests. In particular, the redox ability of the 

material has been evaluated investigating different conditions: 

 

- Both reduction and oxidation temperature varied between 550°C and 850°C. 

- A H₂ content in the reducing gas flow from 5% to 100% in N₂ based gas mixture. 

- A CO₂ concentration from 6% to 100% in N₂ based gas mixture for the reducing 

step. 

- Duration of the reduction from 15 min to 120 min. 

- Oxidation times of 30 min and 7 hours. 

 

TEST(I) represents the reference, calculated at 850 °C, 10% H₂% (for 60 min) and 20%CO₂ 

(for 30 min). Then in the first part, from TEST (II) to TEST(V), the experiments focused 

on the influence of the oxidation parameters on the performance of the perovskite. 

Increasing the oxidizing temperature an increase in the reaction kinetics and in the CO 

production is experienced. For 550°C the maximum production rate is 3.4  [𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ] 

(0.45% of CO in the gas mixture), while for 850°C the value grows up to 18 [𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ] 

(2.4% of CO). TEST (VI), TEST (VII) and TEST(VIII) explore instead the reduction side 

of the cycle. Concerning the temperature level, the CO production rate after a reduction at 

550°C is about 8 [𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ] and at 850°C is 19 [𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ], respectively 1.1% and 

2.5% in the gas mixture. For each curve the trend is the same: a fast initial increase (which 

corresponds the to the first rapid ion incorporation into the oxygen vacancies) and then a 

fast decrease, with a long tail which stabilize at a low value. The shape of the curve is 

affected by the operating temperature because it enhances the oxygen vacancy creation as 

well as activates some positive phenomena like ex solution, resulting in an accelerated 

reaction kinetics and so a higher CO production. 
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Regarding the gas mixture composition, we can note that, generally, an increase of the 

concentration of both the oxidizing and reducing agent brings to an increase in the CO 

production. With 6% CO₂/N₂ the CO production rate obtained at 850°C is 10.11 

[𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ], with pure CO₂ is 26.08 [𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ] and the kinetics results faster: in this 

case the time needed for reaching the peak is almost half of the case with the lowest 

concentration (120 s instead of 200 s). For the reduction step at 5% H₂/N₂ the maximum 

CO production is 16.55 [𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ], while for the 100% H₂ reaches the value of 36.01 

[𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ]. Comparing these results, we can assert  that the influence of the an higher 

concentration of the reducing gas is bigger if compared to the one given by the higher 

content of CO₂ during oxidation. The explanation can be that with more H₂ inside the 

reducing mixture, not only reduction is enhanced (and more oxygen vacancies are created 

in the SFNM-04 lattice), but also ex-solution phenomena is positively affected, even if it 

still dependent mainly from the reduction temperature. However, varying the amount of 

hydrogen doesn’t seem to affect the kinetic of the oxidation reaction, since each curve 

presents the peak after the same amount of time; instead, changing the CO₂ content, the 

oxidation curves tend to move toward the left (when CO₂ increase), indicating an 

acceleration of the kinetic. Probably this phenomenon is due to the fact that a higher CO₂ 

concentration directly affects the CO formation reaction and, in particular, it can be 

translated in a higher partial pressure CO₂ gradient between the SFNM-04 sample and the 

oxidizing flux, facilitating the occupation of the vacancies. 

 

The final tests, namely TEST (IX) and TEST (X), studied the influence of the reaction time 

in the fuel production process. As expected, a longer time of reduction is translated in a 

bigger CO production, even if both temperature and gas mixture concentrations were fixed; 

the reason of that is given to the fact that, leaving the material in a reducing environment 

for more time, hydrogen has the possibility to reach the bulk lattice, creating more oxygen 

vacancies where CO₂ molecules can react in the following step. Instead, if the reacting 

time is low, the redox reaction remains limited to the surface (where it starts thanks to the 

catalytic properties of SFNM-04 and ex-solution phenomenon). Increasing the oxidation 

time, it is observed an increase in CO production, but the difference in respect to the 

reference case is less important than the previous case. From the experience maturated with 

the performed test, the optimal configuration is finally obtained in TEST (X), where the 

following parameters are used: 
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- 100 % H₂/N₂ as reducing gas mixture. 

- 20% CO₂/N₂ as oxidizing gas mixture. 

- Reaction duration of 120 min for reduction step and 420 min for oxidation step. 

- Isothermal cycle at 850°C. 

In this condition, the results of the thermochemical cycle performed are: 

- 46.13 [𝜇𝑚𝑜𝑙 𝑔/𝑠⁄ ] as maximum CO production rate. 

- 6344 [𝜇𝑚𝑜𝑙 𝑔⁄ ] as global CO yield. 

- 6.20 % of CO produced in the final mixture. 

- 31 % of CO₂ converted during oxidation. 

These values represent the best result obtained in the ten tests performed up to now. Thanks 

to this study a better understanding of the SFNM-04 double perovskite material has been 

reached and the results reported and classified. Further studies should be carried on for this 

material, especially regarding the characterization of phenomenon such as ex-solution or 

carbonates formation. Indeed, ex-solution is a very interesting phenomenon happening 

during the reduction phase and can be considered as the reason why the variation of 

reduction parameters affects harder the cycle performance in comparison to a change in 

the oxidation ones. Indeed, it is one of the most important properties of the SFNM-04 

material and it implies a grow of the structure during the reduction step, when Fe2+ and 

Ni3+ cations move from the lattice towards the surface, where they form a 𝐹𝑒𝑁𝑖ଷ alloy: 

this is translated in two positive effects: 

1. the exsolution of Fe2+ and Ni3+ ions create a lot of vacancies inside the lattice. 

2. 𝐹𝑒𝑁𝑖ଷ metal alloy acts like a catalyst for the oxidizing reaction, thus improving the 

final fuel production. 

The structural and surface transformations happening during ex-solution are depicted in 

Figure 5.1. 
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Figure 5.1: Ex-solution transformation under reducing atmosphere in the crystal structure (a) and in the 
surface morphology (b) [155]. 

 

Another consequence of the ex-solution phenomenon is the sulphide and coke poisoning 

resistance of the 𝐹𝑒𝑁𝑖ଷ alloys. However, a high amount of Ni can create some 

disadvantages, because of the creation of carbonates. Indeed, Hu et al. [157] reported the 

creation of strontium carbonate (𝑆𝑟𝐶𝑂ଷ) caused by the catalyst action of Ni in the 

𝑆𝑟ଶ𝐹𝑒ଵ.ହି௫𝑀𝑜଴.ହ𝑁𝑖௫𝑂 (𝑥 = 0, 0.005, 0.1, 0.2) double perovskite. This material is usually 

employed as cathode for CO₂ electroreduction, and nickel is needed, since the presence of 

𝐹𝑒 − 𝑁𝑖 cations promote the process; however, because of the weak 𝑁𝑖 − 𝑂 bonds created 

in the material (which favourite the 𝑆𝑟𝐶𝑂ଷ formation than the CO₂ reduction), carbonates 

are generated, and their deposition blocks the charge transfer and diffusion of molecules 

on the surface of the cathode. Hu reported that the driving force for the creation of these 

carbonates is the voltage applied to the SOEC (Solid Oxide Electrolysis Cell). Instead, 

when performing redox cycles inside chemical looping process, the main problem given 

by these carbonates is that they block the re- oxidation of the sample, reducing the CO final 

production; in this case, the driving force is the high temperature heat coming from the 

concentrating solar panels. With the experiments performed in the microreactor, the correct 

detection of carbonate creation can’t be made. However, in TGA, if a continuous increase 
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of the mass sample during oxidation is experienced, probably it means that carbonates 

compounds are generating. 

In conclusion, we can assert that ex-solution phenomenon is responsible for the enhanced 

electronic/ionic conduction and catalytic properties of the SFNM-04 double perovskite; 

however, an excessive 𝑁𝑖 doping can bring to pore blocking as consequence of carbonates 

creation and thus damaging the stability and repeatability of the cycles: that’s why the 

nickel doping process for SFM structure is crucial in order to create an optimal perovskite 

material for chemical looping application.  
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Chapter 6 

6. Conclusions 
 

This work is aimed to evaluate the behavior and the performance of a new double 

perovskite material in chemical looping applications for the splitting of CO₂. This material, 

namely 𝑆𝑟ଶ𝐹𝑒𝑀𝑜଴.଺𝑁𝑖଴.ସ𝑂଺ିఋ  (SFNM-04), has been synthesized by University of Udine. 

The study is inserted in a collaboration project between the Massachusetts Institute of 

Technology (M.I.T.) of Boston, University of Udine, and Polytechnic of Turin. Tests were 

performed at the 𝐶𝑂ଶ Circle Lab of the Environment Park, Turin. Chemical looping is a 

very interesting technology in which redox cycles are carried out in suitable reactors, 

driven by high temperature energy coming from concentrating solar. During cycles, 

reduction and oxidation reactions take place between the oxygen carrier and reducing and 

oxidating fluxes entering the reactor: oxygen carrier materials are firstly reduced and then 

regenerated during the oxidation in CO₂ at the end of the cycle, producing CO, in this case, 

but also hydrogen when water is used as oxidating agent. Most of the research is aimed at 

finding the best suitable material for this type of application. In this dissertation a new 

double perovskite structure has been investigated. As already known from literature, 

perovskite structures are very stable during cycles and can contain a big amount of oxygen 

vacancies, leading to higher productivity in comparison to common materials. 

Furthermore, double perovskites as SFNM-04 present the ex-solution phenomenon during 

reduction, which results in a grow of the structure and in the formation, from ex-solution, 

of Iron-Nickel alloy nanoparticles on the surface of the material; these alloys have catalytic 

properties, enhance the reactivity of the oxygen carrier and create more vacancies in the 

lattice. In this work, experimental tests are described in order to study the SFNM-04 

properties during all the thermochemical cycles and understand which are the most 

performative condition for the material. In particular, the parameters considered are 

temperature, concentration of hydrogen and carbon dioxide inside the reducing and 

oxidating mixtures, and the time in which the sample is left in these two types of 

environments. The operated conditions are changed following these ranges: 

- Temperature of oxidation and reduction between 550°C and 850°C. 
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- Reducing and oxidizing mixture composition using from 5% to 100% of H₂/N₂ and 

from 6% up to pure CO₂ during reduction and oxidation steps, respectively. 

- Reduction time from 15 min to 120 minutes. 

- Oxidation time of 15, 30 and 420 minutes. 

An electric furnace is used to simulate solar energy and the reactor can be considered as 

continuous flow reactor in which the sample is inserted, inside a boat-shaped alumina 

crucible. Final performances are evaluated in terms of global CO production rate, CO final 

yield and CO₂ converted. Results show the suitability of SFNM-04 double perovskite 

structure for chemical looping applications, because of its stability during cycles 

(productivity doesn’t seem to be affected by the operated number of cycles), the high 

number of vacancies created, and reactivity with carbon dioxide for fuel production. The 

best performances are obtained with the following operating characteristics: 

- Isothermal cycle at 850°C. 

- 100% H₂ gas flow for the reducing ambient for 60 minutes. 

- 20% CO₂/N₂ oxidating environment for 420 minutes. 

A bigger concentration of hydrogen in the reducing mixture is found to enhance the 

reduction of the sample, as well as a higher temperature and duration of the step. More H₂ 

in the environment helps the oxygen vacancies creation mechanism, while temperature 

activates ex solution phenomenon and extended times of reaction guarantee a reduction up 

to the bulk lattice. Concerning the oxidation, similar considerations can be done for 

temperature, CO₂ concentration and oxidation duration. After the ten cycles it can be stated 

that a completed reduction or oxidation of the material is never experienced. White tests 

have been performed too, in order to study better the tail that the CO production rate curves 

show for each test: a difference is found between the tail of the real test (with the SFNM-

04 sample inside the reactor) and the white test, meaning that the material continues its 

oxidation after the peak, even after some hours: indeed, TEST(X) curves shows this 

behaviour with a duration of oxidation of seven hours. The explanation for this long tail is 

also found in a possible difficulty of the CO₂ molecules to reach the inner part of the lattice. 

However, it must be noticed that the behaviour experienced can be due to various 

mechanism not directly visible using the gas analyser system in the laboratory and thus 

difficult to identify. One of these phenomena, which certainly needs for more attention, is 

the carbonate and molybdates creation (𝑆𝑟𝐶𝑂ଷ and 𝑆𝑟𝑀𝑜𝑂ସ)  due to the 𝑁𝑖 presence on 



136 
 

the surface (after the ex-solution). Indeed, nickel is a powerful catalyst and promotes the 

carbonate formation, negatively affecting the sample redox performances: 𝑆𝑟𝐶𝑂ଷ hinders 

carbon dioxide dissociation and stabilize 𝑆𝑟𝑀𝑜𝑂ସ, which represents the insulating phase. 

For a better comprehension of this SFNM-04 behavior, future tests could be carried out 

using thermogravimetric analysis (TGA), which measures mass evolution during the 

cycles. X-ray diffraction XRD post-mortem and SEM (Scanning Electron Microscopy) 

analysis are also useful instruments. 

In conclusion, double perovskite SFNM-04 material resulted as promising oxygen carrier 

for chemical looping application: the highest attraction is due to its regenerability 

properties, stability and to the fact that shows good results at lower temperatures in 

comparison to other materials, such as ceria or metal oxides. The temperature is indeed an 

important parameter: if the reduction can be performed at lower temperature, the cycle can 

be driven in isothermal condition, thus simplifying the process, and also leading to an 

easier integration of the chemical looping technology to different concentrating solar 

systems.  Chemical looping from solar energy is still at the first levels of research (proving 

the basing concept of the technology). This work is inserted in this phase. Once the 

technology is validated in laboratory and the best possible material for the process is found, 

the technology can shift to next level, in particular to a thermodynamic study of the cycle. 

Syngas produced via solar chemical looping will be a green, clean, solar fuel and it will 

certainly contribute actively to the energy transition the world is needing. 
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