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Summary

State of the art deep learning models, despite being successful in many applications,
have the problem of being sensitive to small perturbations in the input data. These
perturbations can be crafted by an adversary in order to “fool” a neural network
into making wrong predictions. This problem raises many reliability and security
concerns about the deployment of deep learning models in real world applications.
Adversarial training methods aim at improving the robustness of the model to such
attacks, but many of them—including state of the art techniques like Projected
Gradient Descent (PGD)—often lead to networks with lower unperturbed (clean)
accuracy. Additionally, some fast adversarial training techniques, e.g. the Fast
Gradient Sign Method (FGSM), suffer from a problem called catastrophic overfit-
ting, which occurs when a model becomes very robust to a particular adversarial
attack used during training, but can not generalize to others. Starting from these
considerations and building on the notions of uncertainty estimation techniques the
aforementioned problems will be tackled by introducing a novel class of adversarial
attacks that instead of having the goal of fooling the network, aim at maximizing
its uncertainty. These attacks will be extensively analyzed in various settings
and under several uncertainty estimation frameworks, such as Bayesian Neural
Networks (BNNs), Monte Carlo Dropout (MCD), and a Gaussian Processes based
method called Deterministic Uncertainty Estimation (DUE). It will be shown,
using the MNIST, FashionMNIST and the CIFAR-10 datasets, how this approach,
implemented both in the image and in the latent space of a neural network, does
not deteriorate the clean accuracy of the model, is robust to catastrophic overfitting
and to PGD attacks.
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Chapter 1

Introduction

Deep Learning techniques are nowadays used to solve problems with performance
levels that were unthinkable several years ago. For example these methods had a
great success in visual tasks, like image classification [1] [2], segmentation [3] and
clustering [4].

However, deep learning models can be easily fooled by adversaries that are able
to craft ad hoc samples with the goal of making the predictions of the network
wrong [5][6]. In the particular case of image classification, it has been shown that
with a relatively small effort it is possible to create some adversarial images that,
given in input to a network with high accuracy on clean (non adversarial) data,
lead to very poor output predictions. These samples appear practically identical to
the original ones, but are able to fool a state of the art deep model. This is usually
done by adding very small perturbations to the input images.

The existence of adversarial samples leads to a wide variety of problems in
the fields of security, reliability, and interpretability of neural networks. Several
solutions have been proposed as defenses to adversarial attacks [7], in general, they
can be divided in two categories:

• Adversarial Training. This approach consists in including in the training
samples the perturbed adversarial ones (see Section 2.2). In this way, it is
possible to make the network more robust. Unfortunately most of the times
this robustness comes at the expenses of the clean accuracy, i.e. the accuracy
measured on non perturbed samples. Furthermore, when doing adversarial
training with attacks that are fast to compute, like the Fast Gradient Sign
Methods (FGSM) [5] it is possible to run into the problem of Catastrophic
Overfitting (CO) [8], that happens when the network becomes very accurate
in classifying samples perturbed with the attack that has been used during
training, but is not able to generalize to other, stronger attacks during testing.

• Adversarial Detection. This strategy on the other hand consists in finding

1
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ways to detect adversarial samples in order remove them from the dataset.
Detection methods aim at discriminating adversarial samples from clean ones.

In this thesis, we focus on the former, namely on Adversarial Training (AT).
A separate line of work focuses on the estimation of the uncertainty associated

with the predictions of a model [9]. In the case of image classification the most
common framework for Neural Networks (NNs) consists in providing a Softmax
output, i.e. for each class an estimation of the probability of a sample to belong to
that class. This output is only a point estimate of such probability, but in a lot
of different settings it could be useful to also know how uncertain the network is
about a particular prediction. Several methods exist in order to give the network
this ability. Some of them are Bayesian Methods that make each parameter of the
model a random variable; in this way outputs are stochastic and based on that it
is possible to compute the uncertainty of predictions [10]. This type of network is
known as Bayesian Neural Network (BNN) and in general, it can not be trained
directly because of intractability problems (see Section 2.3.1). A lot of strategies
have been proposed for approximating a BNN using techniques like Variational
Inference (VI) [10], Monte Carlo (MC) [11] sampling or Monte Carlo Dropout [12]
(see Section 2.3.2). Furthermore, recently some methods have emerged to compute
the uncertainty of a neural network in a deterministic way using a single forward
pass and by exploiting techniques like, for instance, Gaussian Processes (GP) [13]
(see Section 2.3.4). An example of this is the Deterministic Uncertainty Estimation
(DUE) method [14].

Uncertainty estimation is still an open problem and a lot of metrics have been
proposed for catching it [15][16][17], but in the general case two main categories of
uncertainty are studied (see Section 2.3.3):

• Epistemic. This is the uncertainty present in the model and in theory can be
explained given enough training samples.

• Aleatoric. Related to the noise inherent in data.

The goal of this project is to merge the two lines of work described above,
adversarial robustness and uncertainty estimation. The primary question posed
at the beginning of this thesis was: Is there a correlation between samples that
can be perturbed to successfully attack the model and on-average increased model’s
uncertainty estimates for those samples? And if true, would it be possible to perform
an uncertainty-guided exploration to find adversarial samples? To answer the first
question some preliminary experiments were done on the MNIST dataset [18], using
both the Monte Carlo Dropout [12] approach and the Variational BNN approach
[10] (see Chapter 3). After having found that the model’s estimated uncertainty
is on-average higher when the Projected Gradient Descent (PGD) adversarial
perturbation [19] is applied to the input data with respect to when no perturbation
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is applied to the samples, this work focuses on designing some adversarial attacks
that aim at maximizing the model’s uncertainty. These Uncertainty Targeted
Attacks (UTA) will be extensively analyzed in the rest of this work from different
perspectives and using different methods and it will be shown how uncertainty-
guided exploration has some advantages with respect to state of the art techniques
(see Chapter 4).

To summarize, the main contributions given in this thesis are the following:

• Study of the connections between uncertainty estimation and adversarial
training.

• Proposing a novel class of adversarial attacks that aim at maximizing the
model’s estimated uncertainty by modifying the input samples. These attacks
are called Uncertainty Targeted Attacks (UTAs).

• Empirical evaluation of the effectiveness of these attacks when implemented
either in the image space or in the latent space of a model and comparison
with the most widely used attack techniques using different uncertainty esti-
mation methods: BNNs, Monte Carlo Dropout, and DUE (based on Gaussian
Processes).

• Study on the effect of adversarial training on methods based on kernel learning.

It will be shown how attacks that aim at maximizing uncertainty do not de-
grade the test accuracy on clean (nonperturbed) data, are robust to catastrophic
overfitting and to state of the art attacks like Projected Gradient Descent.

3



Chapter 2

Related Work

2.1 Adversarial Attacks
As described in the previous chapter, Neural Networks (NNs), despite being
successful in a lot of complex tasks, can be easily fooled by an adversary that
modifies the input data in a way that maximizes the network loss given the modified
samples [6]. A classifier Cω : X → Rc can be defined as an hypothesis function that
maps an input sample x in the input space X from a finite dataset D = {xi,yi}N

i=1
drawn from the data distribution Pd, to an output ŷ ∈ Rc containing the prediction
over c possible classes; ω ∈ Ω represent the model’s parameters, what is usually
optimized during training. The output of the classifier consists in a vector with
the Softmax predictions of the network, i.e. for each class the probability that a
particular element belongs to that class.

A loss function can be defined as L : Rc × Z+ → R+ in the form of a mapping
that takes the prediction of the network given a sample (in the form of the
Softmax output) and the real class of the sample, expressed as a positive integer
corresponding to the index of the class from 1 to c, and outputs a real positive
number expressing how far the prediction of the network is from the actual class.
Training a network means minimizing this loss function given some training data.

After having described this setting one can imagine an adversary that takes
a normal (clean) sample x and adds to it a small perturbation δ such that the
resulting sample x+ δ maximizes the loss of the classifier:

max
δ∈∆
L(Cω(x+ δ),y) , (2.1)

where ∆ is the set of the allowed perturbations. Defining this set is not so
straightforward: the perturbations should be small in order to generate some
adversarial samples that are indistinguishable for a human from the clean samples
or at most are a little bit noisier. These perturbations on the other hand should
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be able to fool the classifier by making it believe that the samples belong to a
different class. Of course, it is not possible to define this set in an exact way, so
most adversarial attacks techniques define a subset of this ∆.

A reasonable choice of ∆ that is commonly used is the l∞ ball defined as:

∆ = {δ : ëδë∞ ≤ ε} (2.2)

where the l∞ norm of a vector a is defined as ëaë∞ = maxi |ai|, so using this
norm means constraining the magnitude of the perturbation to be inside the range
[−ε, ε]. [20] argue that the l∞ norm is the optimal distance metric to use to quantify
the similarity of two samples in the adversarial setting. Other choices of ∆ that are
commonly used are the l1 or the l2 ball. This last metric was used especially in the
beginnings of the adversarial attacks studies [6], because the l2 distance between
two samples stays small when there are many small changes to many pixels.

As a technical detail, usually when performing an adversarial attack the per-
turbed sample should be a valid sample, e.g. if all the elements of the dataset are
in the range [0, 1] then a perturbed x+ δ sample should lie in this range. This can
be enforced by clamping the adversarial samples to the desired values.

The type of attack introduced in Equation 2.1 is called untargeted, because its
goal is to fool the network by making it believe that a particular sample belongs to
a different, non specified, class. A different approach consists in targeted attacks:
in this case the attacker wants to fool the network by letting it believe a sample
belongs to a specific class different than the actual one. Mathematically, given the
real class index y and the target class index yt, targeted attacks can be defined as
follows:

max
δ∈∆
L(Cω(x+ δ),y)− L(Cω(x+ δ),yt) , (2.3)

so the attacker will maximise the loss of the classifier with respect to the real class
and minimize it with respect to the target class. In this work, only untargeted
attacks will be analyzed. The main method proposed in this thesis is called:
Uncertainty Targeted Attacks (UTAs). In this case the word targeted does not
refer to the fact that the attack targets a particular class, but it is related to the
fact that the target of optimization is uncertainty. The UTA method beside its
naming is non-supervised.

2.1.1 Fast Gradient Sign Method
In literature several methods have been proposed to generate adversarial perturba-
tions; one of the most famous is the Fast Gradient Sign Method (FGSM) [5] that
can be defined for the l∞ ball as:

δF GSM , ε · Sign∇
x
L(Cω(x),y)

2
. (2.4)
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This method consists in performing one optimization step, by computing the
gradient of the loss and then apply a perturbation of magnitude ε to each component
of the sample with the sign of the computed gradient. The basic idea here comes
from the intuition that for each component of the input data the best possible
adversarial attack inside the l∞ ball of dimension ε consists in taking the biggest
allowed step for maximizing the loss in the direction given by the sign of the
gradient. It could be shown that FGSM is the optimal attack under the l∞ norm
against a binary linear classifier [5]. However in practice, this is not the case for
deep neural networks [19].

A variant of the standard FGSM attack consists in starting from a random
point inside the ε ball and then adding the perturbation computed using the sign
of the gradients. It will be shown in the next sections that this helps in fighting a
common problem in adversarial training: catastrophic overfitting. This modified
perturbation is known as Random start FGSM (R-FGSM) [8] and can be defined
as:

δR−F GSM , Π
||·||∞≤ε

3
ξ + α · Sign

1
∇
x
L(Cω(x),y)

24
, (2.5)

where Π represent the projection into the l∞ ball, ξ ∼ U([−ε, ε]d) with d dimension
of the input space and the hyper-parameter step size α is introduced to limit the
magnitude of the step.

2.1.2 Projected Gradient Descent
A generalization of the FGSM methods consists in taking multiple optimization
steps, instead of only one, to find the adversarial perturbation. This method is
known as Projected Gradient Descent (PGD) [19]. Given i = 1, . . . , k the PGD
perturbation at step i can be defined as:

δi
P GD , Π

||·||∞≤ε

3
δi−1
PGD + α · Sign

1
∇
x
L(Cω(x+ δi−1

P GD),y)
24

. (2.6)

PGD with k steps is often referred as PGD-k. Like for the FGSM case a modified
version of PGD has been proposed by adding random restarts [8]. In this case
at each restart the adversary starts from a random place in the ε-ball, then the
perturbation that maximizes the loss among the various restarts is chosen. Given k
steps and n restarts the corresponding attack will be defined as PGD-k-n. In Figure
2.1 are shown some adversarial samples coming from the CIFAR-10 dataset [21]
using the FGSM (ε = 8

255) and PGD-50-10 attack (ε = 8
255 , α = ε

4). The magnitude
of the perturbation ε used in Figure 2.1 is quite big for the CIFAR10 dataset and
it is definitely possible to see the difference between clean and perturbed samples,
nevertheless these additional perturbations do not modify the human ability of
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classyfing the objects. Furthermore note how the FGSM and PGD-50-10 perturbed
samples visually look almost the same, even if the PGD-50-10 is a much stronger
attack.

Figure 2.1: Comparison between clean images (top row), FGSM perturbed images
(middle row) and PGD-50-10 perturbed ones (bottom row). Note that perturbed
samples appear only slightly noisier, but it is still definitely possible for a human
to recognize the correct label.

2.2 Adversarial Training
One of the most effective solution to defend the networks against adversarial attacks
is to incorporate the adversarial samples during training, so that the network can
be more robust to an adversary. Solving the adversarial training problem means
solving the following min-max optimization:

min
ω

E(x,y)∼Pd
[max
δ∈∆
L(Cω(x+ δ),y)] . (2.7)

In general this optimization is non-convex. A proposed solution is to approximate
the inner maximization problem with Taylor expansion and then use Lagrangian
multipliers [22]. For the l∞ bounded attacks this approximation yields to the
FGSM attack. In the case of a linear binary classifier the Danskin’s theorem
holds [23]. This means that the gradient of the inner function in Equation 2.7
(the maximization term) is equal to the gradient of the function evaluated at its
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maximum. Starting from this it is possible to show that in this specific case FGSM
is the optimal attack [5][19].

However in practice in the case of DNNs most of the times AT is empirically
solved by adding some perturbations that are just good enough and by minimizing
the loss of the classifier using the perturbed data for training. This is equivalent to
lower bounding the inner maximization problem.

Further studies on adversarial training showed that in general better perfor-
mances in terms of adversarial accuracy come at the cost of reduced clean accuracy
with respect to a model trained only with non perturbed data [24], indicating that
the two objectives of robustness and clean accuracy may be competing.

Another general problem of Adversarial Training (AT) is transferability, i.e.
models trained using samples perturbed with one particular type of attack usually
are not robust to other attacks, e.g. a model trained with FGSM perturbed samples
may not be robust to a PGD-10 adversary [8][6][5].

2.2.1 Latent Space Attacks
In their work [25] show how adversarial perturbations leave the data manifold.
On the other hand, an on-manifold perturbation can be created by applying the
perturbation in the latent space of a model rather than in the input space. They
show that on-manifold perturbations used during AT boost generalization on
synthetic datasets. For doing so they apply the adversarial attacks in the latent
space of a VAE-GAN, i.e. a generative model that merges the approaches of
Variational Autoencoders (VAEs) and Generative Adversarial Networks (GANs)
[26] [27]. Alternatively it is possible to split a traditional neural network into an
encoder and a classifier part and apply the latent space attacks in the output of
the encoder as shown in Figure 2.2.

Figure 2.2: Diagram of a perturbation applied in the latent space of a classifier
using a deep encoder.
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2.2.2 Catastrophic Overfitting

Recent studies identified another problem of adversarial training called Catastrophic
Overfitting (CO) [8]. This problem happens when a model is trained using modified
samples coming from a particular attack, for example FGSM and is validated
against another stronger attack, for example PGD-10. In particular during training
it could happen that the model’s robust accuracy against the stronger attack—be
that measured on the training or on the validation set—drops to almost 0%, while
the robust accuracy against the weaker attack with which the model is trained
suddenly jumps to very high values, like 90% or 100%. This means that the model
is overfitting the attack and can not generalize to others. Usually catastrophic
overfitting happens during adversarial training with fast attacks, like FGSM or
PGD-2 and testing against stronger versions of the same attack, like PGD-10
or PGD-50-10 (50 steps and 10 random restarts). The existence of catastrophic
overfitting implies that stronger attacks are needed during adversarial training
in order to be more robust at test time, but in general, since most attacks are
defined in an iterative way, stronger attacks are more computationally expensive
making the adversarial training of big networks almost unfeasible. In their work
[8] introduce a new attack called R-FGSM (Equation 2.5) arguing that using this
attack for adversarial training reduces the problem of catastrophic overfitting while
still being fast. The authors of that paper show that this approach works, but they
are not able to show why it works and in general why CO happens. Some recent
works aims at understanding this problem [28][29].

2.3 Uncertainty Estimation

Another line of work in the machine learning field has the goal of increasing
the interpretability of the model by associating an uncertainty estimate to the
predictions of the network [15][16]. Two different kinds of uncertainty are considered
in the context of machine learning: (i) aleatoric, describing the noise inherent
in the observations, as well as (ii) epistemic, uncertainty originating from the
model. Since aleatoric uncertainty depends on the data, it can not be explained
given enough training samples and so it quantifies the noise present in the dataset.
Epistemic uncertainty on the other hand can be completely explained given enough
training samples. This type of uncertainty captures regions in which there are not
so many training data points (unexplored regions) or overlapping regions between
classes.

Several methods have been proposed for estimating uncertainty, the most im-
portant ones that will be used in this thesis are described in detail in the following
sections.
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2.3.1 Bayesian Neural Networks
While standard neural networks perform a Maximum Likelihood Estimation (MLE),
so a point estimation, of the parameters of the network ω ∈ Ω, the goal of Bayesian
Neural Networks (BNNs) is to estimate also a posterior distribution of the weights
given the data distribution, providing a framework for estimating uncertainty.
Given N Training points from the dataset D = {xi,yi}N

i=1 using the Bayes theorem
and assuming i.i.d. samples (independent and identically distributed) it is possible
to define:

p(ω|D)ü ûú ý
posterior

=

likelihoodú ýü û
p(D|ω)

priorú ýü û
p(ω)Ú

Ω
p(D|ω)p(ω)dωü ûú ý

,p(D)(normalizing const)

∝ p(ω)
NÙ

i=1
p(yi,xi,ω) , (2.8)

where p(ω) is the prior distribution over the weights. So each weight in the BNNs
setting is modeled as a Random Variable (RV) and at forward time it is possible
to sample from those RVs to get a prediction. Given a new sample xõ, yõ the
predictive distribution can be defined as:

p(yõ|xõ,D) =
Ú

Ω
p(yõ|xõ,ω)p(ω|D)dω . (2.9)

Because of the integration with respect to the whole parameter space Ω com-
puting this posterior is an intractable problem for most Deep Neural Networks
(DNNs). Although BNNs provide a preferred way to estimate uncertainty, being
able to catch both aleatoric and epistemic, this approach is infeasible in most
complex tasks, thus some techniques have been proposed to approximate a BNN.
This means to approximate its distribution over the weights; two of the most used
approximation methods are:

• Markov Chain Monte Carlo (MC) approaches - consists in sampling
multiple times from the network and averaging the predictions.

• Variational Inference (VI) approches - consists in learning a variational
distribution q(ω) to approximate the real posterior.

MCMC methods are more accurate than VI (a.k.a. Variational Bayes) ones,
but in general they can not scale to large datasets because they need to consider
the whole training set at each step [11], so in the next subsection only the VI
approach will be considered. An exception to what said above is the the Monte
Carlo Dropout [12] method, an uncertainty estimation technique based on Monte
Carlo (MC) sampling that is gaining a lot of popularity and will be described more
in-depth in the next sections.
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Variational Bayes Approach

The Variational Bayes approach [10] allows to approximate the intractable posterior
with a simpler variational distribution. Training is performed by optimizing a
variational lower bound of the marginalized likelihood, i.e the distribution of all
observed data with the weights marginalized out:

p(D) =
Ú

Ω
p(ω)p(D|ω)dω . (2.10)

The lower bound then can be defined in a similar way as is done for Variational
Autoencoders (VAEs) [30]:

log p(D) ≥ F(q) , Eq(ω)[log p(D|ω)]ü ûú ý
Likelihood term

−DKL

1
q(ω)||p(ω)

2
ü ûú ý

KL term

, (2.11)

with DKL the Kullback–Leibler (KL) divergence. The likelihood term can be for
example the cross-entropy loss in a multi-class classification setting. The KL term
on the other hand pushes q towards matching the prior on the weights, encouraging
it to be more spread out and so to ensure more stochasticity in the weights instead of
having them simply approximating the maximum likelihood like in traditional NNs.
Differently from VAEs in this case p(D) is fixed and only F(q) is being maximized
with respect to the weights. This function F(q) is usually known as Evidential
Lower Bound (ELBO) and training a BNNs with VI is equal to maximizing this
lower bound.

This method with a scale mixture prior combined with a diagonal Gaussian
posterior constitutes the Bayes-by-Backprop method introduced in [10].

2.3.2 Monte Carlo Dropout
The VI method analyzed in the previous section despite being able to approximate
quite well a BNN, is still computationally expensive and can not scale well to large
state of the art network architectures. A very popular and effective uncertainty
estimation technique consists in the deep ensembles approach [31] that allows to
compute uncertainty by taking the predictions of each network in an ensemble and
by averaging them out. This method, despite being way simpler to implement and
more parallelizable than Variational Bayes, has the problem that it needs a lot
of computational power and hardware in order to train the needed ensemble of
neural networks. A solution to this problem is the Monte Carlo (MC) Dropout
technique [12] consisting in approximating an ensemble of neural network by using
dropout even at test time, thus obtaining a cheap ensemble. In this setting, dropout
is added after each layer and at test time is kept active, so that it is possible to
sample from the network and compute uncertainty given multiple predictions. It
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can be shown that this technique is an approximation of BNNs and it has gained a
lot of popularity because of its simplicity, easiness to implement, and scalability.

2.3.3 Popular Uncertainty Estimation Measures
After having described the techniques used to compute uncertainty, it is natural do
continue describing what are the most important and used uncertainty measures in
deep learning. Estimating uncertainty is in general not a closed problem and a lot
of metrics have been proposed to catch this concept.

Epistemic and Aleatoric

Given a BNN classifier C in a classification setting with weights ω̂, let {ω̂t}T
t=1 be T

realization of the weights of the network given a test point x∗, i.e. sample T times
from the network. Let p̂t = Cωt(x∗) be the vector with the Softmax probabilities
for the particular realization t of the weights and let p̄ = qT

t=1 p̂t be the vector with
the mean of the predictions, then the uncertainty can be computed as:

U = 1
T

TØ
t=1

diag(p̂t)− p̂tp̂
Û
tü ûú ý

aleatoric

+ 1
T

TØ
t=1

(p̂t − p̄)(p̂t − p̄)Û

ü ûú ý
epistemic

. (2.12)

This method is particularly used as it permits to separate aleatoric from epistemic
uncertainty [17]. Furthermore, it is designed for BNNs, but can also be used with
MC-Dropout or other techniques.

Entropy and Mutual Information

Another measure that has been proposed to estimate epistemic uncertainty is
entropy [9]. Given the same setting as in the previous section, let p̄ = qT

t=1 p̂t be
the vector with the mean of the predictions, p̄ ∈ RC with C number of classes,
entropy can be computed as:

H =
CØ

c=1
p̄c log(p̄c) . (2.13)

Additionally, sometimes the measure of Mutual Information (MI) is used to
estimate epistemic uncertainty. This can be defined as:

MI = H− 1
T

TØ
t=1

CØ
c=1
Cc
ωt

(x∗) log Cc
ωt

(x∗) , (2.14)

being Cc
ωt

(x∗) the Softmax output of the network for class c given weights ωt. MI is
bounded by entropy and is used to measure the spread between the various samples
of the model [32].
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2.3.4 Estimating Uncertainty in a Deterministic Way
The methods seen so far for estimating uncertainty rely on stochastic networks,
whether they are implemented using a VI approach, MC Dropout or other strategies.
Recently some methods have emerged that aim at estimating epistemic uncertainty
in a deterministic way, i.e. without considering the weights of the network as
random variables. These techniques are often called Deterministic Uncertainty
Methods (DUMs) [33] and are usually based on concepts like Gaussian Processes
(GPs), Gaussian Mixtures Models [34] or Normalizing Flows [35]. In this work, one
of these strategies to estimate the uncertainty of the model, based on Gaussian
Processes, will be used. This will be described in the following subsections after an
initial introduction on GPs, using the same notation of [13]. A more comprehensive
discussion on Gaussian processes can be found in [36].

Gaussian Processes

A Gaussian Process can be seen as a collection of random variables having a joint
Gaussian Distribution. The following formulation of GPs is the classical one and it
is valid for solving regression tasks, later it will be explained how Gaussian Processes
can be modified to solve classifications tasks. With GPs it is possible to model a
distribution over functions, i.e. given a dataset D with N vectors X = x1, . . . ,xn

and a vector of targets y = (y(x1), . . . , y(xn))T ∈ RN×1, it is possible to define a
function value f(x) ∼ GP(µ, K) and any collections of functions values f can be
modeled as:

f = f(X) = [f(x1), . . . , f(xn)]T ∼ N (µ, K) . (2.15)
The Gaussian distribution has a vector of means µ ∈ RN×1 such that µi = µ(xi)

and a covariance matrix K ∈ RN×N . To µ is associated a user specified function
µ(x) = E[f(x)] (usually a vector of zeros is used to model the Gaussian Process
mean) and to K a kernel function that models the covariance between two function
values, i.e. Ki,j = k(xi,xj) and k(xi,xj) = cov(f(xi), f(xj)). Many functions can
be used as kernel in Gaussian processes, and choosing the right one is a crucial
designing task. The kernel models the correlation between the points in the dataset
and by acting on it is possible to modify the shape of the function f(X). A
reasonable and popular choice for the kernel is to use the Radial Basis Function
(RBF) defined as:

kRBF = (xi,xj) = ν2e
− 1

2 ëxi−xj ë2

l2 , (2.16)
where ν2 and l are the two hyperparameters of the kernel. ν2 is known as signal
variance and represent the square of the average distance from the function’s mean.
On the other hand, l is called the lengthscale parameter and represents the reach
of influence of a point to its neighbors. If l is small it means that the functions
vary more rapidly depending on the input x.
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The targets y(x) can be modelled with a GP and assuming additive gaussian
noise σ2: y(x)|f(x) ∼ N (y(x); f(x), σ2) (likelihood over data); then given N∗ test
points X∗ the predictive distribution is given by:

f∗|X∗, X,y,θ, σ2 ∼ N (f̂∗, cov(f∗)),
f̂∗ = µX∗ + KX∗,X [KX,X + σ2I]−1y,

cov(f∗) = KX∗,X∗ −KX∗,X [KX,X + σ2I]−1KX,X∗ ,

(2.17)

where θ represents the kernel hyperparameters, all the covariance matrices, depend
on them. The predictive posterior in Equation 2.17 can be computed starting from
the prior f(x) and the likelihood y(x)|f(x) and using the Bayes theorem.

It is possible then to optimize the Gaussian Process, i.e. finding the best kernel
hyperparameters θ that maximize the marginal likelihood. In Gaussian Processes
the optimization is not done by maximizing the likelihood because this is a function
of θ and f(x) and the objective function should depend only on θ. The solution
is then to optimize the marginal likelihood p(y|θ), the denominator of the bayes
formula. This is equivalent to maximizing:

log p(y|θ) ∝ −[yT (Kθ + σ2I)−1yü ûú ý
model fit

+ log |Kθ + σ2I|ü ûú ý
complexity penalty

] . (2.18)

Note how Gaussian Processes are a non parametric model, this means that after
the learning of the parameters it is necessary to keep all training data X and
y because they are also present in the posterior. This limits the scalability of
Gaussian Processes to big datasets.

Gaussian Processes suffer from two computational bottlenecks: the first consists
in solving the linear system (K + σ2I)−1y, while the second in computing the
determinant log |K + σ2I|. The standard way of solving this is by computing the
Cholesky decomposition of K and this procedure is O(N3) in time complexity and
O(N2) in storage. After learning, computing the mean and variance of a single
test point respectively cost O(N) and O(N2).

In order to solve these computational issues, many approaches focus in estimating
not only the kernel hyperparameters, but also some inducing points, i.e. points
that summarize the data and then use these points to compute an approximated
version of the kernel K̃ [37].

Furthermore, the described Gaussian Processes work only in the case of regression
tasks, in the case of classification the likelihood of the data can no longer be modeled
using a Gaussian distribution and as a consequence all the properties of random
Gaussian vectors, that allow an analytical derivation of the posterior, can no longer
be used. If for example a categorical distribution is used for the likelihood (like
in the case of multi-class classification), the Gaussian properties of the posterior
do not hold anymore and the computation of a posterior becomes intractable. In
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order to adapt Gaussian Processes to perform classification tasks then a variational
inference approach is needed, i.e. instead of computing the exact posterior, use a
variational approximation of it.

Deep Kernel Learning

In their work [14] introduce a new method for estimating uncertainty based on
the concept of Gaussian Processes: Deterministic Uncertainty Estimation (DUE)
that is built on the basis of another popular similar method: Deep Kernel Learning
(DKL) [38]. Starting from DKL the main idea of this method is to consider a simple
neural network as a feature extractor (be that fully connected or convolutional) and
then to add as final hidden layer of the network a Gaussian Process. Depending on
the kernel, e.g. RBF, this would be like adding a new layer with infinite neurons.
Then by maximizing the marginal likelihood of the Gaussian Process it is possible
to jointly learn the network weights ω and the kernel hyperparameters θ. The
kernel used is not the exact one but is an approximation created using the inducing
points technique for faster computation, using the same method proposed in [13].
With this method, given N points, is possible to obtain a computational complexity
for inference and learning of O(N).

Deterministic Uncertainty Estimation

In the DUE [14] paper on the other hand the authors argue that DKL has the
problem of suffering from what they call feature collapse of the latent space, i.e.
points that are far away in the image space can become near in the latent space
and this is the input of the Gaussian Process. As a consequence, the uncertainty
estimation of methods such as DKL can be unreliable because points that are out
of distribution or outliers may end up in high density regions in the latent space
and thus being associated with a low epistemic uncertainty estimate. In DUE the
good properties of the latent space desired (basically this means to approximately
preserve the distances among points) are ensured by using as feature extractor
a network that is bi-Lipschitz. It has been shown that this property brings a lot
of advantages in many scenarios [39]. The bi-Lipschitz property can be obtained
by using a network with residual connections and spectral normalization, this
approach is also used in another GP based method: Spectral-normalized Neural
Gaussian Process (SNGP) [40]. Ensuring good properties of the latent space allows
to exploit the clustering capabilities of it. The authors of DUE suggest that for
the classification tasks is enough to use as many inducing points as the number of
classes. The idea is that each of these points will be representative of a particular
class, acting in a similar way as class centroids. In fact the initial inducing points,
before training the GP, in DUE are learned by using k-means on the feature
representation of the points in the dataset. It will be the goal of the GP process
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then to find the best inducing points, the parameters of the network and the kernel
hyperparameters using a variational approach. Thanks to DUE is possible to use
a very small number of inducing points for classification (not dependent on the
size of the dataset), thus ensuring quite fast training (almost as fast as normal
NNs). The uncertainty is then estimated by sampling from the learned variational
posterior and using the entropy measure.
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Chapter 3

Connections between
uncertainty and adversarial
training

The first step of this work consists in understanding whether there are any connec-
tions between the model’s estimated uncertainty and adversarial training. What
happens to the model’s uncertainty during adversarial training? Will adversarial
training have an influence or not? All of these questions will be answered in this
chapter. As a framework for computing uncertainty two different techniques have
been used: initially are presented the experiments done using BNNs approximated
via the Bayes-By-Backprop method, introduced in Section 2.3.1. Then the same
experiments are be repeated using the MC Dropout technique (Section 2.3.2).
This choice comes from the fact that the Variational Bayes method offers a more
theoretically grounded approach to uncertainty estimation. On the other hand this
technique is not so scalable to big networks. So the very first preliminary experi-
ments have been done on small Variational BNNs to investigate the connections
between AT and uncertainty estimation, then the experiments have been repeated
with MC Dropout to see if the same conclusions found using BNNs hold using this
more scalable but less exact method.

Regarding the uncertainty estimation methods, in this chapter will be presented
the results using 4 different measures (depending on the section): epistemic and
aleatoric uncertainty as defined in Section 2.3.3; entropy and mutual information
as defined in Section 2.3.3.

All the experiments in this chapter have been done using the MNIST dataset
[18], containing 60000 training and 10000 test images of labeled handwritten digits
from 0 to 9 (10 classes classification problem). The training set has been further
divided in training and validation set with respectively 50000 and 10000 samples.
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3.1 BNNs experiments
For these BNN experiments the Blitz PyTorch library has been used [41], containing
the implementations of the most used NN layers in a Variational Bayesian setting
according to the original Bayes-By-Backprop paper [10]. The network used in
this section is a Bayesian version of a very simple Multi-Layer Perceptron (MLP)
architecture consisting in three Bayesian fully connected layers: the first with 512
neurons, the second with 128 and the final output layer with 10 neurons. The
activation function used after each layer is the Rectified Linear Unit (ReLu) [42] for
the hidden layers and the Softmax [43] for the output layer in order to provide the
class probabilities. Uncertainty has been estimated by sampling from the network
T = 20 times and by using these samples for computing the desired uncertainty
measure. For these Variational BNNs experiments only the epistemic and aleatoric
uncertainties measures are considered here. The experiments related to entropy
and mutual information are shown in the Appendix A.

3.1.1 Clean training
Training has been done initially in a clean setting, i.e. without using any adversarial
sample at all. The resulting model had been tested against the clean validation set
and the PGD-10 perturbed validation set, using a perturbation magnitude ε = 0.1
and a step size α = 0.01. In Figure 3.1 some samples perturbed with this attack
are shown; note how the perturbation applied is quite small for the MNIST dataset
and it is definitely possible for the human eye to recognize the correct label.

Figure 3.1: Comparison between clean images (top row) and PGD-10 perturbed
images (middle row) on the MNIST dataset.

The network has been trained for 20 epochs with a batch size of 512 using the
Adam optimizer [44] with β1 = 0.9, β2 = 0.999 as suggested in the original paper
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and an initial learning rate of 0.001. Results are shown in Figure 3.2. In particular,
in subfigure 3.2a are shown both the epistemic and aleatoric uncertainty during
the various training iterations, the total uncertainty is the sum of the aleatoric
and epistemic terms. The former is greater in magnitude than the latter, so in
subfigure 3.2b a zoom on epistemic uncertainty only during training is shown. The
epistemic uncertainty seems to be increasing during training, this can be seen as
something quite counterintuitive because in theory the epistemic uncertainty should
be explained if the model sees enough data. A possible explanation of what is seen
in subfigure 3.2b is that the model is becoming less overconfindent as the training
goes on. In theory given a very big dataset and an enough number of epochs the
epistemic uncertainty should decrease, but this does not appear to be the case with
such a small dataset like MNIST. Furthermore, note how the models considered in
this chapter have very low uncertainty, indeed there are many oscillations during
training around very small epistemic values (on the order of 10−5). In subfigure
3.2c the negative ELBO (Evidential Lower Bound) during training is shown, while
in subfigure 3.2d results relative to the accuracy obtained are reported, in terms
of clean (valid) and adversarial accuracy. Note how the latter is smaller than
the former that is because the model is not being trained adversarially and the
PGD-10 attack is quite effective as is able to bring the accuracy of the network
from something like 0.98 down to less than 0.50.

3.1.2 Adversarial training
The same experiments are repeated using the modified PGD-10 samples during
training instead of the clean ones with the same hyperparameters described in
Section 3.1.1, with the only difference that the network is now trained for 40 epochs
instead of 20. Results are shown in Figure 3.3. In particular in subfigure 3.3a and
3.3b it is possible to see how the uncertainty in the training set is definitely higher
than the uncertainty measured on the validation set. In this case, the training set
contains the adversarial images, while the validation set contains only the clean
samples. So a connection between adversarial training and uncertainty estimation
exists and in general it seems, from these preliminary experiments, that the model
is more uncertain when it receives as input some adversarial samples compared to
when it receives only the clean ones. In this case, as shown in subfigure 3.3d the
adversarial accuracy is closer to the clean accuracy because of adversarial training,
hence leading to a more robust network. Furthermore note how for the first almost
2000 iterations the model’s uncertainty and the accuracy stays flat, then after this
initial phase the model starts learning how to classify the dataset. This may be
due to the inherent optimization procedure present in the Variational BNNs loss
consisting in a likelihood term and in a KL term. At the beginning of the training
the KL term is greater and then the network focuses on optimizing this, then after
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(a) train/validation uncertainty (b) train/validation epistemic uncertainty

(c) train/validation ELBO (d) clean (validation) and PGD-10 (adver-
sarial) accuracy

Figure 3.2: Uncertainty estimation and accuracy for a Variational BNN trained
only with clean data on the MNIST dataset. (a): aleatoric, epistemic and total
uncertainty both on the training and validation set, note how aleatoric uncertainty
is definitely higher than epistemic. (b): zoom on epistemic uncertainty only during
training and validation. This term appears to have an upwards trend around very
small values. (c): train and validation ELBO. (d): accuracies shown both with
clean data (valid accuracy) and adversarial data using the PGD-10 attack. Note
how the adversarial accuracy is definitely lower than the clean one.

a certain amount of steps the likelihood term becomes important and the network
starts learning the data. It is interesting how this behaviour happens in AT but
not in clean training, this it could be related to the min-max nature of the AT
problem that makes the variational approximation of the data prior more difficult
for the network.
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(a) train/validation uncertainty (b) train/validation epistemic uncertainty

(c) train/validation ELBO (d) clean (valid) and PGD-10 (adversarial)
accuracy

Figure 3.3: Uncertainty estimation and accuracy for a Variational BNN ad-
versarially trained with PGD-10 data on the MNIST dataset. (a): aleatoric,
epistemic and total uncertainty. In this case, the uncertainty on the training set
(with perturbed samples) is definitely higher than the one measured on the valida-
tion set (with clean data only). (b): zoom on epistemic uncertainty only during
training and validation. Also, the value measured on the perturbed training set is
definitely higher and with a faster upward trend than the uncertainty measured on
the clean validation set. (c): train and validation ELBO. (d): accuracies shown
both on clean data (denoted as “valid” accuracy) and on adversarial data using the
PGD-10 attack. Note how in this case the adversarial accuracy is quite high and
the gap with respect to the clean one is smaller than the one shown in subfigure d.
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3.2 MC Dropout experiments
The same experiments presented in Section 3.1 are now repeated using as uncertainty
estimation method the MC Dropout technique to see if the previous findings can
be generalized also to this less exact method. The network used has the same
structure as the BNN of the previous section, but it uses simple Fully Connected
(FC) layers instead of the Bayesian ones. In addition dropout is used after each
layer (except the output one) with a rate pdrop = 0.5. In this section also the
entropy metric has been considered.

3.2.1 Clean training
In Figure 3.4 the results obtained with clean training are presented. As shown in
subfigures 3.4a and 3.4b entropy and mutual information seem to follow a similar
behavior to the aleatoric and epistemic in quantifying uncertainty (entropy and
mutual information are designed to be measures of epistemic uncertainty). In
general the uncertainty estimation behaves a bit differently with respect to the
BNNs case. In particular the oscillating pattern of epistemic uncertainty seen in
the BNNs experiments seems not detected here, and after a while the epistemic
value becomes almost constant.

(a) epistemic and aleatoric (b) entropy and MI (c) clean (valid) and PGD-
10 (adversarial) accuracy

Figure 3.4: Uncertainty estimation and accuracy for a MCD network trained
only with clean data on the MNIST dataset. (a): aleatoric, Epistemic and sum of
the twos both for the training and validation set. (b): train and validation Entropy
and MI. (c): cross entropy and accuracy using clean (valid) and perturbed samples.

3.2.2 Adversarial training
In Figure 3.5 are shown the results obtained by training adversarially an MCD net-
work and estimating the uncertainty. As in the previous case the train uncertainties
reported in subfigures 3.5a and 3.5b are measured with the perturbed training set,
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while the valid uncertainties with the clean set. It is possible to see also in this
case how the uncertainty for the perturbed set is higher than the one measured
in the clean set and the same behaviour can be observed also for the measures of
entropy and mutual information.

(a) epistemic and aleatoric (b) entropy and MI (c) clean (valid) and PGD-
10 (adversarial) accuracy

Figure 3.5: Uncertainty estimation and accuracy for a MCD network adversari-
ally trained with PGD-10 on the MNIST dataset. (a): aleatoric, epistemic and
sum of the twos both for the training and validation set, note that also in this
MCD case the training uncertainty is higher than the validation one (measured on
clean data only). (b): train and validation entropy and MI. (c): cross entropy and
accuracy using clean (valid) and perturbed samples.

3.3 Preliminary experiments with uncertainty
based adversarial training

Since adversarial training seems to affect the model’s estimated uncertainty and
since all the uncertainty measures presented are differentiable, it is possible to
define some adversarial attacks that instead of maximizing the loss of the network
aim at maximizing its uncertainty. The main intuition behind such attacks is that
by performing AT with these uncertainty maximization perturbations the network
will learn how to become more robust to the most confusing samples, and this will
act as a regularization factor that will help the network to be more certain when
faced with adversarial inputs, thus being robust to such attacks. These type of
attacks are introduced here as Uncertainty Targeted Attacks (UTAs) and can
be defined given an attack step i as:

δi
UT A , Π

||·||∞≤ε

3
δi−1
UTA + α · Sign

1
∇
x
U(Cω(x+ δi−1

UT A),y)
24

, (3.1)

where U is the function used to compute the uncertainty of the classifier Cω given
the data. These uncertainty maximization attacks are defined in an iterative
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fashion, like PGD. This definition of UTAs makes it possible to create various
versions, by changing the particular uncertainty measure used. Since the only type
of uncertainty that is dependent on the model is the epistemic one, it is natural to
constrain the metrics used to those capable of capturing the epistemic term. In the
following sections are reported the experiments done with epistemic maximization
(as defined in Equation 2.12) and entropy maximization (as defined in Equation
2.13) attacks using both Variational BNNs and MC Dropout networks.

3.3.1 Maximum epistemic adversarial training
With a slight modification of the PGD attack it is possible to craft a maximum
uncertainty attack that uses epistemic uncertainty. In the following sections the
values of ε = 0.1 and α = 0.01 have been used for the maximum epistemic attack.
Another important hyperparameter, affecting the attack speed, is the number of
samples used for estimating uncertainty. In fact uncertainty maximization attacks
require T forward passes per backward pass more than PGD, with T number of
samples from the network. A value of T = 10 has been used. Regarding the
network the training has been done with the exact same hyperparameters described
in Section 3.1 and Section 3.2 respectively for the training of BNNs and MCD
networks. In Figure 3.6 are shown the results of the maximum epistemic attack
on BNNs. Despite the fact that the uncertainty of the input data is maximized
during training the network shows lower values of epistemic uncertainty in the
clean validation set compared to those obtained with AT using PGD, while keeping
a certain degree of robustness to PGD-10 attacks. Furthermore note how the flat
pattern seen for the first 2000 iterations during adversarial training with PGD in
Figure 3.3 is not seen here.

In Figure 3.8 are shown the results of the same type of adversarial training, but
using an MCD network. The same considerations still apply in this case and even
with the less exact MCD method the uncertainty-guided exploration of the attack
space is able to guarantee good robustness levels and generalization to PGD-10
attacks.

3.3.2 Maximum entropy adversarial training
Here are reported the results obtained by using exactly the same setting as in the
previous section (3.3.1), but maximizing entropy instead of epistemic uncertainty.
In Figure 3.7 are presented the results obtained by training a Variational BNN
on MNIST using adversarial samples crafted with the UTA attack using entropy
maximization. As it is possible to see the results are pretty much in line to those
obtained with maximum epistemic AT as shown in Figure 3.6 indicating that the
two measures of uncertainty are able to catch the same variability in data. Note
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how also in this case the model is able to generalize to the PGD-10 attack and is
quite robust to it.

In Figure 3.9 are shown the results obtained using a MCD network. As it is
possible to see the results are very similar to those in Figure 3.8.

3.4 Discussion
In this chapter the connections between adversarial training and uncertainty estima-
tion where analyzed in the settings of Variational BNNs and MC Dropout methods.
It was shown how the two concepts are linked and how the model outputs higher
uncertainty estimates when adversarial data is given in input to it. Then some
attacks that aim at maximizing the uncertainty of the model were introduced and
the same adversarial training experiments where repeated in this setting. These
attacks do not have the goal of fooling the network, but they aim at confusing
it. A key element in defining such Uncertainty Targeted Attacks (UTAs) is the
uncertainty measure used for maximization. After some experiments using both
epistemic uncertainty as introduced in Equation 2.12 and entropy as introduced in
Equation 2.13 it has been decided to continue the study of UTA attacks by using
only the entropy version. As shown in [45], [46] the maximum entropy principle
can be used as a way to regularize the predictions of the network and reduce over-
fitting. In the context of adversarial examples, [47] highlight how using an entropy
regularizer during training improves the network’s robustness. Moreover, entropy
is an unsupervised measure as the labels of the samples used are not required for
computing it. These elements motivated the choice of using entropy as a way to
perform Uncertainty Targeted Attacks (UTAs) with respect to the other measures.
These particular type of attacks involving entropy maximization will be studied
extensively in the following chapter under different settings and approaches.
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(a) train/validation uncertainty (b) train/validation epistemic uncertainty

(c) train/validation ELBO (d) clean (valid), PGD-10 and UTA-10 ac-
curacy

Figure 3.6: Uncertainty estimation and accuracy for a Variational BNN ad-
versarially trained with a max. epistemic attack one the MNIST dataset. (a):
aleatoric, epistemic and total uncertainty. Also in this case as in subfigure 3.3a
the training uncertainty (perturbed data) is definitely higher than the validation
one (clean data). Despite the fact that training is done with maximum uncertainty
attack the value of total uncertainty on the perturbed dataset in general is lower
than the one obtained by training with PGD. This is due to a particular property of
UTA perturbations of not crossing the decision boundary of the sample’s class that
will be extensively analyzed in the next chapter. (b): zoom on epistemic uncertainty
only during training and validation. In this particular case note how the epistemic
uncertainty on the clean validation set is lower than the one obtained with PGD
adversarial training shown in subfigure 3.3b. The uncertainty maximization during
training makes the network more confident at prediction time. (c): train and
validation ELBO. (d): clean and robust accuracy against different attacks. Note
how accuracy against the attack used during training (UTA-10) is quite high, but
the network is able to generalize also against PGD-10.
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(a) train/validation uncertainty (b) train/validation mutual information

(c) train/validation ELBO (d) clean (valid), PGD-10 and UTA-10 ac-
curacy

Figure 3.7: Uncertainty estimation and accuracy for a Variational BNN ad-
versarially trained with a maximum entropy attack one the MNIST dataset. (a):
aleatoric, epistemic and total uncertainty. also in this case as in subfigure 3.3a
the uncertainty measured on the perturbed training set is definitely higher than
the one measured on the validation set. (b): zoom on epistemic uncertainty only
during training and validation. (c): train and validation ELBO. (d): clean and
robust accuracy during testing under different attacks. Note how accuracy against
the attack used during training (UTA-10) is quite high, but the network is able to
generalize also against a different testing attack, PGD-10.
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(a) train/validation epistemic and aleatoric
uncertainty

(b) cross-entropy, clean (valid), PGD-10
and UTA-10 accuracy

Figure 3.8: Uncertainty estimation and accuracy for a MCD network adver-
sarially trained with a maximum epistemic attack on the MNIST dataset. (a):
aleatoric, epistemic and sum of the twos both for the perturbed training and the
clean validation set. Note how also in this case the training curves are definitely
higher than the validation ones evaluated with clean data only (b): cross entropy
and accuracy using clean samples (valid accuracy) and samples perturbed with the
PGD-10 and UTA-10 dataset.

(a) train/validation entropy and mi (b) cross-entropy, clean (valid), PGD-10
and UTA-10 accuracy

Figure 3.9: Uncertainty estimation and accuracy for a MCD network adversari-
ally trained with a maximum entropy attack on the MNIST dataset. (a): entropy
and mutual information both for the perturbed training and the clean validation
set. (b): cross entropy and accuracy using clean (valid accuracy) and perturbed
samples with PGD-10 and UTA-10. Results seems pretty similar to those obtained
using epistemic uncertainty maximization shown in Figure 3.8.
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Chapter 4

In-Depth Study of
Uncertainty Targeted
Attacks

Uncertainty Targeted Attacks (UTAs) can be defined as a family of adversarial
attacks that aim at maximizing the model’s uncertainty during AT. In the following
UTA experiments entropy (as defined in Section 2.3.3) is used to estimate the
uncertainty of the model [48]. In this chapter this type of attack will be deeply
analyzed both in the context of input space attacks as seen in the previous chapter,
i.e. the perturbations are applied to the input images, and in the context of attacks
applied to the latent space of an encoder network as introduced in Section 2.2.1.

Let H be the entropy of the model, then adversarial training with UTA can be
defined as the following optimization problem:

min
ω

E(x,y)∼pd
[L(Cω(E(x) + δu),y)]

s.t. δu = arg max
δ∈∆

H(E(x) + δ,ω) ,
(4.1)

where E is a generic encoder that brings data from the input space to a generic
latent space and Cω is a classifier that accepts inputs in the latent space. In the
case of perturbations applied in the image space E is simply the identity mapping.
With this formulation is possible to define both attacks applied in the input space
and in the latent space. Regarding the particular iterative implementation of UTA
this is defined more generally in Equation 3.1 introduced in Section 3.3 in the
particular case in which entropy is used as uncertainty estimation metric.

An important parameter in the context of UTA perturbations is the number of
samples done in order to estimate the uncertainty. In the rest of this chapter the
notation UTA-k-t will be used to identify a perturbation obtained using t samples

29



In-Depth Study of Uncertainty Targeted Attacks

for estimating uncertainty and k steps. In general for t = 1 the UTA perturbation
would be approximately as fast as its PGD counterpart with the same number of
steps, but the uncertainty estimation would not been so reliable; this setting is also
defined here as single model UTA. In the following sections a modified version of
UTA attacks that includes random restarts will be considered. Random restarts are
added like in the PGD case. In this setting the notation used will be UTA-k-t-n
with n number of random restarts. In the specific case in which attacks are applied
in the input space using a single model (t = 1) the UTA algorithm is presented in
Algorithm 1.

Algorithm 1 Pseudocode of Uncertainty Targeted Attacks in input space using a
single model (t = 1).
1: Input: Classifier Cω0 with logits output and initial weights ω0, stopping time T ,

data distribution pd, learning rate γ, its loss L, L∞ ball radius ε, perturbation
step size α, and number of attack iterations k.

2: for t ∈ 0, . . . , T−1 do
3: Sample x,y ∼ pd

4: δ0
u ← 0

5: for i ∈ 0, . . . , k−1 do
6: p← Softmax(Cωt(x+ δi

u))
7: H ← −q

c pc log(pc) (Compute entropy)
8: δi+1

u = δi
u + α sign(∇δi

u
H) (Update the perturbations δu)

9: Projection δi+1
u ← Π

ë·ë∞≤ε
δi+1

u (Ensure ëδi+1
u ë∞ ≤ ε )

10: end for
11: ωt+1 = ωt − γ∇ωL(Cωt(x+ δK

u ), y) (Update ωt using x̃ , x+ δK
u )

12: end for
13: Output: ωT

4.1 Motivating example
In this section an intuitive example showing the advantages of UTA with respect to
PGD will be presented using a 2-dimensional toy dataset, composed by dimension
X1 and dimension X2 and whose samples belong to two classes, class 0 and class
1. This dataset is shown in Figure 4.1; as it is possible to see from the figure, the
average distance between the samples of the two classes is different for dimension
X1 and for dimension X2, this means that distances are non-isotropic between
the samples of opposite classes in R2. It is possible to imagine this dataset as a
representation of the latent space of a deep model.

In Figure 4.2 the PGD and UTA attacks are compared. In particular in subfigure
4.2a is shown the decision boundary of a classifier trained with clean data only. The
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Figure 4.1: Non-isotropic distances 2-D dataset.

used classifier is a very simple NN made by one hidden layer with 50 neurons, an
output layer with 2 neurons and a dropout layer between the twos with probability
pd = 0.5. The classifier is trained for 500 iterations on the full dataset using the
MC Dropout approach. In subfigure 4.2b the adversarial samples obtained using
the PGD-15 perturbation are shown (the decision boundary in the background
is the one obtained with the cleanly trained model). The applied perturbation is
computed using as hyperparameters ε = 1 and α = 0.1, so quite a big ε for this
dataset. It is possible to see in subfigure 4.2b that the PGD adversarial samples
are able to cross the decision boundary, thus being misclassified by the algorithm
trained only with clean data. On the other hand in subfigure 4.2c are shown the
samples perturbed with a UTA-15-1 perturbation, i.e. 1 sample and 15 steps. In
the background instead of the decision boundary is shown the entropy of the model
obtained by sampling 10 times from the MCD network. As it is possible to see
entropy is high near the decision boundary, so an attack that wants to maximize
entropy will move its samples to be close to the boundary, without crossing it. This
means that even if the attack as has very big ε the samples will not go far away in
the other class’ region.

In Figure 4.3 are shown the decision boundaries of the model adversarially
trained with PGD and UTA and the clean dataset. In subfigure 4.3a the PGD-AT
decision boundary is shown (training with the same perturbation hyperparameters
as the perturbations in subfigure 4.2b). As it is possible to see this decision
boundary is quite different than the one obtained with clean training shown in
Figure 4.2. On the other hand the decision boundary obtained with UTA-AT is
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(a) decision boundary for a
cleanly trained classifier

(b) decision boundary and
PGD-15 attack

(c) entropy and UTA-15-1
attack

Figure 4.2: Impact of different attacks on the dataset. (a): decision boundary of
a model trained with clean data only in a 2-D toy dataset. (b): decision boundary
of the clean trained classifer and PGD-15 perturbation plot on top. Note how the
PGD-15 samples are moved to the other side of the decision boundary. (c): entropy
of the clean model and UTA-15 perturbation plotted on top. Note how entropy is
high in zones near the decision boundary, thus UTA adversarial samples, differently
than PGD ones, will go towards the decision boundary without crossing it.

much more similar to the clean one indicating that UTA in this case does not
degrade the clean accuracy of the model.

4.1.1 Advantages of UTA

As shown in Figure 4.2 PGD-AT is much more sensitive to the choice of ε especially
in non-isotropic cases. If adversarial training is done with a too small ε then the
samples will not be able to move towards the boundary, thus not achieving high
values of robustness. On the other hand if ε is too big the samples will cross the
boundary and go very far away in the other class’ region. As a consequence the
decision boundary obtained with adversarial training will be very different than
the one obtained with clean training because the algorithm is trying to correctly
classify the adversarial samples, but this will make the accuracy of robust models
measured on clean samples lower than that obtained with clean training.

Imagining that the toy examples in Figure 4.3 represent the latent space of
a deep model it is argued here that PGD prevents the network from learning
good latent spaces. So in the case of PGD-AT there is a tradeoff between robust
and clean accuracy and this depends much on the choice of ε. In the case of
non-isotropic dataset the distances between classes can vary across dimensions,
thus making the tuning of a globally good ε for AT difficult (a particular value
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(a) decision boundary for a PGD-15 adver-
sarially trained classifier

(b) decision boundary for a UTA-15 adver-
sarially trained classifier

Figure 4.3: Decision boundaries obtained with AT using PGD and UTA. (a):
decision boundary of a model trained with PGD data. As it is possible to see this
decision boundary is definitely different than that obtained with clean training
shown in Figure 4.2 and the network will surely lose accuracy in classifying clean
samples. (b): decision boundary obtained by training with UTA adversarial samples.
This is definitely better than the PGD decision boundary and is much more similar
to the clean training one. These experiments highlight the advantage of UTA
compared to PGD of preserving the properties of the decision boundary. Imagining
that this dataset represent the latent space of a classifier it is argued here that
PGD may limits the network from learning good latent spaces.

may be too big or too small depending on the distance across dimensions). For
this reason adversarial evaluation is usually done only on few datasets, e.g. MNIST
or CIFAR-10, as the same common values of ε and α are used for benchmarking
newer attacks against the most famous ones, like PGD.

On the other hand UTA is less sensitive to the choice ε and even if ε→∞ the
obtained samples will not cross the decision boundary, thus ensuring an higher clean
accuracy. This is shown in Figure 4.4: on the top row are shown some clean images
taken from the CIFAR-10 dataset [21], on the middle row some UTA perturbed
images and in the bottom row some PGD perturbed images. The perturbations
have the same parameters: 1000 steps, ε =∞ and α = 0.1. The network used for
generating the perturbations is a ResNet18 [49] trained on the clean CIFAR-10
dataset. It is possible to see how, even for an infinite ε, the correct classes of
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UTA perturbed samples are still recognizable by a human observer. This is not the
case for the PGD perturbed images which are almost unrecognizable. UTA, being
adaptive to the choice of ε, can be used for AT with a wide variety of datasets in
which the best values of ε are not known. In an online learning setup, where it is
not possible to know a priori the samples that will be presented to the model, this
adaptability of UTA to the choice of ε can become very useful.

Standard loss-based methods for adversarial training (defined in Equation 2.1)
in the context of image datasets select values for ε which are very small, almost
imperceptible to the human eye, thus ensuring that there cannot be two data points
of different classes for which their ε-balls intersect. This is something that is quite
in line with the original goal of adversarial attacks: generating samples that can
fool a model but not a human. Hence, for some datasets, an ε that globally satisfies
this assumption may be very small.

Robustness to large ε indicates how far the data points are from the decision
boundary, and larger distance increases the guarantees on the model’s robustness
and thus generalization. But on the other hand being able to train a model with
larger ε allows for a larger exploration of the input space. UTA attacks have exactly
this goal, while ensuring that the network learns ”good” properties of the latent
space and decision boundary.

This is in sharp contrast to PGD, which is unable to learn a meaningful decision
boundary for high-ε regimes, due to the non-isotropic margins which can be more
likely to occur on real-world datasets.

Furthermore the UTA attack is based on entropy rather than cross-entropy, so
it unsupervised as it does not require the ground truth labels. Finally as a note
the UTA samples will not always go towards the decision boundary, but in general
they will go in areas of high entropy, and depending on the uncertainty estimation
method used this means in unexplored regions of the training set.

4.2 Image space experiments
In this section are reported some experiments done with UTA applied in the
input space of the MNIST [18], the Fashion-MNIST [50] and the CIFAR-10 [21]
datasets. The Fashion-MNIST dataset contains 60000 grayscale images of size
28× 28 belonging to 10 different classes each one representing a particular type
of clothing. The dataset has been split in a training set of 45000 samples, a
validation set of 5000 samples and a test set of 10000 samples. On the other hand
the CIFAR-10 dataset contains 60000 color images of size 32× 32 (times 3 RGB
channels) belonging to 10 different classes representing different objects, vehicles or
animals. Also in this case the dataset has been split in a training set with 45000
samples, a validation set with 5000 samples and a test set with 10000 samples.
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Figure 4.4: Comparison between clean images (top row), UTA perturbed images
(middle row) and PGD perturbed ones (bottom row) on the CIFAR-10 dataset.
For UTA and PGD the same setup is used (1000 steps, α = 0.001, ε =∞). This
large number of steps is used to verify empirically if the difference between UTA
and PGD depicted in Figure 4.2 holds on real-world datasets as well. Contrary to
the PGD-perturbed samples, the correct class of the UTA-perturbed ones remains
perceptible.

Regarding the split for the MNIST dataset the same described in Chapter 3 has
been used. The goal of these experiments is to test the performances of UTA
attacks under different datasets and situations. For all the experiments of this
section the MC Dropout method is used.

For the MNIST and Fashion-MNIST experiments a LeNet5 model is used [51]
with some modifications: (i) the weights of the convolutional and linear layers are
initialized with a truncated normal distribution with standard deviation σ = 0.1
(ii) dropout is added after each layer except the output one with dropout probability
p = 0.2 .

For the CIFAR-10 experiments a ResNet18 network is used [49] modified in the
folllowing way1: (i) The first 7× 7 convolutional layer with stride 2 and padding 3

1These modifications (except the dropout additions) follow the ResNet implementation
present in https://github.com/kuangliu/pytorch-cifar and perform better on the CIFAR-10
dataset.
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is changed to a 3× 3 convolution with stride 1 and padding 1 (ii) the following
max-pooling operation is removed (iii) batch normalization layers are added after
convolutional layers (iv) dropout is added after each layer except the output one
with dropout probability p = 0.2 .

As noted in [52] adding dropout after each layer helps in the stabilization of
adversarial training, especially with FGSM, so the same dropout of p = 0.2 is kept
during training also for evaluating methods different from UTA. See Appendix B
for more details on the architectures used. All results are reported as a t-confidence
interval over 3 runs.

4.2.1 Robustness on MNIST and Fashion-MNIST experi-
ments

Here are presented the results relative to the robustness of some models to perturba-
tions on the MNIST and Fashion-MNIST datasets. For the former a LeNet5 model
is trained for 20 epochs, with a batch size of 512 and using the Adam optimizer
with initial learning rate of 1 × 10−3 and weight decay of 1 × 10−3. In table 4.1
are shown the results obtained by training the model described above with clean
data only and tested with perturbed data on MNIST. As it is possible to see the
PGD-50-10 perturbation brings the accuracy of the model to 0 for all the runs,
and it is the most powerful attack. FGSM, despite being very fast, is able to bring
the accuracy to the network to 0 too. On the other hand UTA attacks, even in
the case random restarts are added, are not as powerful in bringing the accuracy
of the model down. As it has been shown in the toy example in Section 4.1 UTA
samples, unlike PGD ones, do not cross the decision boundary, but lie on areas of
high uncertainty, where the network is most unsure. It may be questioned whether
or not UTA attacks are really attacks, in the sense that they are not designed to
fool a network, but rather to increase its robustness during AT while keeping good
decision boundary properties. In the next sections the advantages of this approach
will be shown in more detail in the context of catastrophic overfitting.

In table 4.2 are shown the robustness accuracy results of various models trained
with adversarial data against different perturbations on MNIST. The hyperpa-
rameters ε and α of the attacks used during training are the same as those used
during the robustness evaluation, so ε = 0.3 for all the AT attacks and α = 0.01
for PGD-50 and UTA-50.

The clean accuracy of the AT models seems to be quite similar to that obtained
with clean training (Table 4.1) even in the case of PGD-50 training that is quite a
strong attack. This is not a general phenomenon but it is an artifact of the MNIST
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Dataset Perturbation Test Acc.

MNIST

None 0.990± 0.003
FGSM (ε = 0.3) 0.064± 0.015
PGD-50-10 (ε = 0.3, α = 0.01) 0.000± 0.000

UTA-10-5 (ε = 0.3, α = 0.01) 0.430± 0.036
UTA-50-5-10 (ε = 0.3, α = 0.01) 0.345± 0.074

Table 4.1: Adversarial accuracy of attacks performed on MNIST at test time to
a model trained only with clean data.

dataset 2. Nevertheless the UTA training seems to lead to a slightly better clean
accuracy on average.

All of the AT methods show robustness to FGSM attacks, this is not something
unexpected for the PGD-50 AT because this attack is just an iterative version
of FGSM, but can be quite interesting for the UTA attack. A similar behaviour
can be seen also in terms of robustness to PGD-50-10: in this case the FGSM
AT performs poorly: this is a sign of catastrophic overfitting happening. Quite
surprisingly the UTA attack generalizes well on this much stronger attack and
yields to a robustness comparable to that of PGD-50 AT.

Finally, regarding the UTA attacks, they seems to be able to fool FGSM AT
by lowering its accuracy to around 50%; FGSM AT is known for not generalizing
well to other attacks, as it tend to overfit around the specific samples used during
training [29]. On the other hand PGD seems quite robust to this particular kind of
attack and this is in line with what shown on the toy examples (Section 4.1).

Perturbations / Models PGD-50 FGSM UTA-50-5
None 0.97± 0.01 0.96± 0.02 0.98± 0.01
FGSM (ε = 0.3) 0.89± 0.02 0.91± 0.04 0.86± 0.01
PGD-50-10 (ε = 0.3, α = 0.01) 0.75± 0.24 0.01± 0.00 0.68± 0.18
UTA-10-5 (ε = 0.3, α = 0.01) 0.94± 0.04 0.54± 0.13 0.92± 0.07
UTA-50-5-10 (ε = 0.3, α = 0.01) 0.94± 0.05 0.50± 0.32 0.92± 0.08

Table 4.2: Robust accuracy of different models trained with perturbed data
against various perturbations on the MNIST dataset. UTA-50-5-10 means UTA
with 50 steps, 5 model samples and 10 restarts.

2more on this here: https://adversarial-ml-tutorial.org/adversarial_training/
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Robustness in high-ε regime

Furthermore an analysis of the robustness of PGD vs. single model UTA (only one
sample for estimating uncertainty) in a high-ε regime is performed. As discussed
in Section 4.1.1 it is not possible to do AT with big ε using standard loss based
attacks as this leads to poor decision boundaries. UTA on the other hand allows
an uncertainty guided exploration of the space that can lead to more robust models,
while preserving high clean accuracy. This is clearly shown in Figure 4.5 where a
comparison between UTA and PGD while varying ε is shown.

In particular the training is done for εtrain ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6} while
the robustness testing is carried out for εtest ∈ {0.05, 0.1, 0.2, 0.3, 0.4, 0.5}. The
step size α of the attack for training is always fixed to 0.01 and the number of
iterations is set to k = ε

α
. This is done to ensure that enough steps are done to

explore the ε-ball. For testing the number of iterations is always fixed to k = ε
0.01 ,

while α is computed using a triangular scheduler as in [53]. For steps between
0 and k/2, alpha is increased linearly from 0.01 to max(0.01, εtest/5), for steps
between k/2 and K, alpha is decreased linearly to 0.01. The step-size scheduler
during testing is to prevent PGD from getting stuck in a local minimum close to
the original data point. The network used is the same LeNet5 used in the previous
section, but this time training is done with a batch size of 128 and for 100 epochs.

As it is possible to see from subfigure 4.5a the clean accuracy of the models
trained with UTA is definitely higher than the PGD-AT ones and decreases slower
as ε increases. In subfigure 4.5b is shown the PGD accuracy of the models trained
with PGD and single model UTA (dashed lines) samples. Is it possible to note that
as εtrain increases, UTA models keep a certain level of robustness to PGD, while
PGD-AT model fail in this. Importantly, when training using UTA with a larger ε,
it is possible to see that the resulting robustness is competitive also when evaluated
on smaller ε. Hence, even if targeting solely robustness on small ε, training with
UTA and large ε can provide better small-ε robustness as well.

Quite interestingly the clean accuracy shown for PGD-AT varying the ε used
for training degrades quite fast and for ε = 0.3 there is quite a substantial drop,
reaching a value definitely lower than the one seen in Table 4.2. This may be
related to the fact that in these experiments a larger number of epochs is used,
thus the model is in certain sense overfitting more the training attack and this
leads to poor decision boundaries. Furthermore note how in the high-ε regime case
even for ε = 0.3 UTA-AT seems more robust to PGD testing than PGD-AT. This
may be related to the fact that in these experiments random restarts are not used
and experimentally throughout this thesis it has been noted that UTA is slightly
less robust to PGD when random restarts are added during testing.

The same analysis has been repeated with the Fashion-MNIST dataset to
see if the advantages of UTA in high-ε regime still holds in a more challenging
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Figure 4.5: Comparison between PGD and single model UTA on MNIST, results
are averaged over 3 runs. (a): accuracy on the unperturbed test dataset, for varying
εtrain. (b): PGD robustness, for varying εtest (x-axis), where dashed-dotted curves
are UTA, and solid curves are PGD.

setup. For these experiments the setting used is the same presented for the
MNIST experiments in high-ε regime. Results are shown in Figure 4.6 for εtrain ∈
{0.1, 0.2, 0.3, 0.4, 0.5, 0.6} and εtest ∈ {0.05, 0.1, 0.2, 0.3, 0.4, 0.5}. Also in this case
UTA attacks lead to better clean accuracy and robustness for high-ε training.

4.2.2 Robustness on CIFAR-10 experiments
The same experiments on the robustness of various models against the FGSM, PGD
and UTA perturbations are repeated using the CIFAR-10 dataset. The ResNet18
model with dropout is trained for 90 epochs using cyclic learning rate schedule as
in [53] with a maximum learning rate of 0.2 for the FGSM and PGD-10 attacks
and 0.1 for the UTA-10-5 attacks. The value of ε used is of 8

255 while α for PGD
and UTA is set to α = ε

4 (both for training and testing) following [8].
In table 4.3 are reported the results relative to the clean and robust accuracy of

a model trained only with clean data against various attacks. As it is possible to
see all the attacks are quite good in reducing the accuracy of the network and even
the UTA attack succeded in obtaining 0 adversarial robustness. This is something
quite different than what seen for MNIST in the previous section. Classifying
MNIST digits is quite a simple problem for modern convolutional networks and, as
pointed out in Section 3.1.1, models trained on the MNIST dataset tend to have
low uncertainty, compared to CIFAR-10 models, hence the UTA attack at test
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Figure 4.6: Comparison between PGD and single single model UTA on Fashion-
MNIST, results are averaged over 3 runs. (a): accuracy on the unperturbed test
dataset, for varying εtrain. (b): PGD robustness on the test data points, for varying
εtest (x-axis), where dashed-dotted curves are UTA, and solid curves are PGD.

Dataset Perturbation Test Acc.

CIFAR-10

None 0.943± 0.019
FGSM (ε = 8

255) 0.147± 0.037
PGD-50-10 (ε = 8

255α = 2
255) 0.000± 0.000

UTA-50-5-10 (ε = 8
255 , α = 2

255) 0.000± 0.000

Table 4.3: Adversarial accuracy of attacks performed on CIFAR-10 at test time
to a model trained only with clean data. UTA-50-5-10 means UTA with 50 steps,
5 model samples and 10 restarts.

time may have a weaker effect on MNIST in attacking a clean model compared to
CIFAR-10.

In table 4.4 are shown the robustness results under several attacks of different
adversarially trained models. As it is possible to see, also in this case FGSM
AT suffers from catastrophic overfitting: the robust PGD-50-10 and UTA-50-10
accuracy is 0 while the FGSM accuracy (the same attack used for AT) is very high,
higher than the clean one, so the model is overfitting the attack. The PGD-10
AT model on the other hand seems to be quite robust to all the other attacks,
while having a lower clean accuracy compared to the other AT methods. Finally
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the UTA-10-5 AT while being slightly less robust to PGD-50-10 and FGSM than
PGD-10 AT has higher clean accuracy values.

Quite interestingly the UTA-10-5 AT model is definitely less robust to the
UTA-50-10 attack compared to the PGD-10 AT model (around 16% accuracy drop).
As explained in the previous sections UTA-AT can be seen as a less disruptive
version of PGD-AT in which ε is automatically adapted to not alter too much
the decision boundary properties. So testing a UTA-AT model against PGD with
the same ε used both for training and testing would be like testing against an
attack that has a maximum magnitude equal to the ε used during AT and this
could explain the higher robustness of PGD-10 AT compared to UTA-10-5 AT.
This actually is not a big problem, because as shown in the previous section UTA
attacks do not have the goal of fooling a network, but of helping the network to be
robust and, at the same time, to generalize to other attacks (without overfitting)
while preserving higher clean accuracy.

Perturbations / Models PGD-10 FGSM UTA-10-5
None 0.82± 0.06 0.84± 0.07 0.88± 0.04
FGSM (ε = 8

255) 0.54± 0.04 0.91± 0.04 0.50± 0.07
PGD-50-10 (ε = 8

255 , α = 2
255) 0.49± 0.06 0.00± 0.00 0.46± 0.06

UTA-50-5-10 (ε = 8
255 , α = 2

255) 0.76± 0.01 0.02± 0.02 0.60± 0.02

Table 4.4: Robust accuracy of different models trained with perturbed data
against various perturbations on the CIFAR-10 dataset.

4.2.3 Catastrophic Overfitting experiments
As described in Section 2.2.2 catastrophic overfitting is a phenomenon that happens
when adversarial training is performed using a certain attack, but the testing is
done against a stronger adversarial attack. In this setting it could happen after a
certain number of iterations that the robust accuracy evaluated against the AT
attack jumps to a very high value, while the robust accuracy against the stronger
attack drops to almost zero. This is visible in subfigure 4.7a. In this case the model
is adversarially trained with FGSM and tested against PGD-10.

The model used is the ResNet18 described in the previous section and has been
adversarially trained for 200 epochs with a batch size of 256 using the Stochastic
Gradient Descent (SGD) optimizer with Nesterov momentum. The initial learning
rate was of 0.1 decayed by a factor of 1

5 after 60, 120, 160 epochs. The FGSM
attack used in Figure 4.7a is done with ε = 8

255 ; for the testing PGD-10 attack
the hyperparameters ε = 8

255 and α = ε
4 are used. As it is possible to note
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Catastrophic Overfitting (CO) happens at around iteration 4700. Before CO the
PGD-10 accuracy follows the FGSM one, but after CO the first goes to almost
zero, while the second increases drastically.

On the other hand in subfigure 4.7b is shown adversarial training done with the
UTA-1-1 (single model) attack using ε = 8

255 and α = ε. This is a very fast version
of UTA that is comparable to FGSM in terms of speed. The training is done in
the exact same setting as in subfigure 4.7a, with the difference that now UTA is
used for AT. Even in this setting there is a drop in PGD-10 accuracy at a certain
point, but this drop happens later during training with respect to FGSM AT and
is not as catastrophic.

(a) FGSM adversarial training (b) UTA-1-1 adversarial training

Figure 4.7: Catastrophic overfitting experiments with FGSM and UTA on the
CIFAR-10 dataset. Results are averaged over 3 runs and accuracies are calculated
on the evaluation set. (a): training with FGSM–with ε = 8/255; and testing against
PGD–10 with ε = 8/255 and α = ε/4. CO occurs at around iteration 4700. (b):
training with UTA with 1 step (fast version), 1 sampled model and α = ε = 8/255;
testing against PGD-10 (ε = 8/255, α = ε/4) and FGSM (ε = α = 8/255). It is
possible to observe that UTA is more robust to CO relative to 4.7a.

In Figure 4.8 the robustness of different AT methods are shown. In order to
reach faster convergence in these experiments a Resnet18 model with dropout has
been trained with the same setting used in Section 4.2.2, but with a maximum
learning rate of 0.2 for the FGSM, R-FGSM and PGD-2 attacks and 0.1 for the
UTA-1-5 and UTA-2-5 attacks.

As in [28] the evaluation of these AT methods is done against the PGD-50-10
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attack, i.e. with 50 steps and 10 random restarts. Evaluation is done on the test
set at the end of the training. Results are shown for an increasing magnitude of the
attack ε ∈ { 4

255 , 6
255 , 8

255 , 10
255}; differently with respect to what presented in Figure

4.5 the same ε is used for training and testing. The α used is α = ε
4 for PGD and

UTA and α = 1.25ε for R-FGSM as suggested in [8]. As it is possible to note,
FGSM and R-FGSM AT suffer from catastrophic overfitting as ε increases, even if
R-FGSM is slightly more robust and suffers this problem for a larger ε. On the
other hand UTA attacks are more robust and for the values of ε analyzed they do
not suffer from CO.

In subfigure 4.8b on the other hand, instead of the robust is shown the clean
accuracy at the end of the training. Note how UTA-AT yields to higher clean
accuracy than FGSM, R-FGSM and PGD-AT.

(a) Robust accuracy (b) Clean accuracy

Figure 4.8: Robust evaluation of different AT methods against PGD-50-10 after
90 epochs varying ε on the CIFAR-10 dataset. Results are averaged over 3
runs. (a): PGD-50-10 comparison of different AT methods for different values of
the perturbation radius ε. UTA methods, albeit being marginally less robust to
PGD-50-10, do not suffer from CO even for large values of ε. (b): clean accuracy
comparison of different AT methods with different values of the perturbation radius
ε. UTA methods lead to higher clean accuracy than PGD methods.

For confirming what seen in figure 4.7 the same experiments have been repeated
with the Fashion-MNIST dataset, so using a LeNet model trained with the hyper-
parameters described in Section 4.2.1. Results are shown in Figure 4.9: as it is
possible to see, FGSM AT leads to catastrophic overfitting soon after the training
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starts, while this does not happens for UTA-1-1 AT: there is, after a certain while,
a decreasing trend in PGD-20 accuracy, but definitely not a drop. Furthermore
note how in case of FGSM AT there is also a drop in clean accuracy too, while this
is not the case for UTA-1-1 AT. In this case for FGSM and UTA-1-1 AT ε = 0.2 is
used, while for testing the PGD-20 attack with ε = 0.2 and α = 0.01 is applied.
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(b) UTA-1-1 training

Figure 4.9: Catastrophic Overfitting (CO) on the FashionMNIST dataset using
a LeNet model; results are averaged over 3 runs. (a): training with FGSM using
a step size α=0.2, ε = α; and testing against PGD-20 with ε=0.2 and α=0.01.
Soon after the beginning of the training the FGSM accuracy suddenly jumps to
very high values while the PGD-20 accuracy approaches 0. Note also how the clean
accuracy decreases and becomes lower than the FGSM one after CO. (b): training
with UTA-1-1 (single model) using a step size α=0.2, ε = α; and testing against
PGD-20 with ε=0.2 and α=0.01. While the PGD robustness for UTA decreases
to some extent, the drop is not as large as for FGSM AT. Note also how UTA-1-1
AT leads to higher clean accuracy.

4.3 Latent Space Experiments
Up until now only perturbations carried out in the image space have been considered.
In this section will be reported the experiments related to attacks applied in the
latent space of a model. Let E(x) be a pre-trained encoder that converts a generic
input image to its latent space representation z. In the following experiments this
encoder is pre-trained on the clean dataset and kept frozen during adversarial train-
ing. Let then Cω be a classifier that takes as input the latent space representation
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z of the data. Perturbations are applied to the latent space representation z rather
than on the input x in order to obtain on-manifold attacks. Experiments are done
both one the MNIST dataset and on CIFAR-10. For both the settings the encoder
is a two layer convolutional neural network while the classifier is a simple two layers
fully connected neural network. In the latent space the choice of the magnitude
of the perturbation ε is arbitrary since the distances are arbitrary too. In the
reported experiments for the latent space attacks a ε = 5 and a α = 0.05 have been
used. In Figure 4.10 are shown the results in terms of robust accuracy obtained
by evaluating some models trained with latent space PGD-k and UTA-k-10 for
k ∈ {2,4,8,16,32,64,128,256} and tested against latent PGD-10 (subfigure 4.10a)
and latent PGD-50-10 (subfigure 4.10b) [48]. Both the testing attacks were applied
in the latent space with ε = 5 and α = 0.01. Uncertainty is computed with the
MC Dropout method. The clean accuracy of these robust models is also shown
in subfigure 4.10c. As it is possible to see the models trained using latent PGD
lose their robustness as the number of steps increases. For these models also the
clean accuracy degrades with increasing number of steps AT. UTA-AT on the other
hand in the latent space is able to preserve its robustness levels as the number of
steps increases and the clean accuracy stays high. Note that adversarial training
using latent attacks leads to less robustness to latent space space attack testing
compared to the robustness obtained by doing AT on image space attacks. Despite
that, they provide a certain degree of robustness with respect to non adversarial
training (red dotted line in Figure 4.10).
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Figure 4.10: Robustness of latent space UTA attacks compared to latent space
PGD attacks on the MNIST dataset. (a): robust accuracy to PGD-10 when the
number of steps used for AT increases. (b): robust accuracy to PGD-50-10 when
the number of steps used for AT increases. (c): clean accuracy of AT models as
the number of steps increases. Note how UTA-AT preserves higher values of clean
accuracy compared to PGD-AT and is more robust to latent space attacks.
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In Figure 4.11 the same experiments are repeated using the CIFAR-10 dataset
and testing against PGD-10 and PGD-50-10. As it is possible to see also in
this case the UTA latent attacks lead to more robust models with higher clean
accuracy compared to latent PGD attacks and latent UTA-AT models preserve
their robustness for an increasing number of training steps confirming the intution
in Section 4.1 that UTA attacks acts like a more adaptive version of PGD and so
they are less dependent on the particular hyperparameters chosen.

4.3.1 Latent robustness in the high-ε regime
Furthermore an evaluation of how latent UTA attacks behave compared to latent
PGD in an high-ε regime is carried out on the MNIST dataset. For this specific
case the network used is the same LeNet introduced in Section 4.2.1 trained with
the same setting used for the MNIST dataset in high-ε regime. In this specific case
the Monte Carlo Dropout method is not used. Uncertainty is on the other hand
estimated using the deep ensemble approach, with 5 models. This method works
in a very similar way as Monte Carlo Dropout, with the only difference that the
various networks of the ensemble are independent and not sampled randomly at
forward time. The LeNet network has been split in an encoder and a classifier part.
The encoder contains the convolutional layers of the network and the first fully
connected, while the classifier the last two fully connected layers. Everything is
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Figure 4.11: Robustness of latent space UTA attacks compared to latent space
PGD attacks on the CIFAR-10 dataset. (a): robust accuracy to PGD-10 when
the number of steps used for AT increases. (b): robust accuracy to PGD-50-10
when the number of steps used for AT increases. (c): clean accuracy of AT models
as the number of steps increases. Note how also for CIFAR-10 UTA-AT preserves
higher values of clean accuracy compared to PGD-AT and is more robust to latent
space attacks.
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Figure 4.12: Comparison between latent PGD and latent UTA-1 with a 5 models
ensemble on MNIST, results are averaged over 3 runs and testing is done in the
image space. (a): accuracy on the unperturbed test dataset, for varying εtrain. b
image space PGD robustness on the test data points, for varying εtest (x-axis),
where dashed-dotted curves are UTA, and solid curves are PGD.

being trained together without pre-training the encoder first. The training is done
for εtrain ∈ {0.1, 0.2, 0.3, 0.4, 0.5} with α = 0.01 and the number of steps adjusted
to be ε

α
. Since attacks are done in the latent space the values of ε are arbitrary

and depend on the architecture chosen; by chance in this case it appeared that the
good values for ε in this latent space are the same as the ones used in image space.
The testing is done for εtest ∈ {0.1, 0.2, 0.3, 0.4, 0.5} a number of steps ε

0.01 and α
scheduled in a triangular way as described in Section 4.2.1. The evaluation is done
against image space attacks. Results both in terms of clean and robust accuracy
are shown in Figure 4.12. As it is possible to see UTA attacks when applied in the
latent space lead to higher clean accuracy and are definitely more robust to image
space attacks. This is in line with the argumentation that PGD-AT leads to poor
properties of the latent space as in the specific case in which attacks are applied in
this latent representation is not able to generalize to image space robustness.

4.4 Discussion
In this chapter an extensive analysis on how UTA attacks differ with respect to
standard loss-based methods has been done under several settings and conditions.
Quite interestingly it has been found that the proposed method (UTA) leads to
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an improved generalization-robustness tradeoff with respect to state of the art
adversarial methods. UTA definitely improves the state of the art in terms of fast
adversarial training and allows for a better exploration guided by uncertainty of
the perturbation space. This allows to obtain better robustness without losing
generalization, thus being able to mitigate the common adversarial problems that
affected the deployment of deep learning models to real world applications. In this
chapter a general formulation of UTA has been provided that permits to extend
the experiments done here to several different uncertainty estimation methods and
metrics. That is exactly the goal of the next chapter: provide an extensive analysis
of UTA under a completely different uncertainty estimation technique, in order to
see if UTA brings to some advantages also in this setting.
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Chapter 5

Adversarial Evaluation of
Deterministic Uncertainty
Estimation

The results presented in Chapter 4 showed how UTA-AT can be an advantageous
method to train a network that is robust to different state of the art adversarial
attacks and to catastrophic overfitting, while keeping high clean accuracy. However
the method used for estimating uncertainty, MC Dropout, is a quite approximate
method and recent solutions have been proposed to compute uncertainty in a
different, deterministic, way [14]. The goal of this chapter is to investigate how UTA
attacks and adversarial training in general behave when the uncertainty estimation
method used is the Deterministic Uncertainty Estimation (DUE) introduced in
Section 2.3.4. The formulation of adversarial training using UTA is the same as
that introduced in chapter 4. In DUE the number of samples t used for computing
uncertainty and prediction is an hyperparameter of the network, rather than of
the attack, and is always kept the same (t = 32 as suggested in the paper), so in
this chapter the UTA nomenclature loses the information about t, keeping only
the information about the number of steps k and the number of restarts n when
expressed, e.g. UTA-5 means UTA with k = 5 steps, exactly as in the PGD
nomenclature. The sampling procedure for making predictions, as implemented in
the original DUE paper [14], is done regardless of adversarial training, therefore
the computational complexity of PGD and UTA in the case they are applied on a
DUE model are exactly the same.

Furthermore, towards the end of this chapter some experiments will be made
also using a modified version of DUE in which spectral normalization is turned off.
This modified method falls in the more general family of Deep Kernel Learning
(DKL) methods [38].
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5.1 An introductory toy example
In this section an intuitive visualization of the decision boundaries and uncertainty,
generated by training with the DUE method will be presented using the same
non-isotropic toy dataset introduced in Section 4.1. In Figure 5.1 are shown the
decision and entropy boundary of a model trained with DUE on the 2-dimensional
toy dataset. The network used as a feature extractor is a fully connected residual
network with spectral normalization, implemented like in [14] and similar to the one
used in [54]. The first FC layer maps the input to an initial latent space, without
activation function. Then there are 4 additional residual blocks composed by a fully
connected plus the residual such that the output of the block is xÍ = x+f(x), with
f representing a linear mapping followed by a ReLU activation function. Spectral
normalization is used in the linear mapping implemented as in [55]. The SGD
optimizer is used with an initial learning rate of 1 × 10−1 with momentum 0.9
and weight decay equal to 4 × 10−4. Each layer used has 128 neurons, this is
the dimensionality of the latent space; 2 inducing points are used. Regarding the
Gaussian Process an additive Gaussian noise σ = 0.1 has been used to model the
variance of the data likelihood, with an RBF kernel. The uncertainty is estimated
using entropy as in the DUE paper [14].

In Figure 5.1 it is possible to see the decision boundary obtained with the
DUE method; this is considerably different with respect to that obtained using an
MCD network (see Figure 4.2). A similar pattern can be seen in the uncertainty
estimation: in the DUE case it seems like the network is not only unsure in regions
that are near the decision boundary, but also in regions in which there are not
many training points. This is particularly interesting because an adversarial attack
targeted at maximizing the uncertainty of the model will not only move the samples
to be closer to the decision boundary, but also in areas in which there is low density
of training points, thus generating some outlier examples.

This intuition is confirmed by the results presented in Figure 5.2, where are
shown the PGD (subfigure 5.2a) and UTA (subfigure 5.2b) attacks applied to a
model trained with clean data only. Both attacks use 50 steps and 10 random
restarts, with an ε = 1 and α = 0.1. As it is possible to see from the figure some of
the UTA samples are moved towards the decision boundary, but do not cross it.
On the other hand some other samples are pushed towards unexplored region of
the dataset, because they have high uncertainty. This lastly described behaviour
can be noted to a minor extent also by looking at the PGD perturbed samples.

PGD Adversarial Training

In Figure 5.3 are shown the decision boundary and the entropy of a model trained
adversarially with PGD-10 (ε = 1, α = 0.1). This decision boundary is definitely
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(a) DUE clean training decision boundary (b) DUE clean training entropy

Figure 5.1: Decision boundary and entropy of a classifier trained with clean data
using the DUE method on a toy dataset. (a): decision boundary of the model. (b):
entropy of the model. Note how entropy is high also unexplored areas and not only
near the decision boundary.

different than the one shown in Figure 5.1 and the model is not able to learn the
dataset properly, a lot of clean samples end up being misclassified. Furthermore by
looking at subfigure 5.3b it is possible to see how the model, because of adversarial
training, loses the ability to estimate in a correct way the entropy, that is high
everywhere except in a small region with an high density of points belonging to
class 0.

UTA Adversarial Training

The same experiments shown in Section 5.1 are repeated here using UTA-10-AT
and are shown in Figure 5.4. In this case the model is able to learn the dataset
better and the decision boundary is much more similar to that obtained by training
with clean data, compared to PGD. The same can be said regarding the uncertainty
estimation of the model shown in subfigure 5.4b. Interestingly the model seems
to have lower values of uncertainty in unexplored areas of the dataset, compared
to the clean model in Figure 5.1. This may be due to the fact that the training
samples used are perturbed with UTA that, as shown in Figure 5.2, tends to
move the samples towards unexplored areas, hence if a models sees these samples
during training these will be able to explain the uncertainty around those regions
(remember that entropy is a measure of epistemic uncertainty).
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(a) PGD-50-10 attack on DUE (b) UTA-50-10 attack on DUE

Figure 5.2: PGD and UTA attack on a DUE model trained with clean data on
the toy dataset. No adversarial training at all is done in this figure. (a): PGD
samples, crafted to fool the clean model, plotted on top of the decision boundary.
Note how these adversarial samples cross the boundary and go to the other side.
(b): UTA samples plotted on top of the entropy of the model. Not how the UTA
samples, having the goal of maximizing entropy do not cross the boundary, but go
towards it. Furthermore some samples are pushed to unexplored areas of the space.

5.2 CIFAR-10 experiments
The robustness experiments described in the previous sections are done here using
the DUE method on the CIFAR-10 dataset. In this setting the network used
as feature extractor is a Wide Res-Net (WRN) [56] up to the last linear layer.
The version used has a depth of 40 and a widening factor 4, following one of the
suggested implementations in the original paper [56]. Training has been done
for 100 epochs with a batch size of 128 using SGD with momentum 0.9 and an
initial learning rate of 0.1 multiplied by 0.2 at 40, 60, 80 epochs. Regarding the
spectral normalization, this was implemented as in [14]. All results are reported as
a t-confidence interval over 3 runs.

5.2.1 Robustness of PGD against UTA
The experiments were done in order to compare UTA-AT and PGD-AT under the
same setting. For all the training and testing attacks the values of ε = 8

255 and
α = ε

4 have been used. The robust evaluation has been done against PGD-50-10.
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(a) Decision boundary of a PGD-AT model. (b) Entropy boundary of a PGD-AT model.

Figure 5.3: Decision boundary (a) and entropy (b) for a PGD-10 AT model on
the toy dataset. Note how PGD-AT leads to a very bad decision boundary and the
model is not able to learn the dataset correctly.

(a) Decision boundary of a UTA-AT model. (b) Entropy boundary of a UTA-AT model.

Figure 5.4: Decision boundary (a) and entropy (b) for a UTA-10 AT model. Note
how in this case UTA-AT preserves a good decision boundary and the model is
able to learn the dataset.
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In Figure 5.5 are shown the results both in terms of clean and adversarial
accuracy of some models trained with PGD-10 vs UTA-10 using the standard DUE
method as described in the original paper [14]. Results are averaged over three
runs. As it is possible to see PGD-10 AT seems to lead to better robustness than
UTA-AT that, on the other hand, leads to a better clean accuracy. Interestingly
there are some very sharp spikes during UTA-AT in which there is an accuracy
drop, both in the clean and adversarial case, making the training with UTA samples
less stable compared to PGD-AT. These results are actually quite in contrast with
what shown in the toy example: in that case PGD-AT led to a very poor decision
boundary that basically prevented the model to learn correctly the dataset (Figure
5.3).

In the previous discussions (Chapter 4) it was argued that PGD-AT may
prevent the network from learning good latent spaces representations and decision
boundaries. But in these DUE experiments (Figure 5.5) on the other hand it seems
like there is a constraint that is ensuring PGD-AT to lead to good latent spaces
such that the network can become more robust. It is argued here that the spectral
normalization applied by the DUE method is responsible for this as the goal of this
technique applied here is exactly to ensure good latent spaces properties. This in a
certain way can be a factor that makes PGD-AT more stable.

On the other hand, looking at UTA-AT it seems like this spectral normalization
factor is stopping the network from exploring in a complete way the space, thus
making it a lot more constrained.

Adversarial training without spectral normalization

To confirm the intuition expressed in the previous section the same experiments were
repeated keeping the same setting, but this time turning off spectral normalization.
In this way the uncertainty estimation method used is much more similar to a
general Deep Kernel Learning technique [38]. In Figure 5.6 are shown the results of
the experiments done in this setting. First of all UTA-AT appears more stable when
spectral normalization is not active and the accuracy drops seen in Figure 5.5 are not
seen here. Moreover UTA-AT seems to be also more robust to PGD-50-10 attacks
when spectral normalization is not active. PGD-AT on the other hand seems to lose
part of its robustness when spectral normalization is off. The adversarial accuracy
reaches a maximum that is on average higher than that reached in subfigure 5.5b,
but then it experience a downward trend indicating that the model is overfitting
the attack. At around epoch 60 the PGD-AT models become less robust than its
UTA counterpart. Also in this case regarding the clean accuracy, UTA is definitely
better than PGD.
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(a) Clean accuracy (b) Adversarial accuracy

Figure 5.5: Adversarial training with PGD-10 vs. UTA-10 using the standard
DUE method on CIFAR-10. (a): comparison ofr the clean accuracy obtained by
doing AT with the different attacks. (b): adversarial evaluation against PGD–50-10
of PGD vs. UTA-AT. Note how PGD in general seems to be slightly more robust
than UTA, that on the other hand has an unstable training pattern with some
sharp performance drops that last only fer iterations. It is argued here that this
may be due to the effect of spectral normalization of adversarial training. Results
are averaged over three runs.

5.2.2 Robustness of fast adversarial training
In order to give more credit to the hypothesis that spectral normalization may
have a certain influence when doing adversarial training some experiments were
done comparing two fast adversarial training methods: FGSM and UTA-1. The
setting is the same as the one described in Section 5.2.1 but using FGSM with
ε = 8

255 and UTA-1 with the same ε and α = ε. Also in this case are presented the
results obtained with and without spectral normalization.

Regarding the former, results are shown in Figure 5.7. Quite interestingly it is
possible to see that the robust accuracy obtained when doing fast AT with DUE
shows an oscillating behavior for both methods: during training there are periods
in which UTA-1-AT is more robust and periods in which FGSM-AT is better.
Training is quite unstable and there are some drops both in clean and adversarial
accuracy. Intuitively it is like the attacks are trying to make some modifications
to train the model to be more robust, but spectral normalization is not allowing
those modifications and forces the network to have a more standard behaviour.
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(a) Clean accuracy (b) Adversarial accuracy

Figure 5.6: Adversarial training with PGD-10 vs. UTA-10 using a DKL adapta-
tion of the DUE method: spectral normalization is turned off on CIFAR-10.
(a): comparison of the clean accuracy obtained by doing AT with the different
attacks. (b): adversarial evaluation against PGD-50-10 of PGD vs. UTA-AT. Note
that when spectral normalization is not present in the model the PGD adversarial
accuracy reaches an higher adversarial accuracy compared to when spectral normal-
ization is active during training, but then it experiences a downwards robustness
trend indicating that the network is overfitting the attack. UTA-AT on the other
hand seems to be more robust and stable when spectral normalization is turned
off, compared to the case in which is active.

Exactly the same experiments are now repeated using the DKL method mod-
ification of DUE that simply consists in not doing spectral normalization in the
feature extractor. Results are shown in Figure 5.8. In this case the oscillating
adversarial accuracy pattern seen in the previous experiments is not detected, but
both methods seem to have a more stable training. Regarding FGSM-AT it is
possible to see a behavior similar to catastrophic overfitting at around epoch 15:
sudden robust accuracy drop and the network can not recover during the training.
For UTA-1-AT on the other hand the situation is different as there is a certain
robustness drop, but it happens later and the network is able to recover from
this during the training. This is a pattern very similar to the one seen in the
catastrophic overfitting experiments presented in Section 4.2.3 with the dropout
methods.

Also in this case it is possible to say here that also in the case of fast adversarial
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(a) Clean accuracy (b) Adversarial accuracy

Figure 5.7: Adversarial training with FGSM vs. UTA-1 using the standard DUE
method on CIFAR-110. (a): comparison of the clean accuracy obtained by doing
AT with the different attacks. (b): adversarial evaluation against PGD-50-10 of
FGSM vs. UTA-AT. Note how in this case the adversarial accuracy of both FGSM
and UTA-AT has a sort oscillating pattern and it is not possible to determine
which method is better. Furthermore there are some sharp accuracy drops both in
terms of clean ad adversarial accuracy for both methods during training.

training the intuition that spectral normalization may have an impact on the
robustness of the model seems to be reasonable.

5.3 Discussion
In this chapter the DUE method has been studied from an adversarial perspective,
comparing both standard loss based attacks and the uncertainty guided method
proposed in this thesis. After a motivating toy example highlighting the effects
of adversarial training to the DUE method in a 2-dimensional settings, some
experiments where made using a deeper network and a more challenging dataset. In
this last setting during the experiments it was hypothesized that adversarial training
may be influenced by the spectral normalization applied in the DUE method studied.
Further experiment gave credit to this intuition. Actually the connection between
AT and spectral norm have been already studied in literature, for example in [57]
it is shown how adversarial training with projected gradient descent based attacks
is equivalent to a data-dependent operator norm regularization. In particular the
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(a) Clean accuracy (b) Adversarial accuracy

Figure 5.8: Adversarial training with FGSM vs. UTA-1 using the modified
DKL method when spectral normalization is turned off on CIFAR-10. (a):
comparison of the clean accuracy obtained by doing AT with the different attacks.
(b): adversarial evaluation against PGD-50-10 of FGSM vs. UTA. In this case there
is no more the oscillating pattern seen in Figure 5.7. The FGSM-AT models seems
to suffer from catastrophic overfitting at around epoch 15, while the UTA-1-AT
models seems to be definitely more robust in this setting. There is a certain drop
in robust accuracy but it happens later and is not as catastrophic. These results
are pretty much in line with what seen with MC Dropout in Section 4.2.3.

authors confirms the intuition that the network spectral properties are linked to
its adversarial robustness. The experiments carried out in this chapter with PGD-
AT are in line with the results of the paper. Furthermore the UTA experiments
highlighted how spectral normalization may limit the efficacy of uncertainty guided
adversarial training. Actually these results emerged almost as a side effect during
the experiments, but despite that they are actually very interesting and it is left
here to future work to understand in a more formal way what are the connection
betweens UTA and spectral norm and why this behavior happens.
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Chapter 6

Conclusions and Next Steps

The main goal of this work was to introduce some techniques that allow an
uncertainty guided exploration of the input / latent space of a model. Everything
started by looking at some connections between the lines of work of adversarial
training and uncertainty estimation, then, after having found those, the focus has
been shifted on designing some methods that can provide a way to craft some
adversarial attack by exploring a particular space in an uncertainty based way.
The UTA attacks have been introduced and their various advantages have been
highlighted in several different ways. To summarize, in this work it was shown how
uncertainty based attacks compared to standard techniques lead to:

• Higher clean accuracy. This is because UTA methods do not alter too
much the properties of the decision boundaries compared to standard clean
training and lead to the learning of better latent spaces.

• More generalization. UTA based adversarial training seems to suffer less
from overfitting, even in the fast variants, with respect to most state of the
art loss based techniques.

• Wider exploration of the latent space. UTA attacks allow to train
effectively using larger ε-balls, thus giving the opportunity to the network
to find better perturbations during AT and to be more robust to different
situations.

In some experiments, results suggested that the main disadvantage of UTA-AT
is that it leads to lower levels of PGD robustness compared to loss based methods.
This is actually not completely true, as in many situations, especially when training
fast version of the attacks, UTA-AT methods lead to more robust models with
respect to FGSM-AT. Moreover, it has been shown how the high-ε regime allows
UTA to train models robust to smaller test-time perturbations, opening to a
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different way of doing adversarial training in which a sort of robustness to the
change of ε is guaranteed.

Furthermore, UTAs have been analyzed under several uncertainty estimation
methods. These, being a key element in the attack definition, played a very
important role in the performances of the AT techniques proposed here. After
having evaluated UTA with Variational BNNs and with the MC Dropout approach
a shift of focus was made in order to consider a new, but very promising, way
of computing uncertainty: deterministic methods. Under these circumstances, an
analysis of adversarial training using deep Gaussian Processes techniques was done
and it was highlighted how spectral normalization can have an impact on the goal
of robustness.

Several potential directions can be done as a follow-up of this project. For
example, an interesting direction could be to study why spectral normalization
impacts PGD and UTA adversarial training. Furthermore the study of UTA under
an online learning perspective would be very interesting. Adversarial training can
be seen as a form of online learning: given a sample it is possible to find infinite
perturbations and the model will not know what perturbation will the adversary
use. In this setting, an uncertainty randomized approach could be applied in order
to provide some theoretical guarantees that can be used to build more robust and
able to generalize models.
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Appendix A

Additional results with
Variational BNNs

In this appendix are shown some additional results related to the experiments
presented in Chapter 3 using the Variational BNNs approach on MNIST.

A.1 Entropy and Variational BNNs
In Figure A.1 are shown the results in terms of entropy and mutual information
related to the clean training of a Variational BNN on MNIST. The conclusions
made in Section 3.1 still hold here. In particular in subfigure A.1a it is possible
to see the entropy trend that resembles a bit those of the aleatoric uncertainty
shown in subfigure 3.2a even if entropy is a measure of epistemic uncertainty, in the
sense that it quantifies the uncertainty present in the model. Regarding the mutual
information, these is definitely lower than entropy in absolute value and has a
patter similar to the one of epistemic uncertainty as estimated in Figure 3.2b. It is
important to note that these measure of uncertainty differ in their implementation
and so they are able to catch different component describing how uncertain the
model is. This means that defining the correct measure of uncertainty is definitely
not a trivial task and is dependent on the particular problem at hand.

In Figure A.2 on the other hand are shown the results obtained by adversarially
training with PGD. Also in this case, similarly to what observed in Figure 3.3, it is
possible to see a flat behaviour both for uncertainty and accuracy for approximately
the first 1500 iterations. For the rest of the training the pattern of mutual
information shown in subfigure A.2b is very similar to the pattern of epistemic
uncertainty seen in subfigure 3.3b showing that the this measure capture pretty
much the same uncertainty as the epistemic uncertainty as defined in Equation
2.12.
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(a) train/validation uncertainty (b) train/validation mutual information

(c) train/validation ELBO (d) clean (valid) and PGD-10 (adversarial)
accuracy

Figure A.1: Entropy, MI estimation and accuracy for a Variational BNN trained
only with clean data on the MNIST dataset. (a) entropy and mutual information
both on the training and validation set, note how entropy is definitely higher than
mutual information. (b): zoom on mutual information uncertainty only during
training and validation.(c): train and validation ELBO. (d): accuracies shown both
with clean testing and adversarial testing using the PGD-10 attack. Note how the
adversarial accuracy is definitely lower than the clean one.
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(a) train/validation uncertainty (b) train/validation mutual information

(c) train/validation ELBO (d) clean (valid) and PGD-10 (adversarial)
accuracy

Figure A.2: Entropy, MI estimation and accuracy for a Variational BNN trained
with PGD-10 data on the MNIST dataset. (a) entropy and mutual information
both on the perturbed training and on the clea validation set. (b): zoom on mutual
information only during training and validation.(c): train and validation ELBO.
(d): accuracies shown both with clean testing and adversarial testing using the
PGD-10 attack.
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Appendix B

Architectures Used

In this section are described in detail the convolutional architectures used for
the experiments with the various datasets. In Table B.1 is shown the LeNet5
architecture used for the MNIST and FashionMNIST MC Dropout experiments,
while in Table B.2 the architecture used for the CIFAR-10 MC Dropout experiments.

LeNet
Input: x ∈ R28×28

conv. (kernel: 5×5, 1→ 6; padding: 2; stride: 1)
ReLU

max pooling (kernel: 2× 2; stride: 2)
convolutional (kernel: 5×5, 6→ 16; stride: 1)

ReLU
max pooling (kernel: 2× 2; stride: 2)

Flattening
fully connected (16× 5× 5→ 120)

ReLU
fully connected (120→ 84)

ReLU
fully connected (84→ 10)

Softmax(·)

Table B.1: LeNet architecture used for experiments on MNIST. With h×w is
denoted the kernel size. With cin → yout are denoted the number of channels of the
input and output, for the convolution layers, and the number of input and output
units for fully connected layers.
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ResBlock (ü–th block)
Bypass:

conv. (ker: 1×1, pln/2→ pln; str: str; pad: 1), if str /= 1, ü is odd
Batch Normalization, if str /= 1, ü is odd

Feedforward:
conv. (ker: 3×3, pln/2→ pln, if str /= 1, ü is odd, else pln→ pln; str: str; pad: 1)

Batch Normalization
ReLU

MCD (p = 0.2)
conv. (ker: 3×3, 64× ü→ 64× ü; str: 1; pad: 1)

Batch Normalization
Feedforward + Bypass

ReLU
MCD (p = 0.2)

ResNet Classifier
Input: x ∈ R3×32×32

conv. (ker: 3× 3; 3→ 64; str: 1; pad: 1)
Batch Normalization

ReLU
MCD (p = 0.2)

2×ResBlock (ü ∈ [1, 2], str=1, pln=64)
2×ResBlock (ü ∈ [3, 4], str=2, pln=128)
2×ResBlock (ü ∈ [4, 5], str=2, pln=256)
2×ResBlock (ü ∈ [6, 7], str=2, pln=512)

AvgPool (ker:4×4 )
Linear(512→ 10)

Table B.2: ResNet architectures for the experiments on CIFAR-10. Each ResNet
block contains skip connection (bypass), and a sequence of convolutional layers,
normalization, and the ReLU non–linearity. For clarity are listed the layers
sequentially, however, note that the bypass layers operate in parallel with the layers
denoted as “feedforward” [49]. The ResNet block for the model (right) differs if it
is the first block in the network (following the input to the model).
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