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ABSTRACT 

Vehicles electrification is nowadays a valid way to reduce environmental pollution. How-
ever, one of the main problems related to battery-powered vehicles is the charging dura-
tion. Dynamic charging represents an excellent solution in reducing or even eliminating 
vehicle downtimes during the recharge. This technology can be efficiently applied to elec-
tric forklift trucks and used in logistic plants. Enermove S.r.l. is a company which has 
developed modular wireless charging units to be installed in warehouse flooring. Their 
solution can perform both static and dynamic wireless charging. This work aims to for-
mulate a standardized methodology to determine the optimal wireless charging units lay-
out to be installed. In the first part of the thesis, a mathematical-statistical model of the 
warehouse is proposed, based on the discretization of the operative area and the descrip-
tion of the storage/picking operations executed by the forklifts. Then, in order to find the 
best possible layout of the charging infrastructures, an Integer Linear Programming (ILP) 
problem is applied to the discrete warehouse model. The ILP optimal solution must re-
spect some energetic requirements given by the customer and guarantee to be minimal in 
overall system cost. In the second part of the work, some verification studies have been 
performed to verify the range of application of the methodology and the validity of the 
provided results. Finally, the proposed approach is applied to a real-size case study, in 
order to provide evidence of the ease of usage and reliability of obtained results. 
 
  



 

II 
 

TABLE OF CONTENTS 

                                                                                                                                      Page 
 

ABSTRACT .................................................................................................................................................................. I 

TABLE OF CONTENTS ........................................................................................................................................... II 

TABLES LIST............................................................................................................................................................ IV 

FIGURES LIST ............................................................................................................................................................V 

VARIABLES LIST .................................................................................................................................................. VII 

1     INTRODUCTION ................................................................................................................................................ 1 

2     STATE OF THE ART ......................................................................................................................................... 4 

2.1 WPT ................................................................................................................................................................................. 4 
2.1.1 Introduction on WPT Systems ................................................................................................................... 4 
2.1.2 Starting Considerations ............................................................................................................................... 5 
2.1.3 System developed by Enermove S.r.l. ...................................................................................................... 7 

2.2 OPTIMIZATION ............................................................................................................................................................. 12 
2.2.1 Operation Research .................................................................................................................................... 13 
2.2.2 Algorithms efficiency and problems complexity ............................................................................. 14 
2.2.3 Heuristic Techniques .................................................................................................................................. 15 
2.2.4 Linear Programming Problems ............................................................................................................. 16 

2.3 OVERVIEW ON WAREHOUSES AND STORAGE SYSTEMS .......................................................................................... 18 
2.3.1 Warehouse Layouts .................................................................................................................................... 18 
2.3.2 Storing assignment and Routing Strategies ..................................................................................... 20 
2.3.3 Experimental analyses............................................................................................................................... 21 

3     MODEL OVERVIEW ....................................................................................................................................... 23 

3.1 SUMMARY OF THE MODEL KEY POINTS .................................................................................................................... 25 

4     WAREHOUSE MODELLING ......................................................................................................................... 27 

4.1 ASSUMPTIONS ON WAREHOUSE LAYOUT. ................................................................................................................. 29 
4.2 CORRIDORS ................................................................................................................................................................... 30 
4.3 NODES ........................................................................................................................................................................... 32 
4.4 EDGES ............................................................................................................................................................................ 34 
4.5 BAYS............................................................................................................................................................................... 36 
4.6 OPERATIONS ................................................................................................................................................................. 38 
4.7 FORKLIFT ROUTING ..................................................................................................................................................... 40 
4.8 DIJKSTRA ALGORITHM ................................................................................................................................................ 43 

5     TOTAL TIMES CALCULATION ................................................................................................................... 44 

5.1 TOTAL TIMES VECTORS DEFINITION ........................................................................................................................ 44 
5.2 PARTIAL TIMES MATRICES ........................................................................................................................................ 48 

5.2.1 Partial Times Matrices definition ......................................................................................................... 48 
5.2.2 Partial Times Matrices calculation ...................................................................................................... 51 

5.3 TOTAL TIMES VECTORS CALCULATION .................................................................................................................... 53 
5.4 CONSIDERATIONS AND POSSIBLE IMPROVEMENTS ................................................................................................. 57 

6     ENERGY BALANCE ........................................................................................................................................ 58 



 

III 
 

6.1 FORKLIFT STATE-OF-CHARGE CALCULATION ......................................................................................................... 58 
6.2 WORKING SHIFT ANALYSIS ........................................................................................................................................ 59 
6.3 ENERGY INTAKED ........................................................................................................................................................ 60 
6.4 ENERGY LOST ............................................................................................................................................................... 62 

7     OPTIMIZATION PROBLEM ......................................................................................................................... 65 

7.1 OBJECTIVE ..................................................................................................................................................................... 65 
7.1.1 Computational time .................................................................................................................................... 65 

7.2 WPT MODELLING CONCEPTS ..................................................................................................................................... 66 
7.2.1 Node Spacing ................................................................................................................................................. 66 
7.2.2 WPT parts and centers .............................................................................................................................. 67 
7.2.3 WPT orientation .......................................................................................................................................... 67 
7.2.4 Golden rule on WPT modelling .............................................................................................................. 69 

7.3 OPTIMIZATION VARIABLES ........................................................................................................................................ 69 
7.4 COST FUNCTION ........................................................................................................................................................... 71 
7.5 CONSTRAINTS ............................................................................................................................................................... 72 

7.5.1 Unicity Constraint ....................................................................................................................................... 72 
7.5.2 WPT Placement Impossibility Constraint .......................................................................................... 73 
7.5.3 Corridors Constraints................................................................................................................................. 74 
7.5.4 Node Neighbors ............................................................................................................................................ 77 
7.5.5 WPT Center Position Constraints .......................................................................................................... 82 
7.5.6 WPT Part Position Constraints .............................................................................................................. 84 
7.5.7 Minimum WPT Length Constraint ........................................................................................................ 86 
7.5.8 Bay WPT Impossibility Constraint ........................................................................................................ 88 
7.5.9 SoC Constraint .............................................................................................................................................. 89 

7.6 OPTIMIZATION PROBLEM ........................................................................................................................................... 91 

8     MODEL VERIFICATION ................................................................................................................................ 93 

8.1 1ST VERIFICATION – CONSTRAINTS CHECK .............................................................................................................. 93 
8.2 2ND VERIFICATION – OPTIMAL WPT POSITIONS CHECK ....................................................................................... 99 
8.3 3RD VERIFICATION – REALISTIC CASE SCENARIO ................................................................................................. 104 
8.4 4TH VERIFICATION – REAL CASE SCENARIO ......................................................................................................... 107 

9     CONCLUSIONS ..............................................................................................................................................114 

9.1 ANALYSIS OF THE RESULTS ..................................................................................................................................... 114 
9.2 FUTURE IMPROVEMENTS......................................................................................................................................... 115 

REFERENCES ........................................................................................................................................................117 

 



 

IV 
 

TABLES LIST 

Table                                                                               Page 
 
TABLE 1: LEVEL OF CHARGING FOR EVS AND RELATIVE PARAMETERS .................................................................................. 2 
TABLE 2: COMPUTATIONAL TIME REQUESTED BY DIFFERENT ALGORITHMS ...................................................................... 15 
TABLE 3: RESULTS OF THE ANALYSIS OF DUKIC AND OPETUK [39] .................................................................................... 22 
TABLE 4: PARAMETERS OF THE EDGES DEFINED IN FIGURE 17 ........................................................................................... 35 
TABLE 5: OPERATION PHASES DESCRIPTION ............................................................................................................................ 45 
TABLE 6: FORKLIFT POWER CONSUMPTION IN EACH OPERATION PHASE ........................................................................... 62 
TABLE 7: WPT ORIENTATION ALLOWED FOR EACH NODE CATEGORY ................................................................................ 68 
TABLE 8: ALLOWED WPT CATEGORIES FOR NODES WITH DIFFERENT WPT PART/CENTER ........................................ 68 
TABLE 9: OPTIMIZATION VARIABLES MEANING AND VALUES ................................................................................................ 70 
TABLE 10: RADIUS-2 HORIZONTAL NEIGHBORHOOD OF NODES IN FIGURE 30 ................................................................ 79 
TABLE 11: DISTANCE-5 HORIZONTAL NEIGHBORHOOD OF NODES IN FIGURE 31 ........................................................... 81 
TABLE 12: OPERATION PARAMETERS OF THE 1ST VERIFICATION CASE SCENARIO ............................................................. 96 
TABLE 13: PARAMETERS USED IN 1ST VERIFICATION ............................................................................................................. 96 
TABLE 14: OPERATION PARAMETERS OF THE 2ND VERIFICATION ..................................................................................... 101 
TABLE 15: WPT FEATURES OF THE 2ND VERIFICATION ...................................................................................................... 102 
TABLE 16: ALTERNATIVE WPT LAYOUTS OF THE 2ND VERIFICATION .............................................................................. 103 
TABLE 17: OPERATION PARAMETERS OF THE 3RD VERIFICATION ..................................................................................... 106 
TABLE 18: OPERATION PARAMETERS OF THE 4TH VERIFICATION ...................................................................................... 111 
TABLE 19: CHARACTERISTICS OF THE COMPUTER USED FOR THE 4TH VERIFICATION .................................................... 111 
TABLE 20: SUMMARY OF THE RESULTS OBTAINED IN THE 4TH VERIFICATION ................................................................. 113 
TABLE 21: COMPUTATIONAL TIME REQUIRED BY THE 4TH VERIFICATION ....................................................................... 113 
 
  



 

V 
 

FIGURES LIST 

Figure                                                                                                                                Page 
 
FIGURE 1: REDUCTION OF CARBON EMISSIONS GOAL FOR 2050 ............................................................................................. 1 
FIGURE 2: ELECTRIC FORKLIFT TO WHICH THIS STUDY COULD BE ORIENTED ....................................................................... 6 
FIGURE 3: EXAMPLES OF CHARGING AREAS AND BATTERY SWAP OPERATIONS..................................................................... 7 
FIGURE 4: SCHEME OF ENERMOVE TECHNOLOGY PRINCIPLES ................................................................................................. 8 
FIGURE 5: DYNAMIC TRANSMITTER AND RECEIVER DEVELOPED BY ENERMOVE S.R.L .................................................... 10 
FIGURE 6: STATIC TRANSMITTER DEVELOPED BY ENERMOVE S.R.L .................................................................................... 10 
FIGURE 7: CAD OF TRANSMITTING COIL ................................................................................................................................... 11 
FIGURE 8: POSSIBLE APPLICATION OF THE DYNAMIC WPT SYSTEM, FOR EXEMPLIFICATION PURPOSES ONLY ............ 12 
FIGURE 9: POSSIBLE WAREHOUSE LAYOUTS ............................................................................................................................. 19 
FIGURE 10: NON-TRADITIONAL WAREHOUSE LAYOUTS ......................................................................................................... 19 
FIGURE 11: COMMON ROUTING STRATEGIES ........................................................................................................................... 20 
FIGURE 12: TRADITIONAL WAREHOUSE LAYOUTS ANALYZED BY POHL ET AL. .................................................................. 21 
FIGURE 13: FIRST EXAMPLE OF WAREHOUSE MODELLIZATION ............................................................................................ 28 
FIGURE 14: EXAMPLE OF ALLOWED WPT PLACEMENT OVER THE NODES ......................................................................... 29 
FIGURE 15: EXAMPLE OF CORRIDORS NUMERATION .............................................................................................................. 31 
FIGURE 16: EXAMPLE OF NODE CATEGORIES ASSIGNMENT ................................................................................................... 33 
FIGURE 17: EXAMPLE OF EDGE MODELLING ............................................................................................................................. 35 
FIGURE 18: EXAMPLE OF INCORRECT EDGES MODELLING ..................................................................................................... 36 
FIGURE 19: EXAMPLE OF BAY MODELLING ............................................................................................................................... 37 
FIGURE 20: EXAMPLE OF WAREHOUSE MODELLING ............................................................................................................... 40 
FIGURE 21: EXAMPLE OF MINIMUM PATH CALCULATION....................................................................................................... 42 
FIGURE 22: EXAMPLE OF INTERMEDIATE NODES DEFINITION .............................................................................................. 42 
FIGURE 23: WAREHOUSE MODELLED WITH DIFFERENT VALUES OF NODE SPACING ......................................................... 66 
FIGURE 24: WPT PARTS AND CENTER REPRESENTATION .................................................................................................... 67 
FIGURE 25: EXAMPLE OF HORIZONTAL AND VERTICAL WPTS ............................................................................................. 69 
FIGURE 26: EXAMPLE OF APPLICATION OF THE CORRIDOR CONSTRAINT ............................................................................ 75 
FIGURE 27: EXAMPLE OF INCORRECT - BUT STILL ALLOWED - WPT PARTS AND CENTERS PLACEMENT ..................... 76 
FIGURE 28: OTHER EXAMPLE OF INCORRECT - BUT STILL ALLOWED - WPT PARTS AND CENTERS PLACEMENT ........ 77 
FIGURE 29: EXAMPLE OF NODE NEIGHBORS ............................................................................................................................. 78 
FIGURE 30: EXAMPLE OF RADIUS-2 HORIZONTAL NEIGHBORS ........................................................................................... 79 
FIGURE 31: EXAMPLE OF DISTANCE-5 HORIZONTAL NEIGHBORS ....................................................................................... 81 
FIGURE 32: EXAMPLE OF INCORRECT - BUT STILL ALLOWED - WPT PARTS AND CENTERS LAYOUT............................. 84 
FIGURE 33: OTHER EXAMPLE OF INCORRECT - BUT STILL ALLOWED - WPT PARTS AND CENTERS LAYOUT ............... 84 
FIGURE 34: EXAMPLE OF WPT LAYOUT WHICH DO NOT RESPECT THE MINIMUM WPT STRIP LENGTH ....................... 86 
FIGURE 35: POSSIBLE OPTIMAL WPT LAYOUT OF THE WAREHOUSE MODELLED IN FIGURE 13 .................................... 89 
FIGURE 36: MODELLED WAREHOUSE MAP OF THE 1ST VERIFICATION CASE SCENARIO ..................................................... 94 
FIGURE 37: MODELLED WAREHOUSE MAP OF THE 1ST VERIFICATION, REPRESENTED USING MATLAB ......................... 94 
FIGURE 38: WAREHOUSE MAP OF THE 1ST VERIFICATION CASE SCENARIO ......................................................................... 95 
FIGURE 39: OPTIMAL WPT LAYOUT FOUND BY MATLAB SOLVER IN THE 1ST VERIFICATION .......................................... 97 
FIGURE 40: FORBIDDEN ZONES LOCATIONS IN THE 1ST VERIFICATION ................................................................................ 98 
FIGURE 41: OPTIMAL WPT LAYOUT OF THE 1ST VERIFICATION, AFTER HAVING DEFINED THE FORBIDDEN ZONES .... 98 
FIGURE 42: MODELLED WAREHOUSE MAP OF THE 2ND VERIFICATION CASE SCENARIO .................................................... 99 
FIGURE 43: MODELLED WAREHOUSE MAP OF THE 2ND VERIFICATION, BUILT USING MATLAB ..................................... 100 
FIGURE 44: NODE CATEGORIES MAP OF THE 2ND VERIFICATION ........................................................................................ 100 
FIGURE 45: TOTAL TIMES OF THE 2ND VERIFICATION ......................................................................................................... 101 
FIGURE 46: OPTIMAL WPT LAYOUT OF THE 2ND VERIFICATION ....................................................................................... 102 
FIGURE 47: OPTIMAL WPT LAYOUT FOUND BY MATLAB SOLVER IN THE 2ND VERIFICATION ...................................... 103 
FIGURE 48: WAREHOUSE MAP OF THE 3RD VERIFICATION CASE SCENARIO ...................................................................... 104 



 

VI 
 

FIGURE 49: OPERATION PROBABILITIES FOR DIFFERENT PICKING LOCATIONS IN THE 3RD VERIFICATION ................. 105 
FIGURE 50: WAREHOUSE MODELLIZATION OF THE 3RD VERIFICATION ............................................................................ 106 
FIGURE 51: OPTIMAL WPT LAYOUT FOUND BY MATLAB SOLVER IN THE 3RD VERIFICATION ...................................... 107 
FIGURE 52: MAP OF THE WAREHOUSE, WITH THE MODELLING ENTITIES, USED IN THE 4TH VERIFICATION ............... 109 
FIGURE 53: PICKING PROBABILITIES DISTRIBUTION OF THE 4TH VERIFICATION ............................................................. 110 
FIGURE 54: OPTIMAL WPT LAYOUT OF THE 4TH VERIFICATION, CALCULATED BY MATLAB ALGORITHM .................. 112 

 
  



 

VII 
 

VARIABLES LIST 

 
𝑖, 𝑗, 𝑘 = Indices used, respectively, for nodes/edges, operations, bays; 
 
𝑏 = Index used in bays section; 
 
𝒩 = Set of all the nodes in the modelled warehouse; 
 
ℰ = Set of all the edges in the modelled warehouse; 
 
𝒪 = Set of all the operations that can be executed in the modelled warehouse; 
 
ℬ = Set of all the bays in the modelled warehouse; 
 
ℋ = Set of all the horizontal corridors in the modelled warehouse; 
 
𝒱 = Set of all the vertical corridors in the modelled warehouse; 
 
𝒪𝒫௝ = Set of the nodes crossed by the forklift during Outward Trip of operation 𝑗; 
 
ℛ𝒫௝ = Set of the nodes crossed by the forklift during Return Trip of operation 𝑗; 
 
𝒪𝒯௝  = Set of the Outward Trip intermediate nodes of operation 𝑗; 
 
ℛ𝒯௝ = Set of the Return Trip intermediate nodes of operation 𝑗; 
 
ℋ𝒩௜ = Set of Radius-2 horizontal neighbors of node 𝑖; 
 
𝒱𝒩௜ = Set of Radius-2 vertical neighbors of node 𝑖; 
 
ℋ𝒩𝒩௜ = Set of Distance-5 horizontal neighbors of node 𝑖; 
 
𝒱𝒩𝒩௜ = Set of Distance-5 vertical neighbors of node 𝑖; 
 
𝑁 = Total number of nodes in the modelled warehouse; 
 
𝐸 = Total number of edges in the modelled warehouse; 
 
𝑂 = Total number of operations to be executed in the modelled warehouse; 
 
𝐵 = Total number of bays in the modelled warehouse; 
 



 

VIII 
 

𝐻 = Total number of horizontal corridors in the modelled warehouse; 
 
𝑉 = Total number of vertical corridors in the modelled warehouse; 
 
𝐻𝑁௜ = Number of Radius-2 horizontal neighbors of node 𝑖; 
 
𝑉𝑁௜ = Number of Radius-2 vertical neighbors of node 𝑖; 
 
𝐻𝑁𝑁௜ = Number of Distance-5 horizontal neighbors of node 𝑖; 
 
𝑉𝑁𝑁௜ = Number of Distance-5 vertical neighbors of node 𝑖; 
 
𝑐𝑎𝑡௜ = Category of node 𝑖; 
 
ℎ𝑜𝑟𝑐௜ = Horizontal corridor of node 𝑖; 
 
𝑣𝑒𝑟𝑐௜ = Vertical corridor of node 𝑖; 
 
𝑜𝑛𝑓௜ = Binary parameter indicating if an operation has to be executed on node 𝑖; 
 
𝑛1௜ = First node that edge 𝑖 is connecting; 
 
𝑛2௜ = Second node that edge 𝑖 is connecting; 
 
𝑜𝑡௝ = Operation time of operation 𝑗; 
 
𝑜𝑛௝  = Operation node of operation 𝑗; 
 
𝑏𝑡௝ = Bay time of operation 𝑗; 
 
𝑏௝ = Operation bay of operation 𝑗; 
 
𝑏𝑟𝑡௝ = Bay recharge time of operation 𝑗; 
 
𝑝௝ = Operation probability of operation 𝑗; 
 
𝑖𝑛𝑓௝ = Intermediate node flag of operation 𝑗; 
 
𝑜𝑜𝑡௝  = Overall operation time of operation 𝑗; 
 
𝑏𝑛௞ = Bay node of bay 𝑘; 
 
𝑏𝑤𝑓௞ = Bay WPT flag of bay 𝑘; 
 



 

IX 
 

𝑣௙ = Forklift average speed; 
 
𝑛௦ = Nodes spacing; 
 
𝑐𝑡 = Crossing time; 
 
𝑘௜,௝ = Multiplicity of node 𝑖, that is how many times node 𝑖 is present in either 𝒪𝒫௝ and 
ℛ𝒫௝; 
 
𝑇𝑁𝑇𝑉 = Total Node Times Vector; 
 
𝑇𝑁𝑀𝑇𝑉 = Total Node Movement Times Vector; 
 
𝑇𝑁𝑂𝑇𝑉 = Total Node Operation Times Vector; 
 
𝑇𝐵𝑇𝑉 = Total Bay Times Vector; 
 
𝑇𝐵𝑂𝑇𝑉 = Total Bay Operation Times Vector; 
 
𝑇𝐵𝑅𝑇𝑉 = Total Bay Recharge Times Vector; 
 
𝑡𝑛𝑡௜ = Total node time of node 𝑖; 
 
𝑡𝑛𝑚𝑡௜ = Total node movement time of node 𝑖; 
 
𝑡𝑛𝑜𝑡௜ = Total node operation time of node 𝑖; 
 
𝑡𝑏𝑡௞ = Total bay time of bay 𝑘; 
 
𝑡𝑏𝑜𝑡௞ = Total bay operation time of bay 𝑘; 
 
𝑡𝑏𝑟𝑡௞ = Total bay recharge time of bay 𝑘; 
 
𝑃𝑁𝑇𝑀 = Partial Node Times Matrix; 
 
𝑃𝑁𝑀𝑇𝑀 = Partial Node Movement Times Matrix; 
 
𝑃𝑁𝑂𝑇𝑀 = Partial Node Operation Times Matrix; 
 
𝑃𝐵𝑇𝑀 = Partial Bay Times Matrix; 
 
𝑃𝐵𝑂𝑇𝑀 = Partial Bay Operation Times Matrix; 
 
𝑃𝐵𝑅𝑇𝑀 = Partial Bay Recharge Times Matrix; 
 



 

X 
 

𝑝𝑛𝑡௜௝ = Partial node time of node 𝑖 during operation 𝑗; 
 
𝑝𝑛𝑚𝑡௜௝ = Partial node movement time of node 𝑖 during operation 𝑗; 
 
𝑝𝑛𝑜𝑡௜௝ = Partial node operation time of node 𝑖 during operation 𝑗; 
 
𝑝𝑏𝑡௞௝ = Partial bay time of bay 𝑘 during operation 𝑗; 
 
𝑝𝑏𝑜𝑡௞௝ = Partial bay operation time of bay 𝑘 during operation 𝑗; 
 
𝑝𝑏𝑟𝑡௞௝ = Partial bay recharge time of bay 𝑘 during operation 𝑗; 
 
𝑆𝑇௧௢௧௔௟ = Total duration of a shift; 
 
𝑆𝑇௕௥௘௔௞௦ = Total duration of the breaks in a shift; 
 
𝑆𝑇௘௙௙ = Effective duration of the shift, i.e., duration of a shift excluding the breaks; 
 
𝑃௡ = Nominal WPT system charging power; 
 
𝜂௦௧௔௧ = Static efficiency; 
 
𝜂ௗ௬௡ = Dynamic efficiency; 
 
𝐸௕௔௧௧௘௥௬,௠௔௫ = Fully-charged battery stored energy; 
 
𝑃௖௢௡௦,௠௔௫ = Maximum forklift power consumption; 
 
𝑘௕௥௘௔௞௦ = Fraction of break time forklifts are charged on static WPTs; 
 
𝑃௖௢௡௦,௕௔௬,௢௣ = Forklift power consumption when operating in bays; 
 
𝑃௖௢௡௦,௕௔௬,௥௘௖௛ = Forklift power consumption when non-operating in bays; 
 
𝑃௖௢௡௦,௡௢ௗ௘,௠௢௩ = Forklift power consumption when moving in the warehouse; 
 
𝑃௖௢௡௦,௡௢ௗ௘,௢௣ = Forklift power consumption when operating in the warehouse; 
 
𝐸௜௡,௕௥௘௔௞௦ = Total energy intaked, in a shift, during breaks; 
 
𝐸௜௡,௕௔௬௦ = Total energy intaked, in a shift, from recharge in bays; 
 
𝐸௜௡,ௗ௬௡௔௠௜௖ = Total energy intaked, in a shift, from the recharge on “dynamic WPTs”; 



 

XI 
 

𝐸௢௨௧,௕௔௬,௢௣ = Energy lost during operation in bays; 
 
𝐸௢௨௧,௕௔௬,௥௘  = Energy lost when the forklift is not operating in bays; 
 
𝐸௢௨௧,௡௢ௗ௘,௠௢௩ = Energy lost due to forklift movement in the warehouse; 
 
𝐸௢௨௧,௡௢ௗ௘,௢௣ = Energy lost during forklift operation in the warehouse; 
 
𝐸௜௡,௦௛௜௙௧ = Total energy intaked in a shift; 
 
𝐸௢௨௧,௦௛௜௙௧ = Total energy lost in a shift; 
 
∆𝐸௦௛௜௙௧ = Energy net balance in a shift; 
 
𝐸௕௔௧௧௘௥௬,௔௖௧௨௔௟ = Actual energy stored in the battery; 
 
𝑆𝑜𝐶 = Battery State-of-Charge; 
 
∆𝑆𝑜𝐶௦௛௜௙௧ = Variation of forklift battery SoC during a shift; 
 
∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ = Desired variation of forklift battery SoC during a shift; 
 
∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ = Minimum acceptable value of forklift battery energy variation in a shift; 
 
𝑐𝑜𝑠𝑡௧௢௧ = Cost, in euros, of the WPT system to be installed; 
 
𝑐𝑜𝑠𝑡௦௧௔௧ = Cost, in euros, of the static WPTs to be installed; 
 
𝑐𝑜𝑠𝑡ௗ௬௡ = Cost, in euros, of the dynamic WPTs to be installed; 
 
𝜃 = Set of the optimization variables; 
 
𝑥௜ = Optimization variable – presence of a WPT on node 𝑖; 
 
ℎ௜ = Optimization variable – presence of an Horizontal WPT Part on node 𝑖; 
 
ℎ𝑐௜ = Optimization variable – presence of an Horizontal WPT Center on node 𝑖; 
 
𝑣௜ = Optimization variable – presence of a Vertical WPT Part on node 𝑖; 
 
𝑣𝑐௜ = Optimization variable – presence of a Vertical WPT Center on node 𝑖; 
 
𝑥𝑏௞ = Optimization variable – presence of a static WPT in bay 𝑘; 
 



 

XII 
 

𝑐 = Cost vector, indicating the cost of each optimization variable; 
 
𝑐ௗ = Cost of each dynamic WPT Part/Center; 
 
𝑐௦ = Cost of each static WPT; 
 
𝑐௢ = Fictitious null cost used in the cost function. 
 
 



 Introduction 1 

 
 

 
 
 

Chapter 1 
 

Introduction 

The problems of climate change, environmental pollution and greenhouse gases emis-
sions have become even more relevant through this century. Many governments and in-
stitutions are oriented towards the direction of the decarbonification, and have set some 
milestones to achieve this goal in the course of next years. In 2011, the European Com-
mission has published a roadmap for moving to a competitive low-carbon economy in 
2050. The objectives are to cut domestic greenhouse gas emissions by at least 80% by 
2050 compared to 1990. The EU targets to reduce greenhouse gas emissions inside the 
EU by at least 40% by 2030 [1]. Figure 1 shows the expected carbon emissions reduction 
trends from 1990 to 2050 for achieving these objectives.  
 

 
Figure 1: Reduction of carbon emissions goal for 2050 [1]. 

 
This concerns have led the rapid growth of Electric Vehicles (EV). Development 

plans with the aim of increasing EVs in developing countries have been proposed. Utili-
zation of EVs has the potential to reduce pollution, reduce greenhouse gas emissions, and 
save fuel cost for EV owners [2]. Though, one of the main problems related to electric 
vehicles is the charging duration. Nowadays, there are various level of charging for EVs. 
A classification of them on the basis of the rate at which batteries are charged is shown 
in Table 1. EVs are more expensive compared to conventional vehicles, and charging 
time of EVs is higher compared to refueling of conventional vehicles [2].  
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Level 
Battery Capacity 

(kWh) 
Power Level 

Charging Time 
(hours) 

Level 1 
5-15 
16-50 

1.4 kW (12 A) 
1.9 kW (20 A) 

4-11 
11-36 

Level 2 
5-15 
16-30 
3-50 

4 kW (17 A) 
8 kW (32 A) 

19.2 kW (80 A) 

1-4 
2-6 
2-3 

Level 3 20-50 
50 
100 

0.4-1 
0.2-0.5 

Table 1: Level of charging for EVs and relative parameters [2]. 
 

Consequently, also the material handling equipment used in industries is shifting to-
wards the electrification. Interest in and need for electric material handling vehicles 
(EMVs), such as electric forklifts and automatic guided vehicles (AGVs), are growing 
larger and larger [3]. One study forecasted the electric forklift market will grow more 
than four times, from 10000 units in 2016 to 47000 units in 2025 [4]. The main drivers of 
this change are the reduced operation cost and fueling associated with EMVs, limited 
energy consumption and reducing greenhouse gas emissions, even though movement into 
EMVs has higher upfront costs [3]. 

Forklifts are part of the industrial environment, and are used in daily tasks when mov-
ing heavy loads (e.g. pallets) from one place to another. They can be classified according 
to their power source: liquified petroleum gas (LPG), diesel or electric [5]. Diesel forklifts 
have been largely used because of their good durability and good torque. However, for 
indoor applications, zero-emissions is mandatory, which makes electric forklifts suitable 
for such uses. They also provide very high torque and zero noise pollution thanks to the 
electric motor. However, charging time is a big concern. Even if some improvements in 
the materials used to build the batteries, like the use of lithium-ion technology, or in the 
charging techniques, like the introduction of fast charging systems [6], have brung a sig-
nificant reduction of the charging time, it still remain high compared to the other types of 
fueling listed before. Since forklifts are critical resources which directly influence the 
overall efficiency of any warehouse or manufacturing facility [7], and considering that 
battery charging introduces machine downtime periods leading to a decrease of such ef-
ficiency, it is of interest to find some strategies leading to the reduction, or even the elim-
ination, of those unproductive time amounts. 

One of the most promising technologies for strongly reducing EVs dead times during 
charging, and to foster a large EV diffusion is represented by the Dynamic Wireless 
Power Transfer (DWPT) technology, which is based on the magnetic coupling between 
coils installed under the ground level and a coil mounted under the vehicle floor, con-
nected to vehicle battery by means of a power electronics converter [8]. Thanks to the 
absence of electric contacts, DWPT allows powering the EV while driving, eliminating 
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the necessity of stops for the recharge [8]. Then, this technology could be applied to elec-
tric forklifts too, and can potentially solve their recharge problem, with the related ma-
chine downtimes and the consequent logistic plant efficiency loss. 

Enermove S.r.l. is a company born in 2019 from the collaboration of the entrepreneur 
Flavio Cavallo with Paolo Guglielmi and Vincenzo Cirimele which are, respectively, a 
professor and a researcher at the Politecnico di Torino [6]. This company has developed 
a technology for the dynamic wireless charging of electric forklifts trucks, which is based 
on the installation of charging lanes under the warehouse flooring. Forklifts transiting 
over such lanes could be charged by them, without the need of stopping. Alongside, the 
company has also developed static wireless charging pads, which are optimized for the 
forklift recharge when they are parked over them. In essence, the combination of the static 
and dynamic charging systems developed by the company may really solve the forklifts 
charging problem which has been described up to now. However, in order to create a 
charging system that, when installed in a warehouse, is really able to satisfy the ware-
house owners requirements about the total energy which can be actually transferred to 
forklifts during each working shift, some analyses of the warehouse logistic structure 
must be done. 

This work is oriented to logistic plants which are served by battery-powered electric 
forklifts, which could be potentially charged by static or dynamic wireless power transfer 
systems. The objective of this work is the development of a mathematical-statistical 
model to discretize a warehouse and, on the basis of it, to realize an algorithm able to 
determine the number and the positions of the static or dynamic charging modules devel-
oped by Enermove S.r.l. to be installed in the warehouse. Such system must satisfy some 
energetic requirements, in terms of energy intake per working shift, given by the cus-
tomer, and must have the lowest cost possible. 

Chapter 4 describes the warehouse modelling step: aisles and lanes where forklifts 
can move are discretized using nodes and edges, so to create a mathematical graph. Then, 
all the picking/storage operations which must could be executed by the forklifts must be 
modelled, describing their duration, the path followed by the forklifts, and the probability 
to be executed with respect to the whole set. 

Chapter 5 illustrates the procedure to estimate the zones of the warehouse which are 
more utilized by the forklifts, starting from the warehouse modelling elements. In princi-
ple, if we are interested to minimize the cost of the system, the dynamic charging modules 
must be preferentially placed in zones with high utilization, since forklifts spend more 
time over them. 

Chapter 7 describes the optimization problem, which in this work is a Linear Pro-
gramming one, developed to find the minimum-cost charging modules layout which sat-
isfies the customer energetic requirements, starting from the utilization of each warehouse 
zone. To conclude, Chapter 8 presents four examples of verification of the whole proce-
dure, applied to some ad-hoc designed warehouses and an existing one, to demonstrate 
the validity of the model, the optimality of the results in terms of cost, and the capability 
of the developed algorithm to be applied to almost any kind of existing warehouse, being 
able to calculate the optimal solution in a reasonable amount of time.  
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Chapter 2 
 

State of the Art 

2.1  WPT 

2.1.1  Introduction on WPT Systems 

It is possible to define as Wireless Power Transfer (WPT) the different ways to transfer 
energy at distance without wires [9]. Today, this definition covers several technologies in 
a wide range of applications, power and distances. Some of them are [10] [11]: 
 

 Smartphones; 
 PCs, tablets, audio players; 
 Electric vehicles and trams; 
 Medical applications, for devices implanted in human body like cardiac implants; 
 UAVs, whose range can be significantly increased without changing their battery 

size; 
 Consumer appliances like refrigerators, washing machines, air conditioners etc. 

 
A first classification of WPT systems regards the distance at which they can transmit 

power. We can distinguish between far-field WPT and near-field WPT. The former is 
concerning about energy transfer at long distances. Microwave energy falls into this cat-
egory. The latter concerns transmission of energy at short distances. We can classify near-
field WPT systems into four categories, depending on the type of coupling used [10]: 
 

 Magnetic resonant coupling; 
 Inductive coupling; 
 Capacitive coupling; 
 Magneto dynamic coupling. 

 
The first two are the most suitable ones, being good compromises in terms of system 

efficiency and physical size of the components. In this work, we will focus our attention 
on near-field WPT technologies for vehicular applications. 

The technology developed by Enermove S.r.l. is called inductive power transfer 
(IPT). It basically consists of the inductive coupling between a coil above or below the 
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ground, defined as the transmitter, and a movable coil placed under the vehicle, defined 
as the receiver. The transmitter is powered through a power electronics converter, which 
provides a high-frequency current and a high-frequency field. This field couples with the 
receiver and allows the wireless transfer of electrical power. Downstream the receiver, a 
rectification stage converts the signal to dc, which allows the battery of the vehicle to be 
charged. Thanks to the absence of electrical contact, the transmitter and receiver of an 
IPT are independent, so the recharge process can start automatically when the vehicle is 
over the transmitter. Moreover, the absence of electrical contacts eliminates the typical 
problems of electrical erosion and dust deposition, providing a more robust system with 
longer life cycle [9]. 

This technology can be used for EVs, for both static, when the vehicle is parked dur-
ing charging, and dynamic, when energy transfer occurs during vehicle motion, applica-
tions. Dynamic charging, also known as Charging-While-Driving, can potentially solve 
the range anxiety problem related to the limited range a generic EV is able to cover. Peo-
ple are constantly scared about having enough charge in the battery to complete their 
trips, and about looking for charging stations nearby when battery is almost exhaust [12]. 
This problem results to be the most relevant for the negative social perception of EVs 
[13]. 

Efficiency of a WPT system can reach values around 90%, provided that there is a 
precise alignment of both transmitter and receiver coils [11]. Moreover, efficiency de-
pends on the width of the gap between the two coils: the larger the gap, the lower the 
efficiency [14]. 

Behind this powerful technology, there is a big question on the safety of human body 
while exposed to large, and potentially dangerous, electric, magnetic, and EM fields gen-
erated by WPT systems. First of all, adverse effects on human health mainly depend on 
the frequency and intensity of EM field, so it is important to keep them well below the 
established human safety limits by the proper design of the systems. For resonant coupled 
WPTs, some human exposure guidelines can be found in [15], [16], [17]. It has been 
proved that human exposure to EM fields may increase the body temperature or may heat 
body tissues, and may stimulate muscle tissue and nerve, but there is no established evi-
dence that this EM field causes cancer. However, no particular human health risks have 
been proved, if exposure limits required by the regulations are respected [18]. 

2.1.2  Starting Considerations 

Feasibility of WPT systems for vehicular applications have been verified in several re-
searchs [12] [19] [20]. However, most of them are related to outdoor applications, focus-
ing on CWD of vehicles travelling on electrified road lanes. Although similar to them, no 
literature related to forklift CWD has been found, so this thesis represents a new case 
study of WPT application, for further improvements. 
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Figure 2: Electric forklift to which this study could be oriented [48]. 

 
The idea behind the foundation of Enermove S.r.l. started from the need to find a 

technical solution to the problem of the battery charging of industrial forklifts. Forklift 
batteries are typically of three types [5] [6]: 
 

 Lead-acid batteries: are largely used due to their relatively low cost. Though, they 
present some downsides, such as a deep discharge, which is critical to the lifespan 
of the battery, and high weight, even if in forklift application they are used as a 
counterweight and help to maintain the center of gravity during operational lifts. 
Moreover, they create several problems to the plant since, during their charging, 
they generate harmful gases. So, charging stations must be positioned outside the 
plant, or even inside in dedicated areas. However, these zones are costly and 
space-consuming. 

 Sealed lead-acid batteries: they eliminate the harmful gases emission problem. 
They can be charged in “standard” or “fast” mode, and both can be executed inside 
the plant. However, a machine downtime period is necessary during the charging 
operation. 

 Lithium-ion batteries: Most modern solution. They have the same features de-
scribed for the sealed lead-acid battery, but batteries are lighter and present better 
performances in terms of energy density, power discharge, cycle life, efficiency 
and charging operations. Though, they are more expensive.  
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The most diffused method to execute the recharge consists in the battery swap: the 
exhaust battery is substituted with a charged one. Though, this operation requires skilled 
personnel. For sealed lead-acid and lithium-ion batteries it is possible to use a single bat-
tery, that should be frequently partially charged using particular power supplies, able to 
provide a current up to three times higher than the nominal charging one. However, the 
drawback of this solution is represented by the high number of breaks needed for fre-
quently charging the battery [6].  
 

 
Figure 3: Examples of charging areas and battery swap operations [6]. 

2.1.3  System developed by Enermove S.r.l. 

2.1.3.1  System description 

The most relevant problem related with the “classic” battery charging technologies de-
scribed before is due to the machine downtime periods, and consequently also the breaks 
the personnel have to do, for executing battery charging. These periods are “wasted time”, 
and should be reduced as much as possible to maximize the plant income [6].  

The solution is represented by the dynamic wireless charging. Enermove system is a 
WPT based on resonant magnetic coupling technology. The two coils, one placed on the 
floor (transmitter), and the other one mounted below the forklift (receiver), are magneti-
cally coupled. Transmitter is powered by a DC/AC converter that produces a high-fre-
quency ac current in that coil. The produced magnetic field couples with the receiver coil, 
and allows to transfer power to the receiver, contactless. Then, the two coils are connected 
to capacitors, so to create a resonant system. This choice allows to maximize the power 
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transfer, to reduce cost and size of the power electronics, and to increase charging system 
efficiency. 

This technology can be used to create a charging lane constituted by multiple trans-
mitting coils, placed below plant pavement. These coils activate automatically when the 
forklift, and so the receiver, is over them, regardless if it is still or in movement. So, this 
system allows to continuously charge the vehicle, eliminating the charging breaks typical 
of the battery swap method. Moreover, the power needed for this application is similar to 
the one for the slow charging of batteries, and so it does not require any electrical system 
improvement, which typically must be realized during the installation of fast charging 
systems. 
 

 
Figure 4: Scheme of Enermove technology principles [6]. 

 
Note that, even if the described WPT system is suitable for charging a forklift battery 

regardless if forklift is still or moving over the transmitter, it is not optimal for static 
charging. As a consequence, Enermove has developed another type of transmitter, adapt 
for executing static charging, based on the same principles as the already described sys-
tem, but with different features. Details about the two types of transmitter can be found 
in section 2.1.3.3.  For simplicity, in this work we will refer to Dynamic WPT for indicat-
ing the first system type, suitable for dynamic charging, and to Static WPT to indicate the 
second type, adapt for static recharge.  
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2.1.3.2  Advantages 

Advantages of this technology are as follows [6]: 
 

 It is not mounted in dedicated areas of the plant; 
 No personnel dedicated to battery charging is needed; 
 Electrical system does not need modifications; 
 May be used by more than one forklift; 
 Is particularly suitable to be used in combination with renewable sources electric 

energy generation systems, especially photovoltaic systems, since it allows the 
produced electricity to be immediately used, without storing it; 

 Eliminates dead times resulting from battery charging/swapping operations; 
 It may allow a significative personnel cost reduction. 

 
Moreover, since WPTs are modular, the system can be customized on the basis on 

the plant layout and the customer energetic requirements. 

2.1.3.3  Technical parameters and considerations 

Working at high frequencies, the coils are made using litz wires technologies: a series of 
thin, twisted wires, each one electrically insulated. This technology allows to reduce 
losses caused by skin effect and proximity effect [6].  

A dynamic transmitting coil has a length of 120 cm, and a width of 20 cm. Receiver 
has a square surface, with 35 cm side. Figure 5 shows them. This shape has been used to 
reduce magnetic coupling with undesired features, like the iron present in the electro-
welded meshes embedded in the industrial flooring. The selected shape also allows mis-
alignments up to 20% between the two coils. It will be driver’s responsibility to drive the 
forklift truck as much as possible over the transmitter, so to maximize the efficiency. 
However, since the dynamic transmitter has a rectangular surface and the receiver a 
square one, some losses arise due to the fact that not all the magnetic field lines generated 
by the transmitting coil can be captured by the receiver. This problem is much more evi-
dent during the static charge than the dynamic. From here, the need to develop a static 
transmitter as a square pad with side length ranging from 20 to 60 cm, to be used for static 
recharge only. It is reported in Figure 6. 
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Figure 5: Dynamic transmitter coil (the black one), and receiver (the grey one), developed by Enermove 
S.r.l [48]. 

 

 
Figure 6: Static transmitter developed by Enermove S.r.l. [48]. 
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The charging power can range from 1 kW to 14 kW, according to customer require-
ment. Recall that, for high charging powers, the plant electrical system might need some 
improvements. Efficiency of a dynamic WPT is around 87%, while for a static WPT is 
around 90%. 

Installation of dynamic transmitting coils just requires a little scratching of the con-
crete superficial layer, so to create a slot where to place the coil. Then, the coil has to be 
resined, and subsequently covered by concrete. No further maintenance operations are 
required. On the other side, a static transmitter may also be mounted over the floor, with-
out creating any slot in the concrete. 

Note that batteries, especially the lead-acid ones, do not tolerate power supply dis-
continuities. Those discontinuities can occur not only in the lateral direction of the coil 
(due to excessive misalignment), but also in the longitudinal one, between two adjacent 
WPTs. To prevent this problem, relevant during dynamic charging, a technique called 
Overlap has been used: adjacent dynamic transmitting coils must be partially overlapped. 
In this way, magnetic decoupling between those coils is obtained. So, we can consider a 
dynamic WPT module as formed by two adjacent, overlapped, dynamic transmitters. 
Moreover, this technique allows to turn on just the WPT over which the forklift is located, 
and to supply the adjacent one when forklift enters into the overlapped zone. 

Note that the dimension of the transmitters listed at the beginning of this section, and 
so the WPT module length, can slightly vary according to the case scenario. In this work, 
each dynamic module has been considered 2.5 m long. The cost of each dynamic WPT 
transmitting module is 4000 €. A static WPT transmitter costs 3000 €, while the cost of 
the receiver to be mounted on the forklift is 1000 €. 
 
 

 
Figure 7: CAD of transmitting coil with supports (left) and CAD of transmitting coils with Overlap (right) 

[6]. 
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Figure 8: Possible application of the dynamic WPT system, for exemplification purposes only. Red rec-

tangles drawn over the floor indicate the dynamic WPT lanes [48]. 

2.1.3.4  Safety issues 

Forklifts and personnel transiting over a WPT system may be exposed to the produced 
EM field. However, shielding is guaranteed by the forklift frame, with the aid of an alu-
minum plate located among receiver coil and forklift truck bed. Note that this shielding 
is necessary also for avoiding the field to interact with on-board forklift electronics. More-
over, due to the automatic switching of the WPT system whenever a forklift is located 
over a transmitter, any worker transiting over the transmitting coil would find the system 
not in operation, and would therefore not be immersed in a magnetic field. 
 
 

2.2  Optimization 

Talking about generic road EVs applications, the potentialities of the WPT technologies 
are clear, in particular the ones of dynamic charging. First of all it can potentially solve 
the range anxiety problem which substantially decrease people desire of owning an EV.   

Chen et al. [21] have compared the deployment of charging lanes, equipped with 
dynamic wireless power transfer systems, with respect to the installation of charging sta-
tions, to explore the competitiveness of charging lanes, which are more costly compared 
to charging stations. From a cost analysis it results that charging lanes can be more at-
tractive than charging stations, for users wanting to reach their destination in the shortest 
time possible. Moreover, in the private provision scenario, to operate charging lanes re-
sults to be more profitable than operating charging stations [21]. 

However, the biggest problem related to mass deployment of dynamic WPTs under 
road lanes is their cost. In [22], an analysis of a CWD system installation on California 
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freeways, estimates a system cost of $4 millions per lane mile. Considering the global 
extension of roads, the overall CWD system installation cost may be prohibitive. From 
here, the need to rely on optimization algorithms to be able, given a maximum cost the 
WPT system customer is willing to spend, to maximize the energy the system is able to 
provide to EVs transiting over it. A good starting point could be to be more likely to place 
WPT systems in zones where EVs spend more time. This is the idea followed by Khan et 
al. in [12]: in their work, the placement of dynamic wireless charging units at signalized 
intersection lanes has been investigated, being zones where vehicles stop frequently. The 
stopping time could allow the EV to be charged by them. The goal of that work is the 
formulation of an optimization problem which aims, among other things, to place wireless 
charging units at signalized intersection lanes, so to maximize the utility (the total amount 
of energy transferred to EVs by a wireless charging unit) within a certain budget [12]. 

2.2.1  Operation Research 

The definition of Operation Research is not unique: Churchman et al. [23], defines 
OR/MS1 as the application of scientific methods, techniques and tools to problems in-
volving the operations of systems so as to provide those in control of the operations with 
optimum solutions to the problems. Winston [24] defines it as a scientific approach to 
decision making, which seeks to determine how best to design and operate a system, usu-
ally under conditions requiring the allocation of scarce resources. The definition used in 
[25] is: “a scientific approach to aid decisions making in complex systems”. 

OR includes a wide set of methods and algorithms. Among them, the Linear Pro-
gramming can be found. Being the very basic but powerful tool of OR, it involves the 
general problem of allocating limited resources among competing activities in the best 
possible way [26]. We will go into its details in section 2.2.4.  

Churchman et al. [27] presents an OR process as a set of six stages [28]:  
 

1. Formulating the problem; 
2. Constructing a mathematical model; 
3. Deriving a solution; 
4. Testing the model and the solution; 
5. Establishing controls over the solution; 
6. Putting the solution to work – implementation. 

 
Nowadays, these problems can be solved with the aid of dedicated softwares. 

 
1 Operation Research is also called Management Science 
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2.2.2  Algorithms efficiency and problems complexity 

An important aspect to be taken into account when trying to solve Operation Research 
problems regards the efficiency of the algorithm that is being used, the problem complex-
ity, and the computational time required [29]. 

Given a particular algorithm, its performance is strongly dependent on the size of the 
problem being solved. The size of a problem is related to the number of variables and of 
the relations between them which are mathematically stated: the higher their number, the 
larger the problem size. For this reason, the performance of an algorithm is often de-
scribed as a function of a variable denoting the problem size.  

Two classes of problems have been defined [29]: 
 

 “P” Class: contains those problems that can be solved by an algorithm within an 
amount of computational time proportional to some polynomial function of prob-
lem size. These problems are solvable by polynomial-time algorithms. They are 
considered to be “easy” problems, in the sense that there exists efficient algo-
rithms able to execute the problem in a reasonably small amount of time. 

 “NP” Class: contains problems that may require the computation time to be pro-
portional to some exponential (or larger) function of problem size. These prob-
lems are solvable by exponential-time algorithms. This means that unacceptably 
large amounts of computation time might be required for solving these problems, 
making them unsolvable in practice even if solutions for them exist. Note that the 
NP Class includes several subclasses, like NP-hard and NP-complete, each of 
them characterizing a different level of complexity.  

 
Note that, depending on the nature of the data, the execution time for a given algo-

rithm may vary. Due to this reason, computation time required to execute an algorithm 
should therefore consider the worst case performance, that is, the greatest number of steps 
that may be necessary for guaranteed completion of its execution [29]. For this purpose, 
we can introduce the big-Oh notation: an algorithm is said to be Ο(𝑓(𝑛)) if there exist 
constants 𝑐 and 𝑛଴ such that, for all 𝑛 > 𝑛଴, the execution time is ≤ 𝑐 ⋅ 𝑓(𝑛), where: 
 

 𝑛 indicates problem size; 
 𝑓(𝑛) a function of the problem size, representing the algorithm worst step count 

(the maximum number of steps necessary for its execution); 
 𝑐 is a constant introduced to account for the extraneous factors influencing the 

execution time, such as hardware speed, computer system load etc.; 
 𝑛଴ is a threshold accounting for the fact that, for very small problem size 𝑛, the 

alghorithm may not reveal its characteristics worst case performance.  
 

As a matter of example, Table 2 reports computational time versus problem size, for 
different algorithm complexities 𝑓(𝑛). 
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𝒇(𝒏) 𝒏 = 𝟏𝟎 𝒏 = 𝟐𝟎 𝒏 = 𝟓𝟎 𝒏 = 𝟏𝟎𝟎 

𝑛 10 s 20 s 50 s 100 s 

𝑛ଶ 100 s 400 s ≈ 7 min 2500 s ≈ 42 min 10000 s ≈ 2.8 h 

𝑛ଷ 1000 s ≈ 17 min 8000 s ≈ 2 h 125000 s ≈ 35 h 106 s ≈ 12 d 

2௡ 1024 s ≈ 17 min 1048576 s ≈ 12 d 1.126 · 1015 s ≈ 
350000 centuries 

1.268 · 1030 s ≈ 1021 
centuries 

𝑛! 3628800 s ≈ 1 month 2.433 · 1018 s ≈ 109 
centuries 

3.041 · 1064 s ≈ 1055 
centuries 

 

𝑛௡ 1010 s ≈ 300 yr 1.049 · 1026 s ≈ 1017 
centuries 

8.882 ∙ 1084 ≈ 1075 
centuries 

 

Table 2: Computational time requested by different algorithms, characterized by complexities f(n), for dif-
ferent problem size n. Assume function f(n) denotes step count of the algorithm, and that each step can be 
executed in 1 second on a computer [29]. 

2.2.3  Heuristic Techniques 

Looking at Table 2, it is clear that, for some kinds of algorithms, a “large” problem size 
will result in a prohibitive computation time. This is evident in many practical problems 
in science, engineering and management, in which the only way to be sure of finding an 
optimal solution is to search completely through the whole set of possible solutions. The 
idea of analyzing all the solutions is tempting, since we can be sure to be able to select 
the optimal one, but the computational time required to complete the search might make 
it impossible.  

Heuristics methods can be used to simplify the searching process, so that it is no 
longer a complete search over all the possible solutions, but rather it reduces to an afford-
able search that is likely to discover a good, or near-optimal, solution. These methods can 
be applied to computationally intractable NP problems, making possible to solve them in 
a reasonable amount of time. However, the drawback is represented by the uncertainty of 
actually having obtained the optimal solution or not. In fact, they are likely to fall into 
local optima, leading to the calculation of suboptimal solutions. Metaheuristics could be 
used to escape such not optimal solution computed through heuristic methods, introduc-
ing more intelligent searching techniques [29].  

In the work developed here, the possibility of using heuristics is allowed. It is up to 
the user to decide whether the algorithm should examine all the possible solutions, or it 
should stop whenever one or more heuristic solutions have been found. It was experimen-
tally found that, in many cases, the allowance of heuristic search reduces significantly the 
computation time requested by the algorithm, although being not sure about the optimal-
ity of the found solution. 
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2.2.4  Linear Programming Problems 

Linear Programming (LP) deals with the problem of minimizing or maximizing a linear 
function in the presence of linear equality and/or inequality constraints. Informations on 
linear programming problems structure have been taken by [30]-[33].  

Given a set of real numbers 𝑎ଵ, 𝑎ଶ, … , 𝑎௡ we define a linear function ƒ on those vari-
ables as: 
 

ƒ(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) = 𝑎ଵ𝑥ଵ + 𝑎ଶ𝑥ଶ + ⋯ + 𝑎௡𝑥௡ = ∑ 𝑎௝𝑥௝
௡
௝ୀଵ  

 
If 𝑏 is a real number and ƒ is a linear function, then the equation: 

 
ƒ(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) = 𝑏 

 
is a linear equality, and the inequalities: 
 

ƒ(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) ≤ 𝑏 
 
and: 
 

ƒ(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) ≥ 𝑏 
 
are linear inequalities. We can use the general term linear constraints (or, in this work, 
simply constraints) to denote either linear equalities or linear inequalities. Note that in 
linear programming, strict inequalities are not allowed.  

Formally, a linear-programming problem is the problem of either minimizing or max-
imizing a linear function subject to a finite set of linear constraints. If the function has to 
be minimized, then we call the linear program a minimization linear program, and if we 
are to maximize, we call the linear program a maximization linear program. 

In this work, we are dealing with a minimization problem, that is, to minimize the 
cost of the WPT system to be installed, subject to a set of constraints. The generic mini-
mization linear-programming problem can be mathematically written as: 
 

minimize: ∑ 𝑐௝𝑥௝
௡
௝ୀଵ  

 
subject to: 

෍ 𝑎௜,௝𝑥௝ ≤ 𝑏௜    ∀𝑖 = 1, … , 𝑙

௡

௝ୀଵ

 

෍ 𝑑௜,௝𝑥௝ = 𝑔௜    ∀𝑖 = 1, … , 𝑚

௡

௝ୀଵ
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𝑙𝑏௝ ≤ 𝑥௝ ≤ 𝑢𝑏௝ 
 
which, in a more compact form, can be rewritten as: 
 

minimize: 𝑐்𝑥 
 

subject to: 
 

𝐴𝑥 ≤ 𝑏 
𝐴௘௤𝑥 = 𝑏௘௤ 
𝑙𝑏 ≤ 𝑥 ≤ 𝑢𝑏 

 
with: 
 

𝐴 = ൦

𝑎ଵ,ଵ 𝑎ଵ,ଶ ⋯ 𝑎ଵ,௡

𝑎ଶ,ଵ 𝑎ଶ,ଶ ⋯ 𝑎ଵ,௡

⋮ ⋮ ⋮
𝑎௟,ଵ 𝑎௟,ଶ ⋯ 𝑎௟,௡

൪ , 𝑏 = ൦

𝑏ଵ

𝑏ଶ

⋮
𝑏௟

൪ 

 

𝐴௘௤ =

⎣
⎢
⎢
⎡

𝑑ଵ,ଵ 𝑑ଵ,ଶ ⋯ 𝑑ଵ,௡

𝑑ଶ,ଵ 𝑑ଶ,ଶ ⋯ 𝑑ଵ,௡

⋮ ⋮ ⋮
𝑑௠,ଵ 𝑑௠,ଶ ⋯ 𝑑௠,௡⎦

⎥
⎥
⎤

, 𝑏௘௤ = ൦

𝑔ଵ

𝑔ଶ

⋮
𝑔௠

൪ 

 
The function ƒ= ∑ 𝑐௝𝑥௝

௡
௝ୀଵ  is called objective function, and represents the functional 

to be minimized. Coefficients 𝑐ଵ, 𝑐ଶ, … , 𝑐௡ are the (known) cost coefficients, while 
𝑥ଵ, 𝑥ଶ, … , 𝑥௡ are the decision variables. We can call any setting of the decision variables 
that satisfies all the constraints a feasible point or a feasible solution to the linear program. 
The set of all such settings constitutes the feasible region or the feasible space. Using this 
terminology, the minimization linar programming problem can be stated as follows: 
Among all the feasible solutions, find one that minimizes the objective function. 

The decision variables are typically split into three main categories: 
 

 Positive real variables (𝑥௝ ≥ 0); 
 Positive integer variables (𝑥௝ ≥ 0, integer); 
 Binary Variables (𝑥௝ ∈ {0,1}). 
 

If all the decision variables are integer, the problem is said to be an integer linear 
programming (ILP). If there is a mix of both real and integer decision variables, the prob-
lem is a mixed-integer linear programming problem (MILP). All the decision variables 
used in this work are integer (more specifically, binary), making the problem an integer 
linear programming. 
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Popularity of linear programming can be attributed to many factors, including its abil-
ity to model large and complex problems, and the ability of users to solve such problems 
in a reasonable amount of time, by the use of effective algorithms and modern computers. 
Linear programming has a large number of applications. Floudas and Lin [34] have shown 
the advantages of mixed-integer linear programming based approaches for the scheduling 
of chemical processing systems. Richards and How [35] have developed a model of air-
craft dynamics using linear constraints only, enabling to use a MILP approach to be ap-
plied to aircraft collision avoidance. Moreover, books are filled with examples of the util-
ity of linear programming problems to solve common everyday life problems.  
 
 

2.3  Overview on warehouses and storage systems 

Since this work is oriented to logistic plants, a brief introduction about warehouse layouts 
and picking policies is necessary, in order to understand the modelling strategy that was 
developed and used in this work. 

2.3.1  Warehouse Layouts  

First of all, we can define layout of a warehouse the arrangement of storage locations and 
aisles [36]. It has a significant impact on order-picking and traveling distances in the 
warehouse, so an appropriate choice of it is a key element for optimization tasks [37] [38]. 
It has been found out that layout design has more than 60% effect on the total travel 
distance [37]. 

The traditional warehouse layout is the most common nowadays [39]. It has a rec-
tangular form, with parallel straight aisles, called picking aisles. Objects are stored on 
racks/shelves placed along both sides of them. Two cross aisles, orthogonal to picking 
ones, are located at each end of them, allowing to move from one picking aisle to another. 
Modifications of this basic form are possible by adding one or more cross aisles, creating 
the so-called multiple-block layout [36] [39] [40]. An example of traditional warehouse 
layout, alongside some modifications of them adding a cross aisle, are reported in Figure 
9. 

Other warehouse layouts exists, with the presence of non-orthogonal aisles. Among 
them, we can list the Flying-V layout and the Fishbone Layout, which can offer a 10% to 
20% reduction of travel distance with respect to traditional layouts. Another option is the 
Inverted-V Layout, which can bring another 3% saving of traveling distance [37]. A draw-
back of the Fishbone design is the limited access to the storage space due to the single, 
central, Pickup & Deposit (P&D) point. Therefore, another design called Chevron Layout 
has been proposed, with expected traveling distances similar to the Fishbone Layout [39] 
[41]. All these non-traditional layouts are depicted in Figure 9 and 10. 
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Figure 9: Possible warehouse layouts [37]. 

 

 
Figure 10: Non-traditional warehouse layouts. From left to right: Flying-V layout, Fishbone layout, Chev-
ron layout [41]. 
 

Note that warehouse layout is strictly connected with aisles design, which tend to be 
narrow so to increase the space utilization with minimal costs, although this can lead to 
higher operational cost and more congestion among workers [37]. 
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2.3.2  Storing assignment and Routing Strategies 

There are two basic storing assignment policies: random strategy allows to store a pallet 
on an arbitrary empty location with the same probability, rather than on the closest empty 
location, while dedicated strategy allows to store pallets only on specified locations. The 
organization of those locations may exploit class-based storage, where items are clus-
tered according to the frequency of orders, placing the most frequently requested items 
close to input/output gates. Another possibility is to use family grouping, where the goods 
are clustered according to similarities between either products or orders [37]. 

Single-order picking, the strategy where only one order at a time can be picked, is 
one of the most used policies. However, routing policies must be likely to select optimal 
travel paths for order picking, to maximize the efficiency [37]. Some common routing 
methods are reported in Figure 11. 
 

 
Figure 11: Common routing strategies [37]. 
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We can now distinguish between two policies to store and retrieve the pallets in a 
generic warehouse, that are called single-command and dual-command operations [36]. 
In the former, workers travel from a P&D point to a single location in the warehouse, 
where they store or retrieve a single pallet before returning. One half of their travel is 
unloaded, so unproductive. In the latter, storage and retrieval operations are executed in 
the same cycle: workers perform a storage operation and then continue directly to the a 
retrieval location before returning to the P&D point. This policy reduces the empty fork-
lift travel from half of the total travel distance to about one third. Pohl et al. [36] have 
demonstrated the higher efficiency of dual-command with respect to single-command, 
with savings in the range of 16-33% over a variety of shapes and sizes of the basic tradi-
tional layout. It has been found out that the maximum saving occurs for very tall ware-
houses with few aisles [36] [39]. Nonetheless, single-command operations are still com-
mon, due to the unavoidable and sometimes purposeful imbalances in receiving and ship-
ping workloads [36]. 

2.3.3  Experimental analyses  

Pohl et al. [36] have carried out an analysis on three warehouses with a traditional layout, 
with and without a central cross aisle. They are reported in Figure 12. 
 

 
Figure 12: Traditional warehouse layouts analyzed by Pohl et al. in [36]. 

 
It has been demonstrated that Layout A is a better choice than Layout B for a unit-

load warehouse performing strictly single-command cycles, while a properly configured 
Layout C could be equivalent to Layout A, under the same conditions. For dual-
commmand operations, Layout C always outperforms Layout A. Also Layout B results 
to be more efficient than Layout A for all but very small warehouses. The most interesting 
aspect is that, even if Layout C results to be more efficient than Layout B for a wide range 
of parameters, the latter is much more common in practice than Layout C. This may be 
due to the fact that Layout C is more dependent on the assumption of one, central P&D 
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location. Moreover, it has been found out that the optimal location of the “middle cross 
aisle” of Layout B is not in the middle, but above it [36]. 

Dukic and Opetuk [39] have carried out an analysis on different warehouse layouts, 
to compare picking performance on non-traditional layouts with respect to the traditional 
one. Four layouts were analyzed: Traditional, Traditional with middle cross aisle, Fish-
bone, Chevron. Refer to [39] for the warehouse maps. S-shape and composite routing 
policies were used. Note that the latter is capable to establish whether picking in the aisle 
is done by entirely traversing it or by making a return route. The result of the analysis, 
carried out assuming to complete two order sizes of, respectively, 10 and 30 objects ran-
domly located in each layout, are reported in Table 3. 
 
S-shape routing policy Order Size Composite routing pol-

icy 
Order size 

10 30 10 30 

Warehouse 
layout 

Traditional 
(basic) 

258.7 375.8 Warehouse 
layout 

Traditional 
(basic) 

228.2 363.9 

Traditional 
(middle 
cross-aisle) 

193.9 329.0 Traditional 
(middle 
cross-aisle) 

182.8 309.0 

Fishbone 227.5 351.9 Fishbone 213.1 317.3 

Chevron 268.5 397.2 Chevron 233.2 370.2 

Table 3: Results of the analysis of [39] about average picking travel distance (in meters) versus order 
size, for different layouts. 
 

Since the lower the picking travel distance, the more efficient is the layout in analysis, 
this analysis have demonstrated the higher efficiency of the traditional layout with mid-
dle-cross aisle with respect to non-traditional layouts. Moreover, the presence of a cross-
aisle significantly increases the efficiency of the basic traditional layout. However, effi-
ciency of fishbone layout is comparable to the one of traditional middle cross-aisle layout, 
especially for higher order sizes. Moreover, composite routing policy is confirmed to be 
superior in performance with respect to the S-shape one [39]. 
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Chapter 3 
 

Model Overview 

As said in the introduction, the objective of this work is the development of a model for 
determining the optimal number and positions of the WPT modules developed by Ener-
move S.r.l. to be mounted in the warehouse. From now on, we will refer to the WPT 
modules as simply “WPTs”. Such layout must satisfy some energetic requirements given 
by the customer, at the minimum cost possible. Both static WPTs and dynamic WPTs can 
be handled by the model, and the limitations to their placement will be listed later on, 
when talking about warehouse modelling. 

The model was created under the assumption that the entities executing the pick-
ing/storage operations are human-driven electric forklifts. However, the procedure can be 
easily extended to other kinds of picking entities, like AGVs. Forklift are assumed to 
move with constant speed in the warehouse, neglecting the effects of accelerations and 
decelerations. Though, the latter should be considered while calculating forklift average 
speed 𝑣௙. 

Forklifts are powered by batteries, which capacity must be specified. They discharge 
while forklift is moving, and they can recharge for all the time the forklift is located over 
a WPT, provided that the forklift receiver is aligned with the transmitter under the floor. 
If dealing with human-driven forklifts, the capacity to guarantee such alignment is up to 
the driver. It is assumed here that the alignment is enough to guarantee that the system 
efficiency coincides with the nominal one. Recall that, as said before, the static WPT 
efficiency is 90%, while the dynamic WPT efficiency is 87%. 

The energetic requirement to be satisfied is assumed to be the variation of forklift 
battery SoC at the end of a generic working shift with respect to the beginning of it. Du-
ration of the working shift, alongside the number and duration of the breaks have to be 
specified. The values of SoC at the beginning or at the end of the shift are not relevant, 
even if it is assumed that the initial battery SoC is enough not to let it to completely 
discharge during a generic shift. The variation of SoC is then measured through an ener-
getic analysis of all the forklift movements during the shift, considering the overall 
amount of energy lost due to forklift movement, forks lifting/lowering etc., and the energy 
intake due to charging by means of the WPTs. 

The key idea behind the formulation of the problem is that, to minimize the cost, 
WPTs must be preferentially placed in zones of the warehouse where the forklifts spend 
more time. A probabilistic approach has been used to estimate the time a forklift spends 
in each warehouse zone. The strategy used to realize this goal is to keep track of all the 
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forklift operations that can be executed in the warehouse. In this work, we will call “op-
eration” each picking/storage operation. Just an item per time can be handled during each 
operation (single-order picking), which is reasonable if we assume that unit loads used in 
the warehouse are constituted by pallets. Each item in the warehouse is assumed as lo-
cated in a fixed position, and has a certain picking frequency, referred to how many times 
the item has been picked in a certain period. Knowing the picking frequency of all the 
items in the warehouse, we can assign to each of them a certain picking probability. Con-
sequently, since each item per time can be picked/stored, the associated operation has the 
same probability to be executed. Due to the need to estimate a probability for each differ-
ent operation, single-command picking policy has been assumed. Note that the same 
probability has been assumed for both picking and storage of an item. 

Each operation begins and ends in a loading bay, where trucks are located while with-
standing loading or unloading. There is no limit in the number and position of the bays 
which can be considered in this work. An item is assumed to be sent always to the same 
bay, and its associated operation is assumed to start and end in that bay.  

Let us consider a generic picking operation: at its beginning, the forklift is located in 
the loading bay. Then, it moves through the warehouse following a determined route until 
it reaches the position of the item to be picked, and it spends some time there while load-
ing the item on the forks. After that, it moves to the same loading bay to deposit the item 
on the truck and, after having reached the bay, it spends some time in loading the truck 
with the item. On the other side, a storage operation consists of the following steps: load-
ing of the item on the forklift from the truck, motion to the point where the item has to be 
stored (considered the same as the picking point), unloading of the item into its storage 
location, and finally forklift motion to the bay. 

If we assume that the loading/unloading time of an item from the truck are equal, and 
the same for the picking/storage of the item from the forklift to its storage point, we can 
conclude that, under the overall duration of the operation point of view, there are no dif-
ferences between a picking or a storage operation. Moreover, if we consider the same 
probability of picking or storing an item, there is no more need to distinguish between 
them, and they can be treated in the same way. For this reason, when referring to a generic 
operation, there is no need to specify if it is referred to the item picking or storage. 

By analyzing all the operations, and the path followed by the forklift in each of them, 
it is possible to determine, statistically, how much time the forklifts spend in each zone 
of the warehouse. Note that warehouse zones usage strongly depends on the different 
operations probabilities. 

Once those times have been calculated, an integer linear programming problem is 
used to find the optimal WPT positions to satisfy the desired forklift battery SoC differ-
ence constraint. Such optimization algorithm is based on an energy balance between the 
energy lost during a shift, because of the forklift motion, and the energy intake from the 
wireless charging system for all the time a forklift is located over zones covered by WPTs. 
As said before, in principle, to minimize the cost of the system to be installed, the WPTs 
must be located mainly in the zones of the warehouse where forklifts spend more time, 



 Model Overview 25 

 
 

estimated by the analysis of all the possible operations. However, there might be some 
restrictions on the WPT placement. Some of them are listed below: 
 

 Dynamic WPT modules have a predetermined length, so they cannot be installed 
in zones where not enough space is available; 

 WPTs must be connected to the industrial grid, so they cannot be placed in zones 
where such connection is not possible, or it would require too large costs; 

 Dynamic WPTs cannot be positioned in zones where the presence of in-floor 
structures (like pipes, wires etc.) obstruct their placement; 

 The company policy does not allow the placement of single dynamic WPT mod-
ules in the warehouse. Where deemed necessary, at least two adjacent modules 
must be placed. 

 
All these limitations must be considered when calculating the optimal WPT layout, 

and so they must be mathematically introduced in the LP problem. 
The output of the optimization process is a list of the positions where a certain number 

of static or dynamic WPTs must be installed, alongside the total cost of the system. If an 
optimal solution is found, that system of WPT is able, in principle, to leave the forklift 
batteries at the end of each working shift with a residual SoC which respects the customer 
requirements. Such optimal solution guarantees also minimality of the system cost. Note 
that there may be cases in which no WPT layout is able to satisfy the desired battery SoC. 
An example could be a situation in which a large portion of the warehouse lanes cannot 
be equipped with WPTs. However, the most important point regarding the methodology 
is that the WPT layout proposed by the optimization process must be feasible, which 
means that all the WPTs can be physically installed in the indicated locations. 
 
 

3.1  Summary of the Model key points 

This section aims at providing a brief recap of the key points of this work, for introductory 
purposes. All the details about them can be found in the next sections. 

The first step of the methodology is about the mathematical modelling the warehouse 
in analysis, which main objective is to specify in which zones of the warehouse WPTs 
can be installed. Such procedure is called Warehouse Modelling, and it is about the dis-
cretization of the warehouse, the definition of all the operation details and the paths fol-
lowed by the forklifts during each of them. All the details about it can be found in chapter 
4. 

After having modelled the warehouse, the step of calculating, statistically, the time 
spent by the forklift in each discretized warehouse zone begins. In this work, we will call 
Total Times the amount of time spent by the forklift in each discretized warehouse zone, 
with reference to the overall working shift duration. Since we are working in a probabil-
istic framework, we can also define Total Time of a certain discretized warehouse zone 
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the probability, at every time instant, to find the forklift located in that zone. Total Times 
calculation is executed by analyzing one by one all the operations specified in the Ware-
house Modelling step. All the details are reported in chapter 5. 

The final step is to formulate and to solve the linear programming problem. To sum-
marize it briefly, the possibility to place a WPT in each discretized warehouse zone must 
be treated using the optimization variables. The whole charging system must be physi-
cally installable, so those optimization variables are subjected to a set of constraints, de-
fining the mathematical rules for the correct WPT placement. Total Times previously 
calculated are used in the battery SoC constraint, which defines a lower bound to the value 
of SoC variation allowed. Note that, being the problem linear in the optimization varia-
bles, the constraints must be expressed in form of either linear equalities or inequalities. 
After the constraints definition, the LP problem is solved. If a solution is found, the values 
of the optimization variables must report the zones in which WPTs have to be installed, 
and in which orientation. 
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Chapter 4 
 

Warehouse Modelling 

The initial step of the methodology is concerned about creating a mathematical model of 
the warehouse. The features which must be included in this modelling phase are: 
 

 The definition of all the zones of the warehouse in which forklifts can move, in-
cluding the loading bays. 

 The possibility, for a forklift, to move between couple of those zones, and the way 
to define the path followed. 

 The definition of all the operations to be executed in the warehouse, alongside all 
their parameters (probability, picking point location etc.). 
 

The warehouse is modelled as a graph, using a set of nodes and edges. Corridors and 
lanes where forklift can move are modelled as a set of uniformly-spaced nodes. Each node 
represents a point in the warehouse over which forklift can transit, while moving, or can 
stop, for executing an operation. Let us define couple of adjacent nodes as two nodes with 
mutual distance equal to the node spacing. Then, couples of adjacent nodes can be con-
nected by an edge. An edge which is connecting a couple of nodes indicates the possibil-
ity, for the forklifts, to move from a node to another of that couple. So, forklifts can move 
from a point to another of the warehouse following a path defined by a set of nodes which 
are connected, in pairs, by a set of edges. The lower the spacing between the nodes, the 
more accurate can be warehouse definition, but the higher will be the computational time 
requested by the modelling and optimization procedure. 

Each loading bay is not modelled by using nodes and edges like all the other ware-
house zones. Its “entry”, that is a point sufficiently near to it where the forklift is assumed 
to transit while approaching to the bay, is modelled with a node belonging to the graph. 
All the forklifts directed to that bay are assumed to leave the nodes coverage when trans-
iting over that node. More details can be found in section 4.5. No dynamic WPT can be 
placed in loading bays, but at most one static WPT can be placed in each of them. The 
reason behind this way of modelling the bays resides in the fact that we are interested in 
modelling all the warehouse zones where the forklift can move, and where dynamic 
WPTs can be placed. Since is not possible to install any dynamic WPT in the bay, it is 
convenient to consider it outside the nodes coverage, modelling just their entry so to allow 
forklifts to virtually enter and exit from the bay while moving on the nodes belonging to 
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the graph. Note also that, in the procedure defined here, static WPTs could be placed in 
loading bays only. 

Scaffolds/racks where pallets are stored, or any other detail about the warehouse, 
should not be modelled. Zones in which forklift cannot move should not be modelled with 
nodes and edges. An example of warehouse modellization is shown in Figure 13. 

Dynamic WPTs can be mounted across the nodes. However, since the WPT module 
length considered here has a length of 2.5 m, to mount a WPT on a single node will result 
in a node spacing of 2.5 m, that is too high to provide a flexible enough choice of the 
optimal WPT layout, as well as it would not be able, in many cases, to correctly model 
all the warehouse aisles/lanes. So, to reduce the node spacing, we have to consider the 
possibility that a single WPT should be mounted on more than one node. Note that the 
WPT module length must be a multiple of the node spacing. A node spacing of 0.5 m has 
been chosen, so that a single WPT must be installed on 5 consecutive nodes. This choice 
is seemed a good compromise between flexibility of WPT placement and graph complex-
ity. An example of modelled warehouse with some dynamic WPTs placed is shown in 
Figure 14. 
 

 
Figure 13: First example of warehouse modellization, with warehouse map (left), and its modellization 
with nodes and edges (right). 
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Figure 14: Example of allowed WPT placement over the nodes of the modelled warehouse. Black rectan-
gles indicates the position of the WPTs, mounted on strips of 5 nodes. 
 

In this initial part of the work, we can generically refer to each of the five nodes of 
the strip over which a WPT has to be mounted as WPT part. A further distinction between 
those nodes will be provided when dealing with the LP problem, in particular in section 
7.2. 

After having modelled the warehouse map using nodes and edges, all the operations 
that could be executed in the warehouse must be defined. Section 4.6 reports the details 
about their definition. Finally, the paths followed by the forklifts during each operation 
have to be stated. That phase is called Forklift Routing.  
 
 

4.1  Assumptions on warehouse layout. 

The warehouse modelling using nodes and edges could be applied, in principle, to every 
kind of warehouse layout. However, in this work, the WPT modellization introduced in 
the optimization step made it necessary to introduce some limitations in the warehouse 
layouts which can be modelled: 
 

 All the roads/lanes where forklift moves must be located on the same height level, 
so as not to create overlapping road layers; 

 Corridors/lanes where forklifts can move can be just oriented along two Carthe-
sian axes x and y. From now on, we will generically refer to Corridors to indicate 
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whatever lane in which a forklift can move, regardless if one-way or not. Corri-
dors oriented along x-axis are called Horizontal Corridors, while the ones ori-
ented along y-axis are called Vertical Corridors. This denomination is applied 
also to the dynamic WPTs: those of them oriented along x-axis (namely, installed 
in a Horizontal Corridor) are called Horizontal WPTs, while the ones oriented 
along y-axis (namely, installed in a Vertical Corridor) are called Vertical WPTs. 
See next section for the description of corridors features. 
 

Considering what reported in section 2.3 about the most common warehouse layouts 
used nowadays, these limitations are reasonable, since they do not excessively restrict the 
range of application of this methodology. 
 
 

4.2  Corridors 

Corridors are defined as lanes on which forklifts can either move or stop to execute a 
picking operation. They are modelled as a series of nodes, connected by edges. They can 
be one-way or two-way. Each node must belong to at least one corridor. So, the first 
operation to be executed in order to define all the nodes is to classify all the corridors of 
the warehouse. Corridors must be labeled using positive integer numbers, so that each 
corridor can be univocally defined by that number. Let us call it as Corridor ID. The 
numeration of the corridors must be sequential, and two different sequences must exist, 
one for the Horizontal Corridors, and the other for the Vertical ones. The Corridor ID has 
the following properties: 
 

 It is a positive integer number different from 0. 
 It univocally represents either an Horizontal corridor or a Vertical corridor. In a 

modelled warehouse, there may be present both an horizontal corridor and a ver-
tical corridor with the same ID. The distinction between them is intrinsic, since 
the Horizontal and Vertical corridors sets will be treated differently in all the steps 
of this work. 

 Corridor IDs assignment must be sequential, starting from 1. As said before, two 
sequences will be defined, one for Horizontal, the other for Vertical corridors. 

 We can refer to “Corridor 𝑖” as the corridor having ID 𝑖, specifying its orientation. 
For example, we can call “Horizontal Corridor 𝑖” the Horizontal corridor with ID 
𝑖. 
 

Let us call ℋ the set of all the horizontal corridors in the warehouse, and 𝐻 their 
number. Similarly, 𝒱 is the set of all the vertical corridors, and 𝑉 their number: 
 

ℋ =  {1, 2, … , 𝐻} 
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𝒱 =  {1, 2, … , 𝑉} 
 

Figure 15 shows an example of corridors numbering in a warehouse to be modelled. 
Each corridor over which forklift can move has been numbered, and the ideal paths fork-
lifts should follow have been colored. A yellow strip indicates an Horizontal Corridor, 
which ID is preceded by the letter “H”, represented for the purpose of distinction. Con-
versely, a blue strip indicates a Vertical Corridor, which ID is preceded by the letter “V”. 
Red squares indicate the intersections between a Horizontal and a Vertical corridors. Sets 
ℋ and 𝒱 of the warehouse in that picture are: 
 

ℋ =  {1, 2, … , 10} 
 

𝒱 =  {1, 2, … , 12} 
 

 
Figure 15: Example of corridors numeration. 
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4.3  Nodes 

After having labelled corridors, we have to model them using equispaced nodes. With 
reference to Figure 15, since colored strips represent the ideal paths forklifts should fol-
low, those strips will be the locations of all the nodes and edges that will be defined.  

Nodes are the fundamental entities of warehouse modelling: they represent points in 
the space over which forklifts may transit or stop. Each node is assumed to cover a section 
of corridor with length equal to the node spacing, and it must be located in the middle of 
that section. Consequently, at each time instant, a forklift will be located in the area cov-
ered by a single node. The only exception to this rule occurs if the forklift is located in a 
bay since, as said before, they are not modelled in the graph.  

Dynamic WPTs can be mounted across nodes (see Figure 14). If a WPT part has to 
be mounted over a node, we say that the node is covered by a WPT. Such WPT must be 
installed exactly in the area covered by the node, following the orientation of the corridor. 
That dynamic WPT is assumed able to recharge forklift batteries for all the time they are 
located in the area covered by the node.  

Nodes are first defined by assigning to each of them a positive integer number differ-
ent from 0, called Node ID. Like corridors, each node ID univocally defines a node, and 
we can refer to “Node 𝑖” as the node having ID 𝑖. 

The parameters of each generic node are defined as follows: 
 

 Node ID. 
 Position in x-direction, defined with respect to a carthesian reference system. 
 Position in y-direction, defined with respect to the same carthesian reference sys-

tem. 
 Node Category: it refers to the possibility to mount a WPT part across the node, 

and its allowed orientation. Four node categories have been defined: 
o Category 1: if an eventual WPT can be installed along x direction only. 

Nodes belonging to this category are called Horizontal Nodes. Generally, 
they are nodes located on horizontal corridors. 

o Category 2: if an eventual WPT can be oriented just along y direction. 
Nodes belonging to this category are called Vertical Nodes. Generally, 
they are nodes located on vertical corridors. 

o Category 3: if an eventual WPT can be oriented along both x or y direc-
tions. Nodes belonging to this category are called Cross Nodes. Generally, 
they are nodes located on an intersection between a horizontal and a ver-
tical corridor. 

o Category 4: if no WPT can be installed on the node. Nodes belonging to 
this category are called Impossible Nodes. So, whatever node that, for any 
reason, cannot host a WPT must belong to this category. 

Note that node category is not necessarly linked to the type of corridor the node 
belongs to. For example it may happen that, in the node located on the intersection 
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between two corridors, a WPT placement is allowed just along y direction. So, 
even if the node belongs to two different corridors, it will have category 2. An 
example of node categories assignment is shown in Figure 16. 

 Horizontal Corridor: the horizontal corridor the node belongs to. If the node does 
not belong to any horizontal corridor, it is set to 0. 

 Vertical Corridor: the vertical corridor the node belongs to. If the node does not 
belong to any vertical corridor, it is set to 0. 

 Operation Node Flag: Binary variable indicating if an operation can be executed 
in the zone covered by that node (and so in the area covered by an eventual WPT 
part mounted on that node): 

o If 1: an operation may occur; 
o If 0: an operation cannot occur there. 

 
Note that Node IDs must be sequential, starting from 1. By calling 𝑁 the maximum 

number of nodes in the warehouse, we can define a set 𝒩 of all the nodes: 
 

𝒩 = {1, 2, … , 𝑁} 
 

 
Figure 16: Example of node categories assignment in a detail of a modelled warehouse. Under the two 
nodes with category 4, the presence of pipes under the floor block WPT placement. 
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So, each node 𝑖 ∈ 𝒩 is defined by the following parameters: 
 
 Node ID; 
 Position in x direction; 
 Position in y direction; 
 𝑐𝑎𝑡௜ − Node Category. 𝑐𝑎𝑡௜ ∈ {1, 2, 3, 4}; 
 ℎ𝑜𝑟𝑐௜ − Horizontal corridor. ℎ𝑜𝑟𝑐௜ ∈ ℋ ∪ {0}; 
 𝑣𝑒𝑟𝑐௜ − Vertical corridor. 𝑣𝑒𝑟𝑐௜ ∈ 𝒱 ∪ {0}; 
 𝑜𝑛𝑓௜ − Operation node flag. 𝑜𝑛𝑓௜ ∈ {0,1}. 

 
 

4.4  Edges 

After having defined all the nodes, we have to properly connect them with edges in order 
to create a graph. An edge is used to connect a couple of adjacent nodes. Recall that, in 
the modelled warehouse, forklift may move from a node to another just if there is an edge 
which is connecting the couple. So, the last step to complete the warehouse map model-
ling is to define an edge for each couple of adjacent nodes belonging to the same corridor. 

Like a node, an edge is defined by its Edge ID, that is a positive integer number 
different from 0 which univocally defines it. We can refer to “Edge 𝑖” as the edge having 
ID 𝑖.  

By calling 𝐸 the number of edges in the modelled warehouse, we can define a set ℰ 
of all the edges: 
 

ℰ = {1, 2, … , 𝐸} 
 

Each edge 𝑖 ∈ ℰ is defined by the following parameters: 
 

 Edge ID. 
 𝑛ଵ,௜, 𝑛ଶ,௜ − The two node IDs which are connected by edge 𝑖. Note that 𝑛ଵ,௜ ∈

𝒩, 𝑛ଶ,௜ ∈ 𝒩. 
 

In this model, edges are not oriented: if the couple 𝑛ଵ,௜ and 𝑛ଶ,௜ is connected by edge 
𝑖, forklift movement is allowed either from 𝑛ଵ,௜ to 𝑛ଶ,௜ or vice versa. Conventionally, 𝑛ଵ,௜ 
indicates the node with lowest ID among the two. Note that the choice not to allow edges 
orientation leads to the need of a way to handle the possible presence of one-way corri-
dors. This subject will be deepened in section 4.7, which is about Forklift Routing. 
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Figure 17: Example of edge modelling. Black and white numbers indicate, respectively, some Edge IDs 
and Node IDs. 

 
Edge ID 𝒊 𝒏𝟏,𝒊 𝒏𝟐,𝒊 

10 5 6 
13 7 9 
14 8 9 

Table 4: Parameters of the edges defined in Figure 17. 
 

It is worth to highlight that, like corridors, edges can be oriented along the two Carthe-
sian directions only. Moreover, since edges are used to connect couple of adjacent nodes, 
their length must be equal to the node spacing. These two facts makes impossible to model 
any kind of curve. Actually, there could be the possibility to connect two nodes in differ-
ent corridors using an edge, so to model a very primitive curve with approximate curva-
ture radius equal to a multiple of the node spacing. However, in order to respect the two 
statements reported above, that situation must be avoided, and then curve modelling is 
not provided. In Figure 18, we can find an example of an incorrect edge modelling: blue 
curves, which represent the ideal trajectory of the forklift when moving from the horizon-
tal corridor to the middle vertical one or vice versa, are modelled by defining two edges 
connecting node 1 with, respectively, nodes 2 and 3. Those edges have length greater than 
node spacing, and then this solution must be avoided. Moreover, to model the curves as 
simple “corners”, which elongate the path the forklift actually takes, seems reasonable 
since, as said at the beginning, forklift move with constant speed 𝑣௙, and neglects the 
typical decelerations and subsequent accelerations which occur while a curve is traveled. 
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Figure 18: Example of incorrect edges modelling. Diagonal edges connecting node 1 to, respectively, nodes 
2 and 3 are, wrongly, defined so to model blue curves. Left and right vertical aisles are modelled correctly.  
 
 

4.5  Bays 

Bays are the areas where forklifts load items on trucks, or withdraw objects from them. 
As said before, they are not modelled using nodes and edges. Just bay entry is modelled 
as part of the graph. It is represented by a node called Bay Node, which has the same 
features than any other node. Any forklift that wants to reach a bay must end its path on 
that bay node. Similarly, a forklift which leaves that bay to reach a desired picking point, 
begins its path from that bay node. 

Even if a bay cannot host any dynamic WPT, there exists the possibility to install at 
most one static WPT on each of them. We can call Bay WPTs the static WPTs mounted 
in bays. If a Bay WPT is present, a forklift may be charged during part of the time it 
spends there. For safety purposes, so to avoid possible interactions of the magnetic field 
with the personnel working in the bay, it has been decided that such static WPT cannot 
be installed in the proper loading/unloading zone (namely, near the truck, where the fork-
lift performs the loading/unloading of it), but they can be installed near it, in a dedicated 
area. Forklifts may spend dead times on that static WPT, while waiting between opera-
tions, during breaks, or when they are not operating. Note that static WPTs are not a-
priori placed in the bays. Optimization algorithm will evaluate if it could be convenient 
to install a WPT on some of them, following the same principle valid for WPTs to be 
installed over nodes. Furthermore, in the event that static WPTs cannot be mounted in 
some bays, whatever the reasons, there is the possibility of preventing their positioning. 
Moreover, recall that bays are the only place in which it has been assumed the static WPTs 
to be positioned. 
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Each bay is univocally defined by a positive integer number called Bay ID. We can 
refer to “Bay 𝑘” as the bay having ID 𝑘. By calling B the number of different bays in the 
warehouse, we can define a set ℬ of all the bays: 
 

ℬ = {1, 2, … , 𝐵} 
 

Each bay 𝑘 ∈ ℬ is defined by the following parameters: 
 

 Bay ID. 
 𝑏𝑛௞ − Bay node. 𝑏𝑛௞ ∈ 𝒩. 
 𝑏𝑤𝑓௞ − Bay WPT flag. 𝑏𝑤𝑓௞ ∈ {0,1}. It indicates whether a static WPT can be 

mounted in bay 𝑘 or not: 
o If 1, a static WPT can be mounted in that bay. Optimization algorithm 

must consider the possibility of placing a WPT there. 
o If 0, that bay cannot host a static WPT. So, optimization algorithm cannot 

consider to install a bay WPT in it. 
 

Figure 19 shows an example of bay modelling, showing the position of bay nodes 
and of the eventual static WPTs which can be installed there. 
 

 
Figure 19: Example of bay modelling. Blue dashed area represents the zone in which the forklift is assumed 
to move while executing bay operations, and it is outside nodes coverage. Red node is the bay node. Red 
square is a static WPT mounted in the bay. 
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4.6  Operations 

Operations are the key point of the methodology. An operation is defined as a set of 
steps to be executed in sequence by the forklift, when an object in the warehouse is re-
quired to be picked and shipped, as well as when an object in the truck has to be unloaded 
into the warehouse. Equivalence between picking and storage operations in this method-
ology has been treated in chapter 3. Each storage location must be covered by a node, 
over which forklift is assumed to stop for putting/retrieving the item from the racks. Each 
of those nodes is called Operation Node. Note that, if node 𝑖 is an operation node, then 
𝑜𝑛𝑓௜ = 1. More than one operation can occur on the same operation node, for example in 
case of items located on both the sides of a corridor. Recall that each operation has a 
certain probability to be executed. The sum of all the warehouse operations probabilities 
must be unitary.  

Consider a picking operation: the steps necessary to execute it are as follows: 
 
 At the beginning, forklift is assumed to be located in a bay. 
 Forklift moves from the bay to the position of the item to be picked, following a 

determined path. 
 Once reached item position, it stays under the operation node coverage for all the 

time required to execute the picking operation, including the time necessary for 
the maneuvers. This overall amount of time is called Operation Time. 

 After having picked the object, forklift goes back to the loading bay, assumed the 
same where it has started the operation, following a certain path (which can be 
different than the one to go from bay to operation node). 

 Once arrived in the bay, forklift stays there for the time necessary to load the item 
on the truck. This time interval is called Bay Time. 

 Operation ends after the item has been loaded on the truck. It may happen that 
forklift may stay still in the bay after having ended the operation, because another 
one may not be immediately available. In that time interval, which must be in-
cluded in the Bay Time, forklift could be charged by an eventual static WPT 
mounted in the bay.  

 
The path of an operation is the set of nodes crossed in sequence by the forklift to go 

from bay to operation node and vice versa. We can distinguish between the two: path 
from bay to operation node is called Outward Path, while path from operation node to 
bay is called Return Path. The path a forklift follow to execute a certain operation is 
assumed to be fixed. Since we are dealing with a graph modelling of the warehouse, paths 
for each operations could be found automatically using some existing algorithm. In this 
work, Dijkstra Algorithm (refer to section 4.8 for the details) has been used for this pur-
pose. By default, exploiting such algorithm properties, forklifts should follow the shortest 
path (optimal in terms of distance and, due to the forklift constant speed assumption, of 
time). It may happen that, due to one-way corridors presence (not modelled in the graph) 



 Warehouse Modelling 39 

 
 

or because of the warehouse picking policy, forklift should follow a path different from 
the shortest one. In that case, to make the path selection as automatic as possible, a set of 
intermediate nodes may be defined to make the algorithm to consider the desidired path 
instead of the shortest one. In this case, the selected path is the minimal one between bay 
node and operation node which intersects, one by one, all the specified intermediate 
nodes. 

Each operation is characterized by the following parameters: 
 
 Operation ID: a positive integer number univocally defining the operation. 
 Operation Node: the ID of the node in which the item to be picked is assumed to 

be located. 
 Operation Probability: the probability to execute the operation. 
 Operation Bay: the ID of the bay where forklift is located when operation begins 

and ends. 
 Operation Time: time necessary to execute the operation. 
 Bay Time: the time spent by the forklift in the bay, either for loading item on truck 

or to wait for the next operation to start. 
 Bay Recharging Time: the fraction of Bay Time in which the forklift remains idle 

in the bay, waiting for another operation. 
 Intermediate Node Flag: binary variable used to select the algorithm used for the 

forklift path calculation: 
o If 1, forklift is guided through a series of intermediate nodes while going 

from bay to operation node and vice versa. 
o If 0, the shortest path between them is selected as forklift route. 

 Outward Trip Intermediate Nodes: a list of eventual intermediate nodes to be used 
for forklift routing, used for the trip from bay to operation node (Outward Trip). 

 Return Trip Intermediate Nodes: same list of intermediate nodes, but for the trip 
from operation node to bay (Return Trip). 

 
We can refer to “Operation 𝑗” as the operation having ID 𝑗. By calling 𝑂 the number 

of different operations which can be executed, it is possible to define a set 𝒪 of all the 
operations: 
 

𝒪 = {1, 2, … , 𝑂} 
 

Then, each operation 𝑗 ∈ 𝒪 is defined by: 
 

 Operation ID; 
 𝑜𝑛௝ − Operation Node. 𝑜𝑛௝ ∈ 𝒩; 
 𝑝௝ − Operation Probability. 𝑝௝ ∈ [0,1]; 
 𝑏௝ − Operation Bay. 𝑏௝ ∈ ℬ; 
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 𝑜𝑡௝ − Operation Time [s]; 
 𝑏𝑡௝ − Bay Time [s]; 
 𝑏𝑟𝑡௝ − Bay Recharging Time. 𝑏𝑟𝑡௝ ∈ [0,1]; 
 𝑖𝑛𝑓௝ − Intermediate Node Flag. 𝑖𝑛𝑓௝ ∈ {0,1}; 
 𝒪𝒯௝ − Set of the Outward Trip intermediate nodes. 𝒪𝒯௝ ⊆ 𝒩; 
 ℛ𝒯௝ − Set of the Return Trip intermediate nodes. ℛ𝒯௝ ⊆ 𝒩. 

 

 
Figure 20: Example of warehouse modelling. Numbers on scaffolds indicate Operations ID. Red nodes 
indicate generic nodes, while the yellow ones are the operation nodes. 
 
 

4.7  Forklift Routing 

Forklift Routing is the procedure aiming at finding the paths, namely the set of nodes 
crossed by the forklift in each operation. For each operation 𝑗, we can define two sets 𝒪𝒫௝ 
and ℛ𝒫௝: 
 

 𝒪𝒫௝ = {nodes crossed during Outward path of operation 𝑗}, 𝒪𝒫௝ ⊆ 𝒩.  
 

 ℛ𝒫௝ = {nodes crossed during Return Path of operation 𝑗}, ℛ𝒫௝ ⊆ 𝒩. 
 

Note that both the paths include either bay node and operation node, since they are 
proper crossed nodes too. 

In “small” warehouses, with a low number of nodes and operations to be executed, 
those paths might be defined by hand. However, in order to let this procedure to be feasi-
ble also for bigger warehouses, an algorithm can be used to make it as automatic as pos-
sible. Dijkstra Algorithm is used to select the minimum path between any couple of nodes. 
In this work, the minimum (or shortest) path between a couple of nodes is defined as the 
smallest set of nodes to be crossed for moving from a node to another of the couple. 
However, there is the need to define a procedure which allows to select a path different 
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from the minimum one, because of the picking policies to be used or the presence of one-
way corridors, not modelled in the graph. 

To define the paths of an operation, two options are available: 
 

 Shortest path from bay to operation node and vice versa is searched, through 
Dijkstra Algorithm. In case more than one path with minimum length is present, 
the first one which has been found is used. However, even if optimal in terms of 
distance and of time, this path may not be feasible, that is it cannot be actually 
traveled by the forklift because of the presence of one-way corridors crossed in 
the prohibited sense. Moreover, the warehouse routing policy may want forklifts 
to follow determined routes, different from the optimal ones. In all those cases, 
second option shall be used. 

 A set of intermediate nodes, one for the Outward trip, another for the Return trip, 
are defined. Those nodes must be crossed in sequence during the trips. Dijkstra 
Algorithm is then used between couple of nodes to be crossed, so to minimize the 
effort in defining all the nodes belonging to the paths. Those nodes must be man-
ually listed. An accurate definition of them let to select the desired path which 
follows all the limitations previously listed. 
 

The option selection can be done for each operation 𝑗 ∈ 𝒪, by selecting the appropri-
ate value of 𝑖𝑛𝑓௝. 

Figure 21 shows an example of minimum path. Black nodes represent the path from 
node 24 to node 46, or vice versa. In this case, the path between that couple is the set 
{24, 25, 26, 46, 47, 48, 49, 57, 58, 59, 60, 61}. Note how it must include also starting and 
destination nodes. On the other side, Figure 22 shows an example of intermediate nodes 
definition. Forklift must move from node 1 to node 138 (Outward trip), and then back to 
node 1 (Return trip). Corridors one-ways are indicated by the arrows. Warehouse picking 
policy is assumed to force the forklifts to entirely cross each aisle once, even if without 
objects to be picked in them. In this case, some intermediate nodes, which are colored in 
yellow, shall be defined. Supposing this operation has ID equal to 9, then the set 𝒪𝒯ଽ will 
be {29, 34, 8, 13, 39, 44, 18, 23, 49, 54}, while ℛ𝒯ଽ is {28}. Note that the return path co-
incides with the minimum one and is feasible, so there would not be the need to define a 
set of intermediate nodes for that path. However, the procedure of intermediate nodes 
definition requires to define both the sets. 
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Figure 21: Example of minimum path calculation: black nodes represent the path from node 24 to node 46, 
or vice versa. 
 

 
Figure 22: Example of intermediate nodes definition. Arrows indicate the one-way sense of the corridors. 
Yellow nodes are the intermediate nodes to move from node 1 to node 138, by entirely crossing all the 
previous aisles. 
 

At that point, all the warehouse modelling elements has been introduced. Total Times 
calculation, which is based on the warehouse model that has just been defined, is the next 
big step of this methodology, and is reported in the next chapter.  
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4.8  Dijkstra Algorithm 

Dijkstra Algorithm was developed by the Dutch scientist Edsger Dijkstra in 1956, which 
published it in 1959 [42] [43]. It solves the single-source shortest-paths problem on a 
weighted, directed graph, in the case of non-negative edge weights [31]. Such problem 
can be defined as follows: given a graph 𝐺 = (𝑉, 𝐸), where 𝑉 is the set of all the vertices 
(namely, the nodes), and 𝐸 the set of all the edges, we want to find the minimum-weight 
path from a given source vertex 𝑠 ∈ 𝑉  to each vertex 𝑣 ∈ 𝑉 [31]. The complexity of this 
algorithm has been proved to be 𝑂(|𝐸| + |𝑉| log|𝑉|) [44]. 

By defining as edge weight the node spacing, which represents the proper edge 
length, we can use Dijkstra Algorithm to find the minimum path between bay nodes and 
operation nodes by restricting its search to the minimum-lenght path from a given source 
vertex (the bay node) to a certain destination vertex (the operation node), and vice versa. 
However, since as said in section 4.4, the graph defined in this work do not allow edge 
orientation, the slightly modified version of Dijkstra algorithm which has been used in 
this work must not consider it, leading to the need of defining the sets of intermediate 
nodes to “guide” the minimum-length path search considering the eventual one-way of 
corridors. The possibility to implement edge orientation, which would simplify the mod-
elling step as it would eliminate the need to define intermediate nodes, is left to future 
improvements.  

The detailed structure of Dijkstra algorithm can be found in [31], while some intuitive 
examples about the way it works are reported in [45]. 
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Chapter 5 
 

Total Times Calculation 

Total Times represent the main input to the optimization process. Considering just a sin-
gle forklift per time that is operating in the warehouse, let us define Total Time of a certain 
node/bay the probability, at any time instant, to find that forklift in the node/bay. Pay 
attention that, even if we are improperly calling “Time” what actually is a probability, so 
a dimensionless quantity, those probabilities will be later used in relation to certain time 
intervals, so to become proper time quantities. More details will be provided in the next 
chapters.  

We can proceed now with the Total Times Vectors definition, which are arrays of 
Total Times of either each node or bay, and are reported in section 5.1. Their calculation 
procedure is described in sections 5.2 and 5.3.  
 
 

5.1  Total Times Vectors definition 

Before defining the Total Times Vectors, let us make a consideration on the operation 
steps, which have been explained in details in section 4.6. From now on, we can divide 
an operation in four phases, according to the position of the forklift and to what is exe-
cuting. In any instant of the operation, the forklift must be in one of the phases reported 
in Table 5: 
 

Operation Phase Description 

Node Movement Forklift is moving over a node belonging to the 
operation path. It is not executing one of the 
steps typical of the operation time parameter. 

Node Operation Forklift is on the operation node, and it is exe-
cuting one of the movements typical of the op-
eration time parameter (maneuvers, lift-
ing/lowering forks, withdrawing item from the 
scaffolds etc.). 



 Total Times Calculation 45 

 
 

Bay Operation Forklift is in the bay, and it is loading/unload-
ing the items from the truck.  

Bay Recharge Forklift is idle in the bay, waiting for the as-
signment of further operations. During this 
phase only it could be charged by an eventual 
static WPT placed in the bay. If the WPT is not 
present, the forklift is simply still. 

Table 5: Operation phases, according to the forklift actions. 
 

In relation to the operation phases just described, it is possible to define six different 
Total Times Vectors, called: 
 

 𝑇𝑁𝑇𝑉 – Total Node Times Vector; 
 𝑇𝐵𝑇𝑉 – Total Bay Times Vector; 
 𝑇𝑁𝑀𝑇𝑉 – Total Node Movement Times Vector; 
 𝑇𝑁𝑂𝑇𝑉 – Total Node Operation Times Vector; 
 𝑇𝐵𝑂𝑇𝑉 – Total Bay Operation Times Vector; 
 𝑇𝐵𝑅𝑇𝑉 – Total Bay Recharge Times Vector. 

 
The first two contain the probability, at any time instant, to find the forklift, respec-

tively, over each node and over each bay, regardless of the operation phase they are exe-
cuting. Conversely the other four indicate the probability to find it over each node/bay 
while in the corresponding operation phase. The reason behind the definition of all these 
Total Times is that forklift power consumption changes according to the operation phase. 
All the details about it can be found in chapter 6. 

Let us now proceed to analyze each of those vectors: 
 
 

 𝑻𝑵𝑻𝑽:  
 

𝑇𝑁𝑇𝑉 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑡𝑛𝑡ଵ

𝑡𝑛𝑡ଶ

⋮
𝑡𝑛𝑡௜

⋮
𝑡𝑛𝑡ே⎦

⎥
⎥
⎥
⎥
⎤

   𝑖 ∈ 𝒩 

 
𝑡𝑛𝑡௜ is called Total Node Time of node 𝑖. It is the probability, at any time instant, 
 to find the forklift located on node 𝑖, regardless of the operation phase. 
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 𝑻𝑵𝑴𝑻𝑽: 
 

𝑇𝑁𝑀𝑇𝑉 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑡𝑛𝑚𝑡ଵ

𝑡𝑛𝑚𝑡ଶ

⋮
𝑡𝑛𝑚𝑡௜

⋮
𝑡𝑛𝑚𝑡ே⎦

⎥
⎥
⎥
⎥
⎤

   𝑖 ∈ 𝒩 

 
𝑡𝑛𝑚𝑡௜ is called Total Node Movement Time of node 𝑖. It is the probability, at any 
time instant, to find the forklift on node 𝑖, while in the Node Movement phase. 

 
 

 𝑻𝑵𝑶𝑻𝑽: 
 

𝑇𝑁𝑂𝑇𝑉 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑡𝑛𝑜𝑡ଵ

𝑡𝑛𝑜𝑡ଶ

⋮
𝑡𝑛𝑜𝑡௜

⋮
𝑡𝑛𝑜𝑡ே⎦

⎥
⎥
⎥
⎥
⎤

   𝑖 ∈ 𝒩 

 
𝑡𝑛𝑜𝑡௜ is called Total Node Operation Time of node 𝑖. It is the probability, at any 
time instant, to find the forklift that on node 𝑖, while in the Node Operation phase. 

 
The following relation holds: 
 

 𝑇𝑁𝑇𝑉 = 𝑇𝑁𝑀𝑇𝑉 + 𝑇𝑁𝑂𝑇𝑉 (1) 
 
Note also that, if a node is not an operation node, we have that: 

 
𝑡𝑛𝑜𝑡௜ = 0 ⇒ 𝑡𝑛𝑡௜ = 𝑡𝑛𝑚𝑡௜  , ∀𝑖 ∈ 𝒩 ∶  𝑜𝑛𝑓௜ = 0 

 
 

 𝑻𝑩𝑻𝑽: 
 

𝑇𝐵𝑇𝑉 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑡𝑏𝑡ଵ

𝑡𝑏𝑡ଶ

⋮
𝑡𝑏𝑡௞

⋮
𝑡𝑏𝑡஻⎦

⎥
⎥
⎥
⎥
⎤

   𝑘 ∈ ℬ 
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𝑡𝑏𝑡௜ is called Total Bay Time of bay 𝑘. It is the probability, at any time instant, to 
find the forklift located in bay 𝑘, regardless of the operation phase. 

 
 

 𝑻𝑩𝑶𝑻𝑽: 
 

𝑇𝐵𝑂𝑇𝑉 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑡𝑏𝑜𝑡ଵ

𝑡𝑏𝑜𝑡ଶ

⋮
𝑡𝑏𝑜𝑡௞

⋮
𝑡𝑏𝑜𝑡஻⎦

⎥
⎥
⎥
⎥
⎤

   𝑘 ∈ ℬ 

 
𝑡𝑏𝑜𝑡௜ is called Total Bay Operation Time of bay 𝑘. It is the probability, at any time 
instant, to find the forklift in bay 𝑘 while in the Bay Operation phase. 

 
 

 𝑻𝑩𝑹𝑻𝑽: 
 

𝑇𝐵𝑅𝑇𝑉 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑡𝑏𝑟𝑡ଵ

𝑡𝑏𝑟𝑡ଶ

⋮
𝑡𝑏𝑟𝑡௞

⋮
𝑡𝑏𝑟𝑡஻⎦

⎥
⎥
⎥
⎥
⎤

   𝑘 ∈ ℬ 

 
𝑡𝑏𝑟𝑡௜ is called Total Bay Recharge Time of bay 𝑘. It is the probability, at any 
 time instant, to find the forklift in bay 𝑘 while in the Bay Recharge phase. 
 
The following relation holds: 
 

 𝑇𝐵𝑇𝑉 = 𝑇𝐵𝑂𝑇𝑉 + 𝑇𝐵𝑅𝑇𝑉 (2) 
 
Furthermore, the sum of all the elements of TNTV and TBTV must be unitary, 
since it represents the sum of all the probabilities to find the forklift on each node 
or bay: 

 
 

෍ 𝑡𝑛𝑡௜

ே

௜ୀଵ

+ ෍ 𝑡𝑏𝑡௞

஻

௞ୀଵ

= 1 (3) 
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5.2  Partial Times Matrices 

As said before, Total Times calculation is based on the analysis of all the operations to 
be executed in the warehouse, in a probabilistic framework. Before going into the proper 
details of their calculation, we have to define the Partial Times. 

5.2.1  Partial Times Matrices definition 

Partial Times are the basis for the Total Times computation. We can generically define 
Partial Time of a node/bay in a determined operation as the time interval spent by the 
forklift on that node/bay during that operation. So, for each operation 𝑗 ∈ 𝒪, there exist a 
different Partial Time for each node/bay. Moreover, unlike the Total Times, Partial Times 
are independent on the probability of executing operations, and they represent proper time 
quantities. 

As it was done for the Total Times, it is possible to define six different Partial Times 
Matrices in relation to the operation phases listed in Table 5, which are called: 
 

 𝑃𝑁𝑇𝑀 – Partial Node Times Matrix; 
 𝑃𝐵𝑇𝑀 – Partial Bay Times Matrix; 
 𝑃𝑁𝑀𝑇𝑀 – Partial Node Movement Times Matrix; 
 𝑃𝑁𝑂𝑇𝑀 – Partial Node Operation Times Matrix; 
 𝑃𝐵𝑂𝑇𝑀 – Partial Bay Operation Times Matrix; 
 𝑃𝐵𝑅𝑇𝑀 – Partial Bay Recharge Times Matrix. 

 
The choice of using matrices instead arrays resides in the fact that each Partial Time 

is defined not only for a certain node as in the Total Times, but also for a certain operation. 
So, each element of the matrices will be referred to both of them.  

Let us analyze the matrices more in details: 
 
 

 𝑷𝑵𝑻𝑴: 
 

𝑃𝑁𝑇𝑀 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑝𝑛𝑡ଵଵ 𝑝𝑛𝑡ଵଶ ⋯ 𝑝𝑛𝑡ଵ௝ ⋯ 𝑝𝑛𝑡ଵை

𝑝𝑛𝑡ଶଵ 𝑝𝑛𝑡ଶଶ ⋯ 𝑝𝑛𝑡ଶ௝ ⋯ 𝑝𝑛𝑡ଶை

⋮ ⋮ ⋮ ⋮
𝑝𝑛𝑡௜ଵ 𝑝𝑛𝑡௜ଶ ⋯ 𝑝𝑛𝑡௜௝ ⋯ 𝑝𝑛𝑡௜ை

⋮ ⋮ ⋮ ⋮
𝑝𝑛𝑡ேଵ 𝑝𝑛𝑡ேଶ ⋯ 𝑝𝑛𝑡ே௝ ⋯ 𝑝𝑛𝑡ேை⎦

⎥
⎥
⎥
⎥
⎥
⎤

   with ቐ

𝑖 ∈ 𝒩         
𝑗 ∈ 𝒪          

ൣ𝑝𝑛𝑡௜௝൧ = 𝑠
    

 
𝑝𝑛𝑡௜௝ is called Partial Node Time of node 𝑖 during operation 𝑗. It represents the 
time spent by the forklift on node 𝑖 during operation 𝑗, regardless of the operation 
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phase. For example, if 𝑝𝑛𝑡௜௝ = 4 s, it means that forklift spends 4 seconds over 
node 𝑖, during operation 𝑗. 

 
 

 𝑷𝑵𝑴𝑻𝑴: 
 

𝑃𝑁𝑀𝑇𝑀 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑝𝑛𝑚𝑡ଵଵ 𝑝𝑛𝑚𝑡ଵଶ ⋯ 𝑝𝑛𝑚𝑡ଵ௝ ⋯ 𝑝𝑛𝑚𝑡ଵை

𝑝𝑛𝑚𝑡ଶଵ 𝑝𝑛𝑚𝑡ଶଶ ⋯ 𝑝𝑛𝑚𝑡ଶ௝ ⋯ 𝑝𝑛𝑚𝑡ଶை

⋮ ⋮ ⋮ ⋮
𝑝𝑛𝑚𝑡௜ଵ 𝑝𝑛𝑚𝑡௜ଶ ⋯ 𝑝𝑛𝑚𝑡௜௝ ⋯ 𝑝𝑛𝑚𝑡௜ை

⋮ ⋮ ⋮ ⋮
𝑝𝑛𝑚𝑡ேଵ 𝑝𝑛𝑚𝑡ேଶ ⋯ 𝑝𝑛𝑚𝑡ே௝ ⋯ 𝑝𝑛𝑚𝑡ேை⎦

⎥
⎥
⎥
⎥
⎥
⎤

   with ቐ

𝑖 ∈ 𝒩              
𝑗 ∈ 𝒪               

ൣ𝑝𝑛𝑚𝑡௜௝൧ = 𝑠
 

 
𝑝𝑛𝑚𝑡௜௝ is called Partial Node Movement Time of node 𝑖 during operation 𝑗. It 
represents the time spent by the forklift on node 𝑖 during operation 𝑗 while in the 
Node Movement phase.  

 
 

 𝑷𝑵𝑶𝑻𝑴: 
 

𝑃𝑁𝑂𝑇𝑀 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑝𝑛𝑜𝑡ଵଵ 𝑝𝑛𝑜𝑡ଵଶ ⋯ 𝑝𝑛𝑜𝑡ଵ௝ ⋯ 𝑝𝑛𝑜𝑡ଵை

𝑝𝑛𝑜𝑡ଶଵ 𝑝𝑛𝑜𝑡ଶଶ ⋯ 𝑝𝑛𝑜𝑡ଶ௝ ⋯ 𝑝𝑛𝑜𝑡ଶை

⋮ ⋮ ⋮ ⋮
𝑝𝑛𝑜𝑡௜ଵ 𝑝𝑛𝑜𝑡௜ଶ ⋯ 𝑝𝑛𝑜𝑡௜௝ ⋯ 𝑝𝑛𝑜𝑡௜ை

⋮ ⋮ ⋮ ⋮
𝑝𝑛𝑜𝑡ேଵ 𝑝𝑛𝑜𝑡ேଶ ⋯ 𝑝𝑛𝑜𝑡ே௝ ⋯ 𝑝𝑛𝑜𝑡ேை⎦

⎥
⎥
⎥
⎥
⎥
⎤

   with ቐ

𝑖 ∈ 𝒩             
𝑗 ∈ 𝒪              

ൣ𝑝𝑛𝑜𝑡௜௝൧ = 𝑠
 

 
𝑝𝑛𝑜𝑡௜௝ is called Partial Node Operation Time of node 𝑖 during operation 𝑗. It rep-
resents the time spent by the forklift on node 𝑖 during operation 𝑗 while in the 
Node Operation phase. 

 
The following relation holds: 

 
 𝑃𝑁𝑇𝑀 = 𝑃𝑁𝑀𝑇𝑀 + 𝑃𝑁𝑂𝑇𝑀 (4) 

 
Note that, in every operation 𝑗 ∈ 𝒪, the only node over which the forklift can be 
in Node Operation phase is specified by 𝑜𝑛௝ . Therefore: 

 
𝑝𝑛𝑜𝑡௜௝ = 0 ⇒ 𝑝𝑛𝑡௜௝ = 𝑝𝑛𝑚𝑡௜௝ , ∀𝑖 ∈ 𝒩, ∀𝑗 ∈ 𝒪 ∶  𝑖 ≠ 𝑜𝑛௝  
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 𝑷𝑩𝑻𝑴: 
 

𝑃𝐵𝑇𝑀 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑝𝑏𝑡ଵଵ 𝑝𝑏𝑡ଵଶ ⋯ 𝑝𝑏𝑡ଵ௝ ⋯ 𝑝𝑏𝑡ଵை

𝑝𝑏𝑡ଶଵ 𝑝𝑏𝑡ଶଶ ⋯ 𝑝𝑏𝑡ଶ௝ ⋯ 𝑝𝑏𝑡ଶை

⋮ ⋮ ⋮ ⋮
𝑝𝑏𝑡௞ଵ 𝑝𝑏𝑡௞ଶ ⋯ 𝑝𝑏𝑡௞௝ ⋯ 𝑝𝑏𝑡௞ை

⋮ ⋮ ⋮ ⋮
𝑝𝑏𝑡஻ଵ 𝑝𝑏𝑡஻ଶ ⋯ 𝑝𝑏𝑡஻௝ ⋯ 𝑝𝑏𝑡஻ை⎦

⎥
⎥
⎥
⎥
⎥
⎤

   with ൜
𝑘 ∈ ℬ
𝑗 ∈ 𝒪

 

 
𝑝𝑏𝑡௞௝ is called Partial Bay Time of bay 𝑘 during operation 𝑗. It represents the time 
spent by the forklift in bay 𝑘 during operation 𝑗, regardless of the operation phase. 

 
 

 𝑷𝑩𝑶𝑻𝑴: 
 

𝑃𝐵𝑂𝑇𝑀 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑝𝑏𝑜𝑡ଵଵ 𝑝𝑏𝑜𝑡ଵଶ ⋯ 𝑝𝑏𝑜𝑡ଵ௝ ⋯ 𝑝𝑏𝑜𝑡ଵை

𝑝𝑏𝑜𝑡ଶଵ 𝑝𝑏𝑜𝑡ଶଶ ⋯ 𝑝𝑏𝑜𝑡ଶ௝ ⋯ 𝑝𝑏𝑜𝑡ଶை

⋮ ⋮ ⋮ ⋮
𝑝𝑏𝑜𝑡௞ଵ 𝑝𝑏𝑜𝑡௞ଶ ⋯ 𝑝𝑏𝑜𝑡௞௝ ⋯ 𝑝𝑏𝑜𝑡௞ை

⋮ ⋮ ⋮ ⋮
𝑝𝑏𝑜𝑡஻ଵ 𝑝𝑏𝑜𝑡஻ଶ ⋯ 𝑝𝑏𝑜𝑡஻௝ ⋯ 𝑝𝑏𝑜𝑡஻ை⎦

⎥
⎥
⎥
⎥
⎥
⎤

   with ൜
𝑘 ∈ ℬ
𝑗 ∈ 𝒪

 

 
 

𝑝𝑏𝑜𝑡௞௝ is called Partial Bay Operation Time of bay 𝑘 during operation 𝑗. It rep-
resents the time spent by the forklift in bay 𝑘 during operation 𝑗, while in the Bay 
Operation phase. 

 
 

 𝑷𝑩𝑹𝑻𝑴: 
 

𝑃𝐵𝑅𝑇𝑀 =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑝𝑏𝑟𝑡ଵଵ 𝑝𝑏𝑟𝑡ଵଶ ⋯ 𝑝𝑏𝑟𝑡ଵ௝ ⋯ 𝑝𝑏𝑟𝑡ଵை

𝑝𝑏𝑟𝑡ଶଵ 𝑝𝑏𝑟𝑡ଶଶ ⋯ 𝑝𝑏𝑟𝑡ଶ௝ ⋯ 𝑝𝑏𝑟𝑡ଶை

⋮ ⋮ ⋮ ⋮
𝑝𝑏𝑟𝑡௞ଵ 𝑝𝑏𝑟𝑡௞ଶ ⋯ 𝑝𝑏𝑟𝑡௞௝ ⋯ 𝑝𝑏𝑟𝑡௞ை

⋮ ⋮ ⋮ ⋮
𝑝𝑏𝑟𝑡஻ଵ 𝑝𝑏𝑟𝑡஻ଶ ⋯ 𝑝𝑏𝑟𝑡஻௝ ⋯ 𝑝𝑏𝑟𝑡஻ை⎦

⎥
⎥
⎥
⎥
⎥
⎤

   with ൜
𝑘 ∈ ℬ
𝑗 ∈ 𝒪

 

 
𝑝𝑏𝑟𝑡௞௝ is called Partial Bay Recharge Time of bay 𝑘 during operation 𝑗. It repre-
sents the time spent by the forklift in bay 𝑘 during operation 𝑗, while in the Bay 
Recharge phase. 



 Total Times Calculation 51 

 
 

The following relation holds: 
 
 𝑃𝐵𝑇𝑀 = 𝑃𝐵𝑂𝑇𝑀 + 𝑃𝐵𝑅𝑇𝑀 (5) 

 
Note that, in every operation 𝑗 ∈ 𝒪, the only bay that is utilized is specified by 𝑏௝. 
Therefore: 

 
𝑝𝑏𝑡௞௝ = 0  ∀𝑘 ∈ ℬ, ∀𝑗 ∈ 𝒪 ∶  𝑘 ≠ 𝑏௝ 

5.2.2  Partial Times Matrices calculation 

Partial Times Matrices calculation are the first step for finding Total Times. They are are 
calculated using the following parameters: 
 

 Node spacing 𝑛௦; 
 Forklift average speed 𝑣௙; 
 Operation parameters; 
 Outward Path and Return Path for each operation; 

 
Initially, and just initially, all the entries of the six matrices must be set to 0. Then, 

the procedure for the calculation, which is listed below, must be executed for each differ-
ent operation 𝑗 ∈ 𝒪: 
 
 

1. Calculation of Partial Node Movement Times: All the nodes crossed by the 
forklift during operation 𝑗 belong to 𝒪𝒫௝ and ℛ𝒫௝. Over all of them, the forklift is 
assumed to move with constant speed 𝑣௙, neglecting the effects of curves, accel-
erations and decelerations. Knowing node spacing 𝑛௦, we can estimate an average 
crossing time 𝑐𝑡 as the time spent by the forklift over each node while crossing it 
with constant speed 𝑣௙: 

 
 𝑐𝑡 =

𝑛௦

𝑣௙
 (6) 

 
The forklift spends an amount of time equal to 𝑐𝑡 on each of the nodes belonging 
to either 𝒪𝒫௝ or ℛ𝒫௝, while in Node Movement phase. If a node is crossed more 
than once, it means that forklift will stay there for multiple amounts of 𝑐𝑡. There-
fore, for each node 𝑖 belonging to the paths of operation 𝑗, we can calculate the 
time spent there by the forklift while in Node Movement phase as: 

 
 𝑝𝑛𝑚𝑡௜௝ = 𝑘௜௝ ⋅ 𝑐𝑡    ∀𝑖 ∈ 𝒪𝒫௝ ∪ ℛ𝒫௝ (7) 
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where 𝑘௜௝ represents the multiplicity of node 𝑖 during operation 𝑗, that is how many 
times node 𝑖 is crossed during that operation (how many times node 𝑖 appears in 
either 𝒪𝒫௝ and ℛ𝒫௝).  

 
2. Calculation of Partial Node Operation Time: in operation 𝑗, forklift spends a 

time equal to 𝑜𝑡௝  on the Operation Node 𝑜𝑛௝ . In this time interval, the forklift is 
in Node Operation phase. Consequently: 

 
 𝑝𝑛𝑜𝑡௢௡ೕ,௝ = 𝑜𝑡௝  (8) 

 
3. Calculation of Partial Bay Time: in operation 𝑗, forklift spends some time in 

bay 𝑏௝. That time is represented by 𝑏𝑡௝. During it, forklift can be in both Bay Op-
eration or Bay Recharge phases, so 𝑏𝑡௝ should be treated as a Partial Bay Time: 

 
 𝑝𝑏𝑡௕ೕ,௝ = 𝑏𝑡௝ (9) 

 
4. Calculation of Partial Bay Recharging Time: it is known that, during operation 

𝑗, forklift may spend a fraction of bay time in Bay Recharge phase. Such fraction 
is given by parameter 𝑏𝑟𝑡௝. The proper time interval forklift is in that phase is 
obtained as 𝑏𝑟𝑡௝ ⋅ 𝑏𝑡௝, and it represents the Partial Bay Recharging Time of oper-
ation 𝑗: 

 
 𝑝𝑏𝑟𝑡௕ೕ,௝ = 𝑏𝑟𝑡௝ ⋅ 𝑏𝑡௝ (10) 

 
5. Computation of Partial Node Time: In points 1 and 2 we have calculated, re-

spectively, 𝑝𝑛𝑚𝑡௜௝ and 𝑝𝑛𝑜𝑡௜௝, ∀𝑖 ∈ 𝒩. Partial Node Time for operation 𝑗 can be 
obtained considering equation (4), which can be rewritten as: 

 
 𝑝𝑛𝑡௜௝ = 𝑝𝑛𝑚𝑡௜௝ + 𝑝𝑛𝑜𝑡௜௝    𝑖 ∈ 𝒩 (11) 

 
6. Computation of Partial Bay Operation Time: In points 3 and 4 we have calcu-

lated, respectively, 𝑝𝑏𝑡௞,௝ and 𝑝𝑏𝑟𝑡௞,௝, ∀𝑘 ∈ ℬ. Partial Bay Operation Time for 
operation 𝑗 can be obtained by manipulating equation (5), obtaining: 

 
 𝑃𝐵𝑂𝑇𝑀 = 𝑃𝐵𝑇𝑀 − 𝑃𝐵𝑅𝑇𝑀 (12) 

 
that, in details, can be written as: 

 
 𝑝𝑏𝑜𝑡௞௝ = 𝑝𝑏𝑡௞௝ − 𝑝𝑏𝑟𝑡௞௝   𝑘 ∈ ℬ (13) 
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Repeating the steps from 1 to 6 for each operation 𝑗 ∈ 𝒪, the complete Partial 
Times Matrices can be built. 

 
 

5.3  Total Times Vectors calculation 

Total Times Vectors are calculated starting from the informations on the overall opera-
tions set contained in the Partial Times Matrices. First, for each operation 𝑗 ∈ 𝒪, compute 
its Overall Operation Time 𝑜𝑜𝑡௝ , defined as the duration of the whole operation 𝑗. Math-
ematically, it is the sum of all the Partial Node Times and the Partial Bay Times of that 
operation: 
 
 

𝑜𝑜𝑡௝ = ෍ 𝑝𝑛𝑡௜௝

ே

௜ୀଵ

+ ෍ 𝑝𝑏𝑡௞௝

஻

௞ୀଵ

 (14) 

 
To explain the procedure of Total Times Calculation, we can consider Total Node 

Times and Total Bay Times as case study, describing their computation in a detailed man-
ner. Then, we can extend the procedure to all the other vectors, being the procedure sim-
ilar. 
 
 

 Total Node Times  
 

Considering a generic node 𝑖 ∈ 𝒩, its Total Node Time 𝑡𝑛𝑡௜ can be calculated as: 
 
 

𝑡𝑛𝑡௜ = ෍ ቆ
𝑝𝑛𝑡௜௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ቇ

ை

௝ୀଵ
 (15) 

 
The meaning of each term is as follows: 

 

o 
௣௡௧೔ೕ

௢௢௧ೕ
 ∈ [0,1] represents, during operation 𝑗, the “weight” of the time spent 

over node 𝑖, that is 𝑝𝑛𝑡௜௝, on the overall operation time 𝑜𝑜𝑡௝ . This ratio 
represents, during operation 𝑗 only, the probability, at a randomly chosen 
time instant, to find the forklift located on node 𝑖. The higher the time spent 
on this node with respect to the whole operation duration, the higher this 
probability. 
Example: if during operation 𝑗 we have that, in a certain node 𝑖, it results 

that 
௣௡௧೔ೕ

௢௢௧ೕ
= 0.1, it means that, during such operation only, we have a 10% 
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probability, at a randomly chosen time instant, to find the forklift located 
over that node 𝑖. 

 

o 
௣௡௧೔ೕ

௢௢௧ೕ
⋅ 𝑝௝ ∈ ൤0,

௣௡௧೔ೕ

௢௢௧ೕ
൨ considers not only the weight of the time spent over 

node 𝑖 with respect to the whole duration of operation 𝑗, but also the weight 
of the probability to execute operation 𝑗 with respect to the whole set of 
operations 𝒪. The higher the probability 𝑝௝ to execute such operation, the 
bigger the relevance of the time spent over node 𝑖 during such operation 
with respect to the time spent on it during all the other operations. 

Example: considering the example presented before, with 
௣௡௧೔ೕ

௢௢௧ೕ
= 0.1, con-

sider now that probability to execute operation 𝑗 is 𝑝௝ = 0.1. This leads to: 
 

𝑝𝑛𝑡௜௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ = 0.1 ⋅ 0.1 = 0.01 

 
The meaning of this result is that, at any time instant, there is a probability 
of 1% to find a forklift located over node 𝑖 while executing operation 𝑗. 

 

o ∑ ൬
௣௡௧೔ೕ

௢௢௧ೕ
⋅ 𝑝௝൰ை

௝ୀଵ : In order to end up with the proper definition of total time, 

that should not consider which operation 𝑗 ∈ 𝒪 forklift is executing, we 
need to sum the contributions of all of them. 
Ex: if we obtain that, for node 𝑖: 

 

𝑡𝑛𝑡௜ = ෍ ቆ
𝑝𝑛𝑡௜௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ቇ

ை

௝ୀଵ
= 0.05 

 
This means that, at any time, there is a 5% probability to find the forklift 
 over node 𝑖. This is exactly what we were searching for: this probability 
isindependent on the operation forklift is executing. It just indicates that a 
forklift is present over that node. The higher is 𝑡𝑛𝑡௜, the higher is the 
time,statistically, spent by the forklift over it with reference to a time 
interval like a working shift. So, recall that for optimization purposes it is 
more convenient to place WPTs in zones with higher Total Times. 

 
Note that 𝑡𝑛𝑡௜ = 0 occurs if and only if node 𝑖 is never crossed during any 
operation 𝑗 ∈ 𝒪. 
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 Total Bay Times  
 

Considering each bay 𝑘 ∈ ℬ, its Total Bay Time 𝑡𝑏𝑡௞ is: 
 
 

𝑡𝑏𝑡௞ = ෍ ቆ
𝑝𝑏𝑡௞௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ቇ

ை

௝ୀଵ
 (16) 

 
Similarly to the Total Node Times, the meaning of each term is as follows: 

 

o 
௣௕௧ೖೕ

௢௢௧ೕ
 ∈ [0,1]: it represents, during operation 𝑗, the “weight” of the time 

spent in bay 𝑘 on the overall operation time 𝑜𝑜𝑡௝ . This ratio represents, 
during operation 𝑗 only, the probability, at a randomly chosen time instant, 
to find the forklift located in bay 𝑘. The higher the time spent here with 
respect to the whole operation duration, the higher this probability. 
 

o 
௣௕௧ೖೕ

௢௢௧ೕ
⋅ 𝑝௝ ∈ ൤0,

௣௕௧ೖೕ

௢௢௧ೕ
൨: it considers not only the weight of the time spent in 

bay 𝑘 with respect to the whole duration of operation 𝑗, but also the weight 
of the probability to execute operation 𝑗 with respect to the whole set of 
operations 𝒪. The higher the probability 𝑝௝ to execute such operation, the 
higher the relevance of the time spent in bay 𝑘 during such operation with 
respect to the time spent in it during all the other operations. 
 

o ∑ ൬
௣௕௧ೖೕ

௢௢௧ೕ
⋅ 𝑝௝൰ை

௝ୀଵ : In order to end up with the proper definition of total time, 

that must not consider which operation 𝑗 ∈ 𝒪 forklift is executing, we have 
to sum the contributions of all of them. 
Ex: if we obtain that, for bay 𝑘, 𝑡𝑏𝑡௞ = 0.10, this means that, at any time, 
 there is a 10% probability to find a forklift in that bay. 
 
Note that 𝑡𝑏𝑡௞ = 0 if and only if bay 𝑘 is never used by any forklift, during 
any operation 𝑗 ∈ 𝒪. 

 
In principle, Total Node Times and Total Bay Times could be enough to obtain 
an optimal WPT distribution, representing the probabilities, at any time instant, to 
find the forklift either on each node or in each bay.  Nevertheless, the objective is 
to realize a WPT system able to guarantee a certain battery SoC at the end of the 
working shift. Battery SoC depends not only on the energy intaked (that, as we 
will see in section 6.3, can be estimated using TNTV and TBTV), but also on the 
energy lost, which in turns depends on the type of operation phase forklift is per-
forming. From here, the need to find all the other four Total Times Vectors. 
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 Total Node Movement Times / Total Node Operation Times 
 

In an analogous way, for each node 𝑖 ∈ 𝒩, let us calculate 𝑡𝑛𝑚𝑡௜ and 𝑡𝑛𝑜𝑡௜ as: 
 
 

𝑡𝑛𝑚𝑡௜ = ෍ ቆ
𝑝𝑛𝑚𝑡௜௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ቇ

ை

௝ୀଵ
 (17) 

 
 

𝑡𝑛𝑜𝑡௜ = ෍ ቆ
𝑝𝑛𝑜𝑡௜௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ቇ

ை

௝ୀଵ
 (18) 

 
The meaning of each term is the same as the correspondent one in 𝑡𝑛𝑡௜. 

 
 

 Total Bay Operation Times / Total Bay Recharge Times  
 

In an analogous way, for each bay 𝑘 ∈ ℬ, let us calculate 𝑡𝑏𝑜𝑡௞ and 𝑡𝑏𝑟𝑡௞ as: 
 
 

𝑡𝑏𝑜𝑡௞ = ෍ ቆ
𝑝𝑏𝑜𝑡௞௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ቇ

ை

௝ୀଵ
 (19) 

 
 

𝑡𝑏𝑟𝑡௞ = ෍ ቆ
𝑝𝑏𝑟𝑡௞௝

𝑜𝑜𝑡௝
⋅ 𝑝௝ቇ

ை

௝ୀଵ
 (20) 

 
The meaning of each term is the same as the correspondent one in 𝑡𝑏𝑡௞. 

 
To conclude, let us recall some properties on Total Times, which can be derived by equa-
tions (1) and (2): 
 
 𝑡𝑛𝑡௜ = 𝑡𝑛𝑚𝑡௜ + 𝑡𝑛𝑜𝑡௜     𝑖 ∈ 𝒩 (21) 

 
 𝑡𝑏𝑡௞ = 𝑡𝑏𝑜𝑡௞ + 𝑡𝑏𝑟𝑡௞    𝑘 ∈ ℬ (22) 

 
that leads to: 
 
 

෍ 𝑡𝑛𝑡௜

ே

௜ୀଵ
= ෍ 𝑡𝑛𝑚𝑡௜

ே

௜ୀଵ
+ ෍ 𝑡𝑛𝑜𝑡௜

ே

௜ୀଵ
 (23) 

 
 

෍ 𝑡𝑏𝑡௞ = ෍ 𝑡𝑏𝑜𝑡௞

஻

௞ୀଵ
+ ෍ 𝑡𝑏𝑟𝑡௞

஻

௞ୀଵ

஻

௞ୀଵ
 (24) 
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5.4  Considerations and possible improvements 

Equation (3) should be checked after Total Times calculation. It represents the most ef-
fective “alarm bell” to identify possible errors in the warehouse modelling phase. 

The idea of using Total Times is effective: it is fully reasonable, from the optimization 
point of view, to be inclined to place WPTs where forklifts spend more time. This im-
proves the efficiency of the system, since WPTs are used for a higher amount of time, 
while reducing the cost. However, this procedure has some drawbacks that, especially for 
“large” warehouses, makes it difficult to be applied. Its fundamental issue is strictly re-
lated with the probabilistic approach that has been used. In general, the higher the number 
of operations, the more difficult is to accurately state a probability for each of them. In 
“large” warehouses, with several hundreds of different operations that might be executed, 
the definition of accurate enough probabilities for each operation is critical. Such uncer-
tainties may produce a set of Total Time Vectors that are not fully reflecting the situation 
in analysis. In that case, there is a real risk to calculate a WPT placement that is not able 
to fulfil battery SoC requirements, being the optimization process based on wrong, or 
however inaccurate, inputs. 

A good solution to overcome this potential problem may be to mount some position 
sensors on the forklifts, and to collect data on their positions for a long enough time in-
terval (that may be, for example, two months). If the data collected during the period well 
reflect the real situation, through some manipulations which include the warehouse mod-
elling without defining the whole operations set, it would be possible to assign a Total 
Time to each node and bay. Then, optimization procedure will carry out an optimal WPT 
system layout basing on those Total Times, as like as they were computed using the pro-
cedure presented here. That WPT system should be able to respect customer SoC demand, 
provided that the collected data are well refecting the real warehouse processes. This pro-
cedure also eliminates the need of modelling all the set of operations and paths. Nonethe-
less, it requires to wait until data acquisition about forklift positions is accurate enough 
(not easy to be stated). Other details about this solution can be found in section 9.2. 
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Chapter 6 
 

Energy Balance 

Total Times previously calculated will be used in the optimization step, to build the con-
straint on the forklift battery State of Charge. Such constraint accounts for the objective 
of the problem, namely to find a WPT layout which allows the variation of forklift battery 
SoC at the end of a generic working shift, with respect to the beginning of it, to be greater 
or equal to a threshold value. Let us first analyze how to calculate such variation. 
 
 

6.1  Forklift State-of-Charge calculation 

Battery SoC, at any instant, is given by: 
 
 

𝑆𝑜𝐶 =
𝐸௕௔௧௧௘௥௬,௔௖௧௨௔௟

𝐸௕௔௧௧௘௥௬,௠௔௫
 (25) 

 
where: 
 

 𝐸௕௔௧௧௘௥௬,௔௖௧௨௔௟ is the energy stored in the battery when SoC is measured; 
 𝐸௕௔௧௧௘௥௬,௠௔௫ is the maximum energy which can be stored in the battery, calculated 

from fully-charged battery capacity. 
 

Note that SoC ∈ [0,1]. SoC = 1 means the battery is fully charged. SoC = 0 means 
the battery is completely exhaust. 

We can now define ∆𝑆𝑜𝐶௦௛௜௙௧ as the variation of forklift battery SoC during a shift: 
 
 

∆𝑆𝑜𝐶௦௛௜௙௧ =
∆𝐸௦௛௜௙௧

𝐸௕௔௧௧௘௥௬,௠௔௫
 (26) 

 
where ∆𝐸௦௛௜௙௧ is the variation of forklift battery energy during the shift. It can be find as: 
 
 ∆𝐸௦௛௜௙௧ = 𝐸௜௡,௦௛௜௙௧ − 𝐸௢௨௧,௦௛௜௙௧ (27) 

 
with: 
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 𝐸௜௡,௦௛௜௙௧: Energy Intaked during the working shift, namely the total energy the 
charging system injects in forklift battery; 

 𝐸௢௨௧,௦௛௜௙௧: Energy Lost during the working shift, due to all the movements exe-
cuted by the forklift. 

 
Three cases can be distinguished: 

 
1. ∆𝐸௦௛௜௙௧ > 0 : Forklift has absorbed more energy than it has lost; 
2. ∆𝐸௦௛௜௙௧ = 0 : Energy absorbed is exactly equal to the lost one; 
3. ∆𝐸௦௛௜௙௧ < 0 : Forklift has absorbed less energy than it has lost. 

 
Note that ∆𝑆𝑜𝐶௦௛௜௙௧ ∈ [−1, 1]. Its sign depends on ∆𝐸௦௛௜௙௧. Again, let us distinguish 

three cases: 
 

1. ∆𝑆𝑜𝐶௦௛௜௙௧ > 0 (if ∆𝐸௦௛௜௙௧ > 0): at the end of the shift, forklift battery has more 
residual charge than at the beginning to it; 

2. ∆𝑆𝑜𝐶௦௛௜௙௧ = 0 (if ∆𝐸௦௛௜௙௧ = 0): at the end of the shift, forklift battery has the same 
charge than at its beginning; 

3. ∆𝑆𝑜𝐶௦௛௜௙௧ < 0 (if ∆𝐸௦௛௜௙௧ < 0): at the end of the shift, forklift battery has less 
residual energy than at the beginning of it. 

 
So, the constraint on the forklift battery SoC can be written as: 

 
 ∆𝑆𝑜𝐶௦௛௜௙௧  ≥ ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ (28) 

 
where ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ represents the minimum desired value, chosen by the customer. This 
formulation takes the name of SoC Constraint, and will be deeply explained in section 
7.5.9. Note that the value of ∆𝑆𝑜𝐶௦௛௜௙௧ depends on ∆𝐸௦௛௜௙௧ > 0, which in turns depends 
on both 𝐸௜௡,௦௛௜௙௧ and 𝐸௢௨௧,௦௛௜௙௧. By exploiting the Total Times, we could estimate either 
the total Energy Intaked and the total Energy Lost during each working shift, in order to 
finally calculate ∆𝑆𝑜𝐶௦௛௜௙௧. Before defining how to compute them, let us provide an anal-
ysis of the working shift structure considered in this work. 
 
 

6.2  Working Shift analysis 

The working shift is the reference time interval in this work for the evaluation of charging 
system performance. In this work, it is assumed to have an overall duration of 8 hours. 
Due to safety rules and worker protections laws, five 15-minutes breaks in each working 
shift are provided. During that amount of time, forklifts are non-operating, and they 
should be placed over WPTs for all the break duration, if possible, to exploit as much as 
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possible those dead times to charge forklifts batteries. The effective duration of the shift, 
that is the amount of it in which forklifts are operating (namely, they are executing an 
Operation Phase), must take into account overall breaks duration. We can then define the 
following quantities: 
 

 Overall Shift Duration: 𝑆𝑇௧௢௧௔௟ = 8 ℎ𝑟 = 28800 𝑠; 
 

 Overall Breaks Duration: 𝑆𝑇௕௥௘௔௞௦ = 1 ℎ𝑟 15 𝑚𝑖𝑛 = 4500 𝑠; 
 

 Effective Shift Duration: 𝑆𝑇௘௙௙ = 𝑆𝑇௧௢௧௔௟ − 𝑆𝑇௕௥௘௔௞௦ = 6 ℎ𝑟 45 𝑚𝑖𝑛 =

24300 𝑠; 
 

These quantities will be used in the Energy Intaked or Lost estimation. Let us proceed 
now in their definition. 
 
 

6.3  Energy Intaked 

Forklifts intake energy when charged by a WPT. Nominal WPT system power is 𝑃௡. 
However, the charging power depends on the WPT efficiency, that changes from static to 
dynamic case. Let us call 𝜂௦௧௔௧ the static efficiency and 𝜂ௗ௬௡ the dynamic one. 

Forklift can be recharged by a WPT in each of the following situations: 
 

 During breaks, in which forklifts should be placed on WPTs, if possible; 
 In bays during Bay Recharge phase, if the bay is equipped with a static WPT; 
 While moving over dynamic WPTs 

 
Then, the total Energy Intaked in a shift is divided in three contributions, each one 

related to one of those specific situations: 
 
 𝐸௜௡,௦௛௜௙௧ = 𝐸௜௡,௕௥௘௔௞௦ + 𝐸௜௡,௕௔௬௦ + 𝐸௜௡,ௗ௬௡௔௠௜௖ (29) 

 
with:  
 

 𝐸௜௡,௕௥௘௔௞௦: energy intaked, in a shift, during breaks; 
 𝐸௜௡,௕௔௬௦: energy intaked, in a shift, while the forklift is in bays; 
 𝐸௜௡,ௗ௬௡௔௠௜௖: energy intaked, in a shift, while the forklift is over dynamic WPTs. 

 
Let us analyze each of them in details: 
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 Energy Intaked – Breaks 
 
During breaks, forklifts are not used. They should be placed over WPTs as long as possi-
ble, so to efficiently exploit this period. Parameter 𝑘௕௥௘௔௞௦ is introduced so to account for 
the fraction of the break time forklifts may be charged, so that the amount of time in 
which this occurs, in a whole shift, is given by the product 𝑘௕௥௘௔௞௦ ⋅ 𝑆𝑇௕௥௘௔௞௦, with 
𝑘௕௥௘௔௞௦ ∈ [0,1]. Note that it may also account for the number of forklifts which can be 
simultaneously charged during the same break: for example, if there are two forklifts in 
the warehouse but just one of them can be placed on a static WPT during each break, 
𝑘௕௥௘௔௞௦ will be 0.5. 

The total energy intake, in shift, due to the charging during breaks is then: 
 
 𝐸௜௡,௕௥௘௔௞௦ = 𝑃௡ ⋅ 𝜂௦௧௔௧ ⋅ 𝑆𝑇௕௥௘௔௞௦ ⋅ 𝑘௕௥௘௔௞௦ (30) 

 
 

 Energy Intaked – Bay Recharge 
 
A forklift can be charged by a static WPT placed in a bay for all the time spent there in 
Bay Recharge phase. In the whole working shift, the total amount of time spent in a ge-
neric bay 𝑘 ∈ ℬ while in Bay Recharge phase is given by the product 𝑡𝑏𝑟𝑡௞ ⋅ 𝑆𝑇௘௙௙. How-
ever, the forklift may be actually charged just if bay 𝑘 is equipped with a static WPT. We 
can then define a set of binary variables 𝑥𝑏௞, with 𝑘 ∈ ℬ, such that: 
 

𝑥𝑏௞ = ቄ
1       𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎 𝑊𝑃𝑇 𝑖𝑛 𝑏𝑎𝑦 𝑘
0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                

 

 
The total energy intaked, in a shift, due to charging in bays is then: 

 
 

𝐸௜௡,௕௔௬௦ = 𝑃௡ ⋅ 𝜂௦௧௔௧ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ (𝑡𝑏𝑟𝑡௞ ⋅ 𝑥𝑏௞)
஻

௞ୀଵ
 (31) 

 
Note that the product 𝑆𝑇௘௙௙ ⋅ 𝑡𝑏𝑟𝑡௞ ⋅ 𝑥𝑏௞ indicates the time, in a shift, spent by the 

forklift in bay 𝑘 being charged. If there is not a WPT in such bay, 𝑥𝑏௞ = 0, and then the 
whole product goes to zero too. Moreover, remark that the values of the variables 𝑥𝑏௞ are 
not a-priori known. They will be inserted as optimization variables in the linear program-
ming problem, with the same meaning as the one reported above. Details on the optimi-
zation variables can be found in section 7.3. 
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 Energy Intaked – Dynamic  
 
Whenever the forklift is located over a dynamic WPT, it is charged by it. As we have 
previously seen, dynamic WPTs are mounted on strips of five consecutive nodes. The 
total time, in a shift, spent over node 𝑖 is given by 𝑡𝑛𝑡௜. Battery charging occurs during 
all this time, regardless the operation phase, if that node is equipped with a WPT part. 

Again, let us define a set of binary variables 𝑥௜, with 𝑖 ∈ 𝒩, such that: 
 

𝑥௞ = ቄ
1       𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎 𝑊𝑃𝑇 𝑜𝑛 𝑛𝑜𝑑𝑒 𝑖
0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                  

 

 
The total energy intaked, in a shift, due to dynamic charging is then: 

 
 

𝐸௜௡,ௗ௬௡௔௠௜௖ = 𝑃௡ ⋅ 𝜂ௗ௬௡ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ (𝑡𝑛𝑡௜ ⋅ 𝑥௜)
ே

௜ୀଵ
 (32) 

 
Note that, as like as 𝑥𝑏௞, the values of all the 𝑥௜ are not known a-priori, since will be 

inserted as optimization variables of the linear programming problem, with the same 
meaning as the one reported above. 
 
 

6.4  Energy Lost 

Forklift Energy Lost calculation is simpler than the Energy Intaked, since it does not de-
pend on the presence of a WPT on nodes/bays. It just depend on Total Times, working 
shift parameters, and forklift power consumption. The latter depends on which operation 
phase forklift is executing. 

We can call 𝑃௖௢௡௦,௠௔௫ the nominal forklift power. During each opearation phase, fork-
lift has a typical power consumption, which is generally lower than 𝑃௖௢௡௦,௠௔௫. Those val-
ues are reported in Table 6: 
 

Operation Phase Power Consumption 

Bay Operation 𝑃௖௢௡௦,௕௔௬,௢௣ 

Bay Recharge 𝑃௖௢௡௦,௕௔௬,௥௘௖௛ 

Node Movement 𝑃௖௢௡௦,௡௢ௗ௘,௠௢௩ 

Node Operation 𝑃௖௢௡௦,௡௢ௗ௘,௢௣ 

Table 6: Forklift power consumption for each Operation Phase. 
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So, the total Energy Lost in a shift is can be splitted into four contributions, each one 
related to one of the operation phases: 

 
 𝐸௢௨௧,௦௛௜௙௧ = 𝐸௢௨௧,௕௔௬,௢௣ + 𝐸௢௨௧,௕௔௬,௥௘௖௛ + 𝐸௢௨௧,௡௢ௗ௘,௠௢௩ + 𝐸௢௨௧,௡௢ௗ௘,௢௣ (33) 

 
where: 
 

 𝐸௢௨௧,௕௔௬,௢௣: total energy lost, in a shift, during Bay Operation phase; 
 𝐸௢௨௧,௕௔௬,௥௘௖ : total energy lost, in a shift, during Bay Recharge phase; 
 𝐸௢௨௧,௡௢ௗ௘,௠௢௩: total energy lost, in a shift, during Node Movement phase; 
 𝐸௢௨௧,௡௢ௗ௘,௢௣: total energy lost, in a shift, during Node Operation phase. 

 
Let us analyze each of them in details: 
 
 

 Energy Lost – Bay Operation 
 
In the working shift, a forklift elapses an amount of time time equal to 𝑆𝑇௘௙௙ ⋅ 𝑡𝑏𝑜𝑡௞ in 
bay 𝑘 while in Bay Operation phase. Forklift power consumption in this phase is defined 
by 𝑃௖௢௡௦,௕௔௬,௢௣. So, 𝐸௢௨௧,௕௔௬,௢௣ is given by: 
 
 

𝐸௢௨௧,௕௔௬,௢௣ = 𝑃௖௢௡௦,௕௔௬,௢௣ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ 𝑡𝑏𝑜𝑡௞

஻

௞ୀଵ
 (34) 

 
 

 Energy Lost – Bay Recharge 
 
Similarly to the previous case, during the working shift, a time equal to 𝑆𝑇௘௙௙ ⋅ 𝑡𝑏𝑟𝑡௞ is 
spent by the forklift in bay 𝑘 while in Bay Recharge phase. Therefore, 𝐸௢௨௧,௕௔௬,௥௘௖௛ is 
given by: 
 
 

𝐸௢௨௧,௕௔௬,௥௘௖௛ = 𝑃௖௢௡௦,௕௔௬,௥௘௖௛ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ 𝑡𝑏𝑟𝑡௞

஻

௞ୀଵ
 (35) 

 
 

 Energy Lost – Node Movement 
 
In the working shift, a forklift is in Node Movement phase over a certain node 𝑖 ∈ 𝒩, for 
an amount of time defined by 𝑆𝑇௘௙௙ ⋅ 𝑡𝑛𝑚𝑡௜. Recalling that power consumption in this 
phase is represented by  𝑃௖௢௡௦,௡௢ௗ௘,௠௢௩, the total energy lost, in the shift, due to movement 
over nodes is given by equation (36). 
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𝐸௢௨௧,௡௢ௗ௘,௠௢௩ = 𝑃௖௢௡௦,௡௢ௗ௘,௠௢௩ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ 𝑡𝑛𝑚𝑡௜

ே

௜ୀଵ
 (36) 

 
 

 Energy Lost – Node Operation 
 
In the same way, the forklift spends, in the shift, an amount of time given by 𝑆𝑇௘௙௙ ⋅ 𝑡𝑛𝑜𝑡௜ 
in Node Operation phase in the area covered by node 𝑖. Then, 𝐸௢௨௧,௡௢ௗ௘,௢௣ is given by: 
 
 

𝐸௢௨௧,௡௢ௗ௘,௢௣ = 𝑃௖௢௡௦,௡௢ௗ௘,௢௣ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ 𝑡𝑛𝑜𝑡௜

ே

௜ୀଵ
 (37) 

 
At this point, it is known how to calculate the forklift energy balance in the working 

shift. All the quantities defined in this section will be used to build the SoC constraint in 
the LP problem. Details about it are reported in section 7.5.9. 
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Chapter 7 
 

Optimization Problem 

All the steps described up to now are necessary in order to build the Linear Programming 
problem aiming at estimating the optimal WPT layout. More specifically, the problem is 
an Integer Linear Programming one. The whole procedure, from the starting considera-
tions to the results interpretation is reported in this chapter, while the details about the 
features and the formulation of a generic LP problem have been previously listed in sec-
tion 2.2.4. 
 
 

7.1  Objective 

The objective of the optimization problem is to find the number and the positions of the 
WPTs to be installed, alongside with the overall cost of the system and the forecasted 
value of ∆𝑆𝑜𝐶௦௛௜௙௧. The cost must be minimal, and ∆𝑆𝑜𝐶௦௛௜௙௧ must be greater or equal 
than ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ. Alongside the already introduced SoC Constraint, a set of constraints 
on the optimization variables has to be defined in order to allow the computed WPT sys-
tem to be actually installed. That set must be defined mainly as a consequence of the 
positioning of each dynamic WPT on more than one node. All the constraints are listed 
in section 7.5. 

7.1.1  Computational time 

Another implicit objective is that the computation of the optimal solution have to be done 
in a “reasonable” amount of time. Computational time required by the optimization algo-
rithm strongly depends on the size of the problem, in particular, on the number of nodes 
used. The higher the number of nodes in the modelled warehouse, the higher the required 
computational time. It has been experimentally found that the time requested for finding 
the optimal solution ranges from few seconds (in case of “small” warehouses, with some 
hundreds of nodes) to several hours (in case of “big” warehouses, with several thousands 
of nodes). 
 



 Optimization Problem 66 

 
 

7.2  WPT modelling concepts 

This section is dedicated to the presentation of some basic concepts used for the WPT 
modelling, and how they will be handled by the optimization problem. 

7.2.1  Node Spacing 

One of the most important goals of the model was to decouple as much as possible the 
allowed dynamic WPT positions with the chosen nodes locations. This means that, in 
principle, WPT placement should be as more independent as possible from the locations 
where node have been modelled. The way to achieve this goal would be to reduce nodes 
spacing as much as possible, so to allow the optimization problem to explore the possi-
bility of placing dynamic WPTs in as many combinations as possible. The lower the node 
spacing, the higher the possible locations of each single WPT and, theoretically, the lower 
could be the optimal system cost found by the solver. The effect of node spacing on WPT 
placement is reported in Figure 23, where the same warehouse corridor has been modeled 
using three different node spacings. Each time node spacing is reduced, new possible 
positions for dynamic WPTs arise, that would not have been possible using higher values 
of it. 
 

 
Figure 23: Warehouse modelled with node spacing of, respectively, 2.5 m (left), 0.5 m (middle), 0.25 m 
(right). Blue rectangles represent some allowed WPT positions in each case. 
 

However, the lower the spacing, the higher the number of nodes, and the higher the 
computational time. The value of 𝑛௦ = 0.5 𝑚 used in this work has been selected, being 
a good tradeoff between these aspects. 
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7.2.2  WPT parts and centers 

In order to correctly model the dynamic WPTs in the optimization problem, and to define 
the set of constraints for making the system properly installable, we need to distinguish 
between the five nodes composing the dynamic WPT. Moreover, we need a way to uni-
vocally define the WPT position in the modelled warehouse without necessarily specify-
ing all the five nodes ID over which it has to be mounted. From now on, we will refer to 
WPT Center as the central node of the five consecutive nodes strip on which the dynamic 
WPT has to be mounted, and to WPT Part each of the four other nodes composing the 
strip. 
 

 
Figure 24: WPT Parts and Center representation. Black rectangles represent the WPT positions. Red nodes 
represent the WPT parts. Yellow node is the WPT center. 
 

Note that, even if they are called in different ways, there are no physical differences 
between a WPT Part and a WPT Center, except the position of them in relation to the 
whole dynamic WPT. In principle, each WPT location could be defined by the position 
of its WPT center only. However, in order to univocally define them, we have to specify 
its orientation too. 

7.2.3  WPT orientation 

A WPT can be oriented just along x-axis or y-axis. Recall that the former is called Hori-
zontal WPT, while the latter is called Vertical WPT. As reported in previous sections, 
nodes category 𝑐𝑎𝑡௜ is related to the allowed WPT orientation over node 𝑖 ∈ 𝒩. Table 7 
recaps them for each different node category.  
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𝒄𝒂𝒕𝒊 Allowed WPT orientations 

1 Horizontal 
2 Vertical 
3 Horizontal or Vertical 
4 - 

Table 7: WPT orientation allowed for each node category. 
 

It is necessary that every node of the strip over which a WPT has to be mounted must 
be really able to allow its placement in its orientation. So, let us distinguish between Hor-
izontal and Vertical WPT Parts and Centers: 
 

 Each Horizontal WPT is composed by a Horizontal WPT Center (simply called 
Horizontal Center) and by four Horizontal WPT Parts (called Horizontal Parts), 
in a way that the Horizontal Center, that is the central node, is surrounded by the 
four Horizontal Parts, two in each horizontal side of it. 

 Each Vertical WPT is composed by a Vertical WPT Center (simply called Verti-
cal Center) and by four Vertical WPT Parts (called Vertical Parts), in a way that 
the Vertical Center, that is the central node, is surrounded by the four Vertical 
Parts, two in each vertical side of it. 

 
We can refer to WPT type to indicate, generically, one of the four entities just defined. 

Hence, each WPT location can be univocally defined by the position and the orientation 
of its WPT Center. An example of WPTs definition can be seen in Figure 25. There, the 
horizontal WPT has to be located on nodes {9, 10, 11, 12, 13}, while the vertical one on 
nodes {17, 18, 19, 20, 21}. By using the univocal WPT definition, we can say that there 
are two WPTs, one with Horizontal Center on node 11, the other with Vertical Center on 
node 19. Then, WPT orientation can be read by the Center node one, and all the other 
nodes composing them can be retrieved directly from the graph. 

Moreover, Table 8 shows the allowed WPT categories for each of the node types 
belonging to a WPT. 
 

Node Type Allowed node categories 

Horizontal Center 1, 3 
Horizontal Part 1, 3 
Vertical Center 2, 3 
Vertical Part 2, 3 

Table 8: Allowed WPT categories for nodes with a WPT Part/Center. 
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Figure 25: Example of two WPTs, one Horizontal and one Vertical, placed in a warehouse. Black rectan-
gles represent their locations. Red nodes are the WPT Parts, while yellow ones the WPT Centers. 

7.2.4  Golden rule on WPT modelling 

Following the rules defined up to now, we can define the golden rule for the WPT mod-
elling. This rule represents the heart of the WPT placement in the optimization process: 
 
“A node could accomodate at most one WPT, placed either horizontally or vertically, 
according to the orientation allowed by its node category. If a WPT is present on the 
node, it must be one and only one of the following: 

 Horizontal WPT Part; 
 Horizontal WPT Center; 
 Vertical WPT Part; 
 Vertical WPT Center.” 

 
This rule will be mathematically inserted in the LP problem, as a constraint on the 

optimization variables. More details can be found in section 7.5.1. 
 
 

7.3  Optimization Variables 

The number of optimization variables used in this problem linearly increases with the 
number of nodes and bays used in the warehouse modelling. Using 𝑁 nodes and 𝐵 bays, 
there will be 5𝑁 + 𝐵 different optimization variables. We can define a set 𝜃 of all the 
optimization variables, so that: 
 

𝜃 ∈ ℝହேା஻ ∶  𝜃 = {𝜃ଵ, 𝜃ଶ, … , 𝜃ହேା஻} 
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Each optimization variable 𝜃௝  is binary: 
 

𝜃௝ ∈ {0,1}, ∀𝑗 
 

From here, the definition of the Linear Programming Problem as an Integer Linear 
Programming one, since all the optimization variables are binary and, consequently, in-
teger. 

The set 𝜃 should now be divided into six subsets, which elements are called, respec-
tively, 𝑥௜, ℎ௜, ℎ𝑐௜, 𝑣௜ , 𝑣𝑐௜ , 𝑥𝑏௞, ∀𝑖 ∈ 𝒩, ∀𝑘 ∈ ℬ, so that: 
 

𝜃 = {𝑥ଵ, … , 𝑥ே , ℎଵ, … , ℎே , ℎ𝑐ଵ, … , ℎ𝑐ே , 𝑣ଵ, … , 𝑣ே , 𝑣𝑐ଵ, … , 𝑣𝑐ே , 𝑥𝑏ଵ, … , 𝑥𝑏஻} 
 

Each one has its own function in the optimization problem. Their meaning, alongside 
their values, is shown in Table 9: 
 

Variables Meaning Value 

𝑥௜ Presence of a generic dynamic WPT 
on node 𝑖, regardless its orientation 
or if it is a Part or a Center 

ቄ
1
0

    if the WPT is present
otherwise                   

 

ℎ௜ Presence of a Horizontal WPT Part 
on node 𝑖 

ቄ
1
0

    if the WPT is present
otherwise                   

 

ℎ𝑐௜ Presence of a Horizontal WPT Cen-
ter on node 𝑖 

ቄ
1
0

    if the WPT is present
otherwise                   

 

𝑣௜ Presence of a Vertical WPT Part on 
node 𝑖 

ቄ
1
0

    if the WPT is present
otherwise                   

 

𝑣𝑐௜ Presence of a Vertical WPT Center 
on node 𝑖 

ቄ
1
0

    if the WPT is present
otherwise                   

 

𝑥𝑏௞ Presence of a static WPT in bay 𝑘 ቄ
1
0

    if the WPT is present
otherwise                   

 

Table 9: Optimization variables meaning and values. 
 

Optimization variable 𝑥௜ must be set to 1 if any WPT Part/Center is placed over node 
𝑖. The variable related to the corresponding type of Part/Center must be set to 1 too. For 
example, if node 𝑖 has a Vertical WPT Center, both 𝑥௜ and 𝑣𝑐௜ must be set to 1. 
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7.4  Cost Function 

Cost Function, which represents the overall cost of the WPT system, represents the func-
tional to be minimized. It must be a function of the optimization variables. The cost of 
each WPT Part/Center is given by 𝑐ௗ, while each Static WPT has a cost given by 𝑐௦. 

In this section, 𝜃 represents the vector of optimization variables, arranged as: 
 

𝜃 = [𝑥ଵ, … , 𝑥ே , ℎଵ, … , ℎே , ℎ𝑐ଵ, … , ℎ𝑐ே , 𝑣ଵ, … , 𝑣ே , 𝑣𝑐ଵ, … , 𝑣𝑐ே , 𝑥𝑏ଵ, … , 𝑥𝑏஻]் 
 

The Cost Function is a functional: 
 
 𝑓(𝜃) = 𝑐்𝜃 (38) 

 
Where 𝑐 is the cost vector, indicating the cost of each optimization variable. It must 

be representative of the real cost charged to the customer for the WPT system to be in-
stalled. Therefore, it has to be arranged as follows: 

 

𝑐 = ൦

𝑐ଵ

𝑐ଶ

⋮
𝑐ହேା஻

൪           where 𝑐௜ = ቐ

𝑐ௗ     𝑖 ∈ [1, 𝑁]                       

𝑐଴     𝑖 ∈ [𝑁 + 1,  5𝑁]           

𝑐௦     𝑖 ∈ [5𝑁 + 1,  5𝑁 + 𝐵]
 

 
The term 𝑐଴ = 0 represents a fictitious cost, used to assign null cost to optimization 

variables ℎ௜ , ℎ𝑐௜, 𝑣௜, 𝑣𝑐௜, ∀𝑖 . In fact, each dynamic WPT Part or Center has the same cost 
𝑐ௗ, so it is convenient to assign such cost to optimization variable 𝑥௜ which, as said before, 
is always set to 1 if a whatever type of WPT has to be installed on node 𝑖. 

A more intuitive formulation of the cost function is as follows: 
 
 𝑓(𝜃) = ෍ 𝑐ௗ𝑥௜

௜
+ ෍ 𝑐଴ℎ௜

௜
+ ෍ 𝑐଴ℎ𝑐௜

௜
+ ෍ 𝑐଴𝑣௜

௜
+ ෍ 𝑐଴𝑣𝑐௜

௜
+ ෍ 𝑐௦𝑥𝑏௜

௞
 (39) 

 
or alternatively, by considering only the optimization variables with a non-null cost: 
 
 𝑓(𝜃) = ෍ 𝑐ௗ𝑥௜

௜
+ ෍ 𝑐௦𝑥𝑏௞

௞
 (40) 
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7.5  Constraints 

Constraints in Linear Programming Problems are a set of linear equalities or inequalities 
used to mathematically express some “limitations” in the values given to optimization 
variables that, in this work, are representative of the WPT placement. Their correct defi-
nition is fundamental, and each of them must be deeply analyzed to understand which are 
its limitations, and then to decide if one or more further constraints have to be defined in 
order to avoid the calculation of a not “real” WPT layout. As a matter of example, some 
of the situations that must be constrained are: 
 

 A WPT is constituted by five consecutive nodes. So, each strip of less than five 
nodes with a WPT Part/Center is meaningless, and must not be present in the op-
timal solution. 

 In a strip of five consecutive nodes constituting a WPT, four of them must be 
WPT Parts, and one of them a WPT Center. More specifically, the WPT Center 
must be the central node, with two WPT Parts on each side of it. 

 The company policy states to avoid the placement of single dynamic WPT mod-
ules in the warehouse. No less than two contiguous modules, oriented in the same 
direction, can be installed. The reason behind this choice is that is not convenient 
to place a set of single modules in many zones of the warehouse, since too many 
“jumps” inside and outside the WPT coverage may damage forklift batteries due 
to of the power supply discontinuities. 

 
Each of those limitations must be expressed in a mathematical way, either as an equal-

ity or an inequality, that must be linear in the optimization variables. 
In the following sections, constraints will be presented one by one, explaining their 

meaning, the reason why they were added, and their mathematical formulation. 

7.5.1  Unicity Constraint 

The first constraint is concerning about the “intrinsic” meaning of the optimization vari-
ables about WPT on nodes. It is basically the mathematical formulation of the golden rule 
on WPT modelling, reported in section 7.2.4, in relation to the node categories. 

Recall that for that rule, if a node 𝑖 ∈ 𝒩 is part of a WPT, then 𝑥௜ = 1. The WPT 
type mounted on that node must be exactly one among: Horizontal WPT Part, Horizontal 
WPT Center, Vertical WPT Part, Vertical WPT Center. Then, one and only one among 
ℎ௜ , ℎ𝑐௜, 𝑣௜, 𝑣𝑐௜ must be equal to 1. The limitations on the WPT type and orientation which 
can be placed on that node are given by its node category 𝑐𝑎𝑡௜. Each node 𝑖 ∈ 𝒩 such 
that 𝑐𝑎𝑡௜ ∈ {1, 2, 3} has to be considered here. Note that category 4 nodes will be treated 
in the next section. 

The formal definition of the Unicity Constraint is as follows: 
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If a node has a WPT on it: 
 If that node is an Horizontal Node, then that WPT must be either a Horizontal 

Part or a Horizontal Center; 
 If that node is a Vertical Node, then that WPT must be either a Vertical Part or a 

Vertical Center; 
 If that node is a Cross Node, then that WPT must be one among: Horizontal Part, 

Horizontal Center, Vertical Part, Vertical Center. 
 
which, in mathematical terms, can be formulated as: 
 
∀𝑖 ∈ 𝒩, if 𝑥௜ = 1, then: 

 If 𝑐𝑎𝑡௜ = 1 ⇒ It must be ℎ௜ = 1 or ℎ𝑐௜ = 1; 
 If 𝑐𝑎𝑡௜ = 2 ⇒ It must be 𝑣௜ = 1 or 𝑣𝑐௜ = 1; 
 If 𝑐𝑎𝑡௜ = 3 ⇒ It must be ℎ௜ = 1 or ℎ𝑐௜ = 1 or 𝑣௜ = 1 or 𝑣𝑐௜ = 1; 

 
To mathematically insert this constraint into the LP problem, a set of linear equalities 

can be used. For each node 𝑖 ∈ 𝒩 such that 𝑐𝑎𝑡௜ ∈ {1, 2, 3} an equality constraint has to 
be formulated. The structure of that equality depends on the value of 𝑐𝑎𝑡௜. The mathe-
matical structure of these constraints is as follows:  
 
 

⎩
⎪
⎨

⎪
⎧

3𝑥௜ − 3ℎ௜ − 3ℎ𝑐௜ − 𝑣௜ − 𝑣𝑐௜ = 0        ∀𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ = 1

3𝑥௜ − ℎ௜ − ℎ𝑐௜ − 3𝑣௜ − 3𝑣𝑐௜ = 0        ∀𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ = 2

𝑥௜ − ℎ௜ − ℎ𝑐௜ − 𝑣௜ − 𝑣𝑐௜ = 0               ∀𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ = 3

 

(41) 
 

(42) 
 

(43) 
 

The results achieved using this formulation, which perfectly matches the formal def-
inition of Unicity Constraint, are as follows:  
 

 If a generic node 𝑖 has a WPT on it (if 𝑥௜ = 1), then just one WPT type is assigned 
to that node, among the ones allowed by its category, and vice versa. 

 If no WPTs are mounted on node 𝑖 (if 𝑥௜ = 0), then no WPT types can be assigned 
to that node. So, if 𝑥௜ = 0, then it must be ℎ௜ = 0, ℎ𝑐௜ = 0, 𝑣௜ = 0, 𝑣𝑐௜ = 0, and 
vice versa. 

7.5.2  WPT Placement Impossibility Constraint  

It is now time to consider category 4 nodes. No WPTs, of any type, can be placed on 
them. So, if node 𝑖 ∈ 𝒩 has 𝑐𝑎𝑡௜ = 4, then 𝑥௜ = 0. Moreover, all the other optimization 
variables ℎ௜ , ℎ𝑐௜, 𝑣௜, 𝑣𝑐௜ must be set to 0 too. The reason is that, without constraining them, 
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they can be set to 1, without a real meaning, but to solve some issues related to the con-
straints defined in next sections. That fact will produce an unreal WPT layout, not recog-
nized by the optimization algorithm since is would not be violating any mathematical 
constraints. 

We can formally define this constraint as follows: 
 
If a node is an Impossible Node, then no WPT, of any type, can be placed on it. 
 
which, in mathematical terms, can be formulated as: 
 
∀𝑖 ∈ 𝒩, if 𝑐𝑎𝑡௜ = 4, then it must be 𝑥௜ = 0, ℎ௜ = 0, ℎ𝑐௜ = 0, 𝑣௜ = 0, 𝑣𝑐௜ = 0 
 

To mathematically insert this constraint into the LP problem, a set of linear equalities 
can be used. For each node 𝑖 ∈ 𝒩 such that 𝑐𝑎𝑡௜ = 4, an equality constraint has to be 
formulated. The mathematical structure of this constraints is as follows: 
 
 𝑥௜ + ℎ௜ + ℎ𝑐௜ + 𝑣௜ + 𝑣𝑐௜ = 0      ∀𝑖 ∈ 𝒩 : 𝑐𝑎𝑡௜ = 4 (44) 

7.5.3  Corridors Constraints 

Corridors can potentially host an arbitrary number of WPTs, obviously limited by their 
maximum length. In principle, each corridor can just host WPTs oriented like it. How-
ever, WPTs oriented oppositely could be placed on Cross Nodes belonging to that corri-
dor. This is the only exception to that rule, and it is clear from the Unicity Constraint, that 
is responsible of preventing placement of WPT Parts/Centers oriented in not allowed 
ways on corridor nodes.  
The idea behind this new constraint is to force the optimization algorithm to position a 
“correct” number of WPT Parts and Centers in each corridor. Recalling that a dynamic 
WPT must be composed by four WPT Parts and one WPT Center, with the same orienta-
tion, then in each corridor there must be a WPT Center for each four WPT Parts. In other 
words, the number or WPT Parts in a corridor must be four times the number of WPT 
Centers in it. To avoid the problem of WPT Parts/Centers placed in a different orientation 
with respect to the corridor one (allowed on Cross Nodes), which may alter the expected 
result, this proportion must be applied just for WPT Parts/Centers oriented like the corri-
dor. Figure 26 shows this situation: in the horizontal corridor, 5 WPT modules have been 
correctly placed over 5 Centers and 20 Parts. However, in the whole corridor there are 6 
Centers and 21 Parts, since an incorrect corridor constraint would also consider those 
composing the Vertical WPTs and belonging to both the Horizontal and the Vertical Cor-
ridors. With the correct constraint formulation, this situation would be rightly accepted. 

For this reasons, we should divide this constraint into two distinct definitions: one for 
Horizontal Corridors, the other for the Vertical ones. 
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Figure 26: Example of application of the corridor constraint to the Horizontal one, over which there are 5 
Horizontal Centers, 20 Horizontal Parts, but also a Vertical Center and a Vertical Part, placed over the 
intersections with the Vertical Corridors. 

7.5.3.1 Horizontal Corridor Constraints 

With reference to what explained above, recalling that ℋ is the set of all the Horizontal 
corridors, the formal definition of this constraint is: 
 
In any Horizontal corridor, the sum of all the Horizontal WPT Parts must be exactly four 
times the sum of all the Horizontal WPT Centers. 
 

To mathematically insert it into the optimization problem, we need to define an equal-
ity constraint for each Horizontal corridor 𝑗 ∈ ℋ, which is constraining all the nodes 𝑖 ∈
𝒩 belonging to it: 
 
 

෍ ℎ௜ − 4 ෍ ℎ𝑐௜

ே

௜ୀଵ

= 0   ∀𝑖 ∈ 𝒩 ∶  ℎ𝑜𝑟𝑐௜ = 𝑗,   𝑗 ∈ ℋ

ே

௜ୀଵ

 (45) 

7.5.3.2 Vertical Corridor Constraints 

In an analogous way, recalling that 𝒱 is the set of all the Vertical corridors, the formal 
definition of this constraint is: 
 
In any Vertical Corridor, the sum of all the Vertical WPT Parts must be exactly four times 
the sum of all the Vertical WPT Centers. 
 

Then, we need to define an equality constraint for each Vertical corridor 𝑗 ∈ 𝒱, which 
is constraining all the nodes belonging to it: 
 
 

෍ 𝑣௜ − 4 ෍ 𝑣𝑐௜

ே

௜ୀଵ

= 0   ∀𝑖 ∈ 𝒩 ∶  𝑣𝑒𝑟𝑐௜ = 𝑗,   𝑗 ∈ 𝒱

ே

௜ୀଵ

 (46) 
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7.5.3.3 Summing Up 

Considering the constraints imposed up to now (Unicity, WPT Placement Impossibility, 
Corridors), we can develop an optimization problem able to implement the following fea-
tures: 
 

 Each node on which is possible to place a WPT must host at most one WPT Type 
among those allowed by the node category; 

 No WPTs can be placed on category 4 nodes; 
 The sum of WPT Parts and Centers in each corridor is “real”, which means that, 

using the WPT modelling with Parts and Centers, optimization algorithm is able 
to determine a number of them which truly allows the placement of physical 
WPTs. 

 
However, the first arising problem is that, even if a correct number of WPT Parts and 

Centers to be positioned is guaranteed by the Corridor Constraints, no instructions on 
their positions in the corridors has still been imposed. A real WPT must composed by a 
strip of five consecutive nodes, with the WPT Center in the middle, surrounded by two 
WPT Parts per side. Though, up to now, no constraints on the need to form those strips 
has been imposed. Consequently, situations like the ones reported in Figure 27 and 28 
would not violate any constraint, and so could be proposed in the optimal solution even 
if conceptually wrong.  

To solve this issue, we need to define other constraints. Let us start by defining the 
concept of Node Neighbors which has been used in this work. 
 

 
Figure 27: Example of incorrect WPT Parts and Centers placement, allowed by the Corridor Constraint. 
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Figure 28: Other example of incorrect – but allowed – WPT Parts and Centers placement in the corridor. 

7.5.4  Node Neighbors 

Let us define Neighbor of node 𝑖 ∈ 𝒩 whatever node 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 such that the couple 
(𝑖, 𝑗) is connected by a single edge [46] [47]. Let us also define Neighborhood of node 𝑖 
the set of all the nodes which are neighbors of node 𝑖 [47]. Note that, if node 𝑗 belongs to 
the neighborhood of node 𝑖, also the contrary holds, that is node 𝑖 belongs to the neigh-
borhood of node 𝑗. 

The concept of node neighbor must be introduced since, as said before, we need to 
define some constraints to force the creation of strips of five WPT Parts and Centers such 
that a Center is in the middle of it, surrounded by two Parts per side. Moreover, we still 
have to force that no less than two adjacent WPT modules must be placed. To develop a 
mathematical formulation for these constraints such that they can be introduced in the LP 
problem, it has been found that the simple concept of node neighbor is not sufficient. 
Instead, we need to define more complex entities called “Radius-2-Neighbors” and “Dis-
tance-5-Neighbors”, that are strictly related to the concept of Neighborhood of a node. 

7.5.4.1 Radius-2-Neighbors 

We can define Radius-2-Neighbor of a node 𝑖 ∈ 𝒩 whatever node 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 that is 
connected to node 𝑖 through at most 2 edges. Roughly speaking, we can say that whatever 
node 𝑗 ∈ 𝒩 that is a Radius-2-Neighbor of node 𝑖, belongs to the neighborhood or a node 
which in turn is a neighbor of node 𝑖. Let us also call Radius-2-Neigborhood of node 𝑖 
the set of nodes 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 which are Radius-2-Neighbors of node 𝑖. 
 



 Optimization Problem 78 

 
 

 
Figure 29: Example of node neighbors. Each set of blue nodes represent the Radius-2-Neighborhood of 
the corresponding yellow node. 
 

We can define now two subclasses of Radius-2-Neighbors of a node: 

7.5.4.2 Radius-2 Horizontal Neighbors 

Given a node 𝑖 ∈ 𝒩, we can define Radius-2 Horizontal Neighbor of node 𝑖 whatever 
node 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 such that: 
 

 𝑗 belongs to the same horizontal corridor as 𝑖 ⇔ ℎ𝑜𝑟𝑐௝ = ℎ𝑜𝑟𝑐௜; 
 𝑗 is connected to node 𝑖 through at most 2 different edges; 
 If 𝑗 is connected to node 𝑖 through exactly two different edges, the node that is 

connected to both 𝑖 and 𝑗 through those 2 edges must belong to the same horizontal 
corridor of both nodes 𝑖 and 𝑗. 

 
Then, we can define Radius-2 Horizontal Neigborhood of node 𝑖 the set ℋ𝒩௜  of 

nodes 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 that are Radius-2 Horizontal Neighbors of node 𝑖. The maximum 
number of nodes belonging to set ℋ𝒩௜  is 4. Nodes 𝑖 ∈ 𝒩 which do not belong to any 
Horizontal Corridor, have ℋ𝒩௜ = ∅. Therefore, the set ℋ𝒩௜ is relevant for nodes 𝑖 ∈ 𝒩 
such that ℎ𝑜𝑟𝑐௜ ≠ 0 only. 

Figure 30 shows an example of Radius-2 Horizontal Neighbors of some nodes. The 
Radius-2 Horizontal Neighborhood of yellow nodes in that figure is reported in Table 10. 
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Figure 30: Example of Radius-2 Horizontal Neighbors. Each set of blue nodes represent the Radius-2-
Neighborhood of the corresponding yellow node. 
 

Node 𝒊 𝓗𝓝𝒊 

2 {1, 3, 4} 
11 {9, 10, 12, 13} 
24 {22, 23, 25, 26} 
32 ∅ 
50 ∅ 

Table 10: Radius-2 Horizontal Neighborhood of yellow nodes in Figure 30. 

7.5.4.3 Radius-2 Vertical Neighbors 

In a similar way, given a node 𝑖 ∈ 𝒩, we can define Radius-2 Vertical Neighbor of node 
𝑖 whatever node 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 such that: 
 

 𝑗 belongs to the same vertical corridor as 𝑖 ⇔ 𝑣𝑒𝑟𝑐௝ = 𝑣𝑒𝑟𝑐௜; 
 𝑗 is connected to node 𝑖 through at most 2 different edges; 
 If 𝑗 is connected to node 𝑖 through exactly 2 different edges, the node that is con-

nected to both 𝑖 and 𝑗 through those 2 edges must belong to the same vertical 
corridor of both nodes 𝑖 and 𝑗. 

 
Let 𝒱𝒩௜ be the Radius-2 Vertical Neigborhood of node 𝑖 ∈ 𝒩, namely the set of 

nodes 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 which are Radius-2 Vertical Neighbors of node 𝑖. The maximum 
number of nodes belonging to set 𝒱𝒩௜  is 4. Nodes 𝑖 ∈ 𝒩 which do not belong to any 
Vertical Corridor, have 𝒱𝒩௜ = ∅. Therefore, the definition of set 𝒱𝒩௜ is relevant only for 
nodes 𝑖 ∈ 𝒩 such that 𝑣𝑒𝑟𝑐௜ ≠ 0. 
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Note that the relevant Radius-2 Horizontal and Vertical Neighborhoods will be used 
for constraining the correct WPT Parts and Center positions in each WPT strip. More 
details can be found in sections 7.5.5 and 7.5.6. 

7.5.4.4 Distance-5-Neighbors 

Let us define now the Distance-5 Neighbors of a node, by directly focus on their sub-
classes. 

7.5.4.5 Distance-5 Horizontal Neighbors 

Given a node 𝑖 ∈ 𝒩, we can define Distance-5 Horizontal Neighbor of node 𝑖 any node 
𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 such that: 
 

 𝑗 belongs to the same horizontal corridor as 𝑖 ⇔ ℎ𝑜𝑟𝑐௝ = ℎ𝑜𝑟𝑐௜; 
 𝑗 is connected to node 𝑖 through exactly five different edges; 
 All the nodes, different from node 𝑖 and 𝑗, which are connected by those five 

edges, must belong to the same Horizontal corridor as node 𝑖 and node 𝑗. 
 

Let ℋ𝒩𝒩௜ be the Distance-5 Horizontal Neigborhood of node 𝑖 ∈ 𝒩, namely the 
set of nodes 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 which are Distance-5 Horizontal Neighbors of node 𝑖. The 
maximum number of nodes belonging to set ℋ𝒩𝒩௜ is 2. Nodes 𝑖 ∈ 𝒩 which do not 
belong to any Horizontal Corridor, have ℋ𝒩𝒩௜ = ∅. As a consequence, the definition of 
set ℋ𝒩𝒩௜ is relevant only for nodes 𝑖 ∈ 𝒩 such that ℎ𝑜𝑟𝑐௜ ≠ 0. 

An example of Distance-5 Horizontal Neighbors of some nodes can be seen in Figure 
31. The Distance-5 Horizontal Neighborhood of yellow nodes in that figure is reported in 
Table 11. 
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Figure 31: Example of Distance-5 Horizontal Neighbors. Each set of blue nodes represent the Distance-5 
Neighborhood of the corresponding yellow node, to which are connected by means of the red edges. 
 

Node 𝒊 𝓗𝓝𝓝𝒊 

3 {8} 
17 {12, 22} 
34 {29, 39} 
52 ∅ 
77 ∅ 

Table 11: Distance-5 Horizontal Neighborhood of yellow nodes in Figure 31. 

7.5.4.6 Distance-5 Vertical Neighbors 

In a similar way, given a node 𝑖 ∈ 𝒩, we can define Distance-5 Vertical Neighbor of 
node 𝑖 whatever node 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 such that: 
 

 𝑗 belongs to the same vertical corridor as 𝑖 ⇔ 𝑣𝑒𝑟𝑐௝ = 𝑣𝑒𝑟𝑐௜; 
 𝑗 is connected to node 𝑖 through exactly 5 different edges; 
 All the nodes, different from node 𝑖 and 𝑗, which are connected by those five 

edges, must belong to the same Vertical corridor as node 𝑖 and node 𝑗.  
 

Moreover, let 𝒱𝒩𝒩௜ be the Distance-5 Vertical Neigborhood of node 𝑖 ∈ 𝒩, namely 
the set of nodes 𝑗 ∈ 𝒩 ∶ 𝑖 ≠ 𝑗 which are Distance-5 Vertical Neighbors of node 𝑖. Note 
that the maximum number of nodes belonging to set 𝒱𝒩𝒩௜ is 2. Nodes 𝑖 ∈ 𝒩 which do 
not belong to any Vertical Corridor, have 𝒱𝒩𝒩௜ = ∅. As a consequence, the definition 
of 𝒱𝒩𝒩௜ is relevant only for nodes 𝑖 ∈ 𝒩 such that 𝑣𝑒𝑟𝑐௜ ≠ 0. 

Note that the relevant Distance-5 Horizontal and Vertical Neighborhoods will be used 
for constraining the placement of no less than two adjacent WPT modules oriented in the 
same direction. More details can be found in section 7.5.7. 
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7.5.5  WPT Center Position Constraints 

We can exploit the Radius-2-Neighbors of a node to define the first constraint aiming at 
choosing the optimization variable values so to obtain WPTs which can be rightly in-
stalled. This constraint is applied to all nodes which may potentially be WPT Centers. 

A WPT center can be positioned on a certain node, whether horizontally or vertically, 
just if four WPT Parts could be positioned, respectively, on its Radius-2 Horizontal or 
Vertical Neighbors. Then, nodes which does not have four Radius-2 Horizontal or Verti-
cal Neighbors, cannot be, respectively, Horizontal or Vertical Centers. On the other side, 
it could happen that a node having four Radius-2 Neighbors is not a Center, also if some 
or even all the nodes belonging to its Radius-2 Neighborhood are WPT Parts (note that, 
in that case, those parts belong to a WPT centered in another node). 

As was done in the Corridor Constraints, let us divide this constraint formulation in 
two parts, one relative to the placement of Horizontal WPTs, the other relative to the 
placement of Vertical WPTs. 

7.5.5.1 Horizontal WPT Center Position Constraint 

This constraint is imposed to force the correct positioning of each Horizontal WPT Cen-
ter, which must be located among four Horizontal Parts, two on each horizontal side of 
it. So, all the nodes belonging to its Radius-2 Horizontal Neighborhood must be Horizon-
tal Parts. This constraint is applied to each node 𝑖 ∈ 𝒩 which can be a Horizontal WPT 
Center, namely which has four Radius-2 Horizontal Neighbors. 

The formal definition of this constraint is: 
 
If a node is a Horizontal WPT Center, it must have exactly four Radius-2 Horizontal 
Neighbors, and all of them must be Horizontal WPT Parts. 
 

In mathematical terms, we can formulate it as follows: 
 
∀𝑖 ∈ 𝒩, if ℎ𝑐௜ = 1, then it must be |ℋ𝒩௜| = 4, ℎ௝ = 1, ∀𝑗 ∈ 𝒩 ∶  𝑗 ∈ ℋ𝒩௜ 
 

To mathematically insert this constraint into the optimization problem, an inequality 
constraint must be defined for each node 𝑖 ∈ 𝒩 having |ℋ𝒩௜| = 4. The constraint is as 
follows: 
 
 4ℎ𝑐௜ − ෍ ℎ௝

௝
≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ ℋ𝒩௜ ∶  |ℋ𝒩௜| = 4 (47) 

 
Note that the choice to express it as an inequality allows node 𝑖 not to be a WPT 

Center, even if it has 4 Radius-2 Horizontal Neighbors, and if some, or even all, of them 
are WPT Parts. 
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7.5.5.2 Vertical WPT Center Position Constraint 

Similarly, this constraint is imposed to force the correct positioning of each Vertical WPT 
Center, whose nodes belonging to its Radius-2 Vertical Neighborhood must be Vertical 
Parts.  

The formal definition of this constraint is: 
 
If a node 𝑖 ∈ 𝒩 is a Vertical WPT Center, it must have exactly four Radius-2 Vertical 
Neighbors, and all of them must be Vertical WPT Parts. 
 

In mathematical terms, we can formulate it as follows: 
 
∀𝑖 ∈ 𝒩, if 𝑣𝑐௜ = 1, then it must be |𝒱𝒩௜| = 4, 𝑣௝ = 1, ∀𝑗 ∈ 𝒩 ∶  𝑗 ∈ 𝒱𝒩௜ 
 

To mathematically insert it into the optimization problem, an inequality constraint 
must be defined for each node 𝑖 ∈ 𝒩 having |𝒱𝒩௜| = 4. The constraint is as follows: 
 
 4𝑣𝑐௜ − ෍ 𝑣௝

௝
≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ 𝒱𝒩௜ ∶ |𝒱𝒩௜| = 4 (48) 

7.5.5.3 Summing Up 

The WPT Center Position Constraint has introduced other rules to force the optimization 
process to produce an output that can be physically implemented. At a first sight it would 
seem that, considering both the inequalities of this constraint and the equalities coming 
from the Corridor Constraint, real WPTs can be positioned in the modelled warehouse. 
However, there are still two crucial lacks: 
 

 With the WPT Center Position Constraint, we have just forced the Centers to have 
all the four Radius-2-Neighbors to be WPT Parts. But the nodes on which those 
WPT Parts have to be located may belong to the Radius-2-Neighborhood of more 
than a WPT Center. Therefore, a situation like the one in Figure 32 would be 
totally acceptable, since: 

o In the corridor there are 12 Parts and 3 Centers (Corridor Constraint re-
spected); 

o Each WPT Center has four Radius-2-Neighbors, and all of them are WPT 
Parts (WPT Center Position Constraint respected). 
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Figure 32: Example of incorrect - but still allowed by the constraints system - WPT Parts and Centers 
layout, which are indicated by, respectively, red and yellow nodes. 

 
 WPT Center Position Constraint applies just to nodes 𝑖 ∈ 𝒩 having four Radius-

2-Neighbors. WPT Centers placement on nodes which do not respect this latter 
condition is therefore not ruled by that constraint. Then, a situation like that re-
ported in Figure 33, which is clearly not admissible using our modelling approach, 
would be acceptable again. 

 

 
Figure 33: Other example of incorrect - but still allowed by the constraint system - WPT Parts and Cen-
ters layout. 

 
Another constraint has be introduced in order to solve those issues and provide a 

correct WPT deployment. In both the cases reported above, it would be enough to impose 
a constraint on the WPT Parts, forcing them to have one and only one WPT Center among 
their Radius-2-Neighbors. We can then define a new set of constraints, which are called 
WPT Part Position Constraints. 

7.5.6  WPT Part Position Constraints 

We can exploit again the Radius-2-Neighbors of a node to force each WPT Part to have 
exactly one WPT Center among the nodes belonging to its Radius-2 Neighborhood. This 
constraint must be applied to every node 𝑖 ∈ 𝒩. Let us divide this constraint formulation 
in two parts, one for Horizontal WPT Parts, the other for Vertical WPT Parts. 
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7.5.6.1 Horizontal WPT Part Position Constraint 

The formal definition of this constraint is as follows: 
 
A Horizontal or Cross node can be a Horizontal WPT Part if and only if exactly one node 
belonging to the Radius-2 Horizontal Neighbors of the former is a Horizontal WPT Cen-
ter. 
 

In mathematical terms, it can be formulated as: 
 
∀𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ ∈ {1,3}, it can be ℎ௜ = 1 ⟺ ∃!  𝑗 ∈ ℋ𝒩௜ ∶  ℎ𝑐௝ = 1 
 

To mathematically insert this statement into the LP problem, an equality constraint 
must be defined for each node 𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ ∈ {1,3}. The constraint is as follows: 
 
 ℎ௜ − ෍ ℎ𝑐௝

௝
= 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ ℋ𝒩௜ ∶ 𝑐𝑎𝑡௜ ∈ {1,3} (49) 

7.5.6.2 Vertical WPT Part Position Constraint 

The formal definition of this constraint is as follows: 
 
A Vertical or Cross node can be a Vertical WPT Part if and only if exactly one node 
belonging to the Radius-2 Vertical Neighbors of the former is a Vertical WPT Center. 
 

In mathematical terms, it becomes: 
 
∀𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ ∈ {2,3}, it can be 𝑣௜ = 1 ⟺  ∃!  𝑗 ∈ 𝒱𝒩௜ ∶  𝑣𝑐௝ = 1 
 

To mathematically insert this statement into the LP problem, an equality constraint 
must be defined for each node 𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ ∈ {2,3}. The constraint is as follows: 
 
 𝑣௜ − ෍ 𝑣𝑐௝

௝
= 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ 𝒱𝒩௜: 𝑐𝑎𝑡௜ ∈ {2,3} (50) 

 
It is relevant to note that, by expressing the constraint using this equality, all the nodes 

in the Radius-2-Neighborhood of a WPT Center are forced, correctly, to be WPT Parts, 
since the WPT Center belongs to the Radius-2-Neighborhoods of all those four Parts. 
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7.5.6.3 Summing Up 

With the addition of the WPT Part Position Constraint, the whole set of linear equalities 
and inequalities defined up to now can guarantee the optimal solution found by the LP 
problem to be physically implementable, provided that all the input data are correct. How-
ever it is necessary to define another constraint forcing the deployment of WPT strips 
composed by at least two adjacent modules. Indeed, a situation like the one shown in 
Figure 34, which do not violate any constraint defined up to now, cannot be realized in 
practice, due to the presence of single WPT modules in the corridor which violate the 
company policy. 
 

 
Figure 34: Example of WPT layout which do not respect the minimum strip length. Black rectangles rep-
resent the position of each WPT module. 

7.5.7  Minimum WPT Length Constraint 

The idea behind this constraint definition is that all the WPT Centers belonging to a strip 
formed by at least two modules, are spaced each other by exactly five nodes. In other 
words, within that strip, each WPT Center has at least another WPT Center of that strip 
which belongs to its Distance-5 Neighborhood. Then to guarantee the formation of strips 
with at least two modules, it is sufficient to constraint each Horizontal/Vertical Center to 
have at least another Horizontal/Vertical Center among its Distance-5 Horizontal/Vertical 
Neighbors. Moreover, if a node does not have any Distance-5 Neighbor, it could not be 
the Center of a WPT in a strip. So, the placement of WPT Centers on nodes without any 
Distance-5 Neighbors must be prevented. 

This new constraint takes the name of “Minimum WPT Length Constraint”, and is 
divided in two formulations: one for Horizontal WPTs, the other for the Vertical ones. 
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7.5.7.1 Minimum Horizontal WPT Length Constraint    

This constraint is imposed to force each node 𝑖 ∈ 𝒩 which is a Horizontal WPT Center 
to have at least another Horizontal WPT Center among its Distance-5 Horizontal Neigh-
bors. Moreover, any node 𝑖 ∈ 𝒩 which has not any Distance-5 Horizontal Neighbors, 
cannot be a Horizontal WPT Center. 

The formal definition of this constraint is: 
 
Any Horizontal or Cross node can be a Horizontal WPT Center if and only if has at least 
one Horizontal Center belonging to its Distance-5 Horizontal Neighborhood. 
 

In mathematical terms, we can express it as follows: 
 
∀𝑖 ∈ 𝒩 ∶ 𝑐𝑎𝑡௜ ∈ {1,3}, it can be ℎ𝑐௜ = 1 ⇔  |ℋ𝒩𝒩௜| > 0 ∧  ∃𝑗 ∈ ℋ𝒩𝒩௜ ∶  ℎ𝑐௝ = 1 
 

To mathematically insert this statement in the LP problem, two types of constraints 
can be formulated for each node 𝑖 ∈ 𝒩 ∶ 𝑐𝑎𝑡௜ ∈ {1, 3}, according to whether it has Dis-
tance-5 Horizontal Neighbors of not. First, an inequality constraint must be defined for 
each of them with at least one Distance-5 Horizontal Neighbor. Its formulation is as fol-
lows: 
 
 ℎ𝑐௜ − ෍ ℎ𝑐௝

௝
≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ ℋ𝒩𝒩௜: 𝑐𝑎𝑡௜ ∈ {1,3}, ℋ𝒩𝒩௜ ≠ ∅ (51) 

 
On the other side, an equality constraint has to be defined for each of those without 

any Distance-5 Horizontal Neighbor. The equality formulation is as follows: 
 
 ℎ𝑐௜ = 0      ∀𝑖 ∈ 𝒩 : 𝑐𝑎𝑡௜ ∈ {1,3}, ℋ𝒩𝒩௜ = ∅ (52) 

7.5.7.2 Minimum Vertical WPT Lenght Constraint 

In the same way, this constraint is imposed to force each node 𝑖 ∈ 𝒩 which is a Vertical 
WPT Center to have at least another Vertical WPT Center among its Distance-5 Vertical 
Neighbors. Moreover, any node 𝑖 ∈ 𝒩 which has not any Distance-5 Vertical Neighbors, 
cannot be a Vertical WPT Center. 

The formal definition of this constraint is: 
 
Any Vertical or Cross node can be a Vertical WPT Center if and only if has at least one 
Vertical Center belonging to its Distance-5 Vertical Neighborhood. 
 

In mathematical terms, we can define it as follows: 
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∀𝑖 ∈ 𝒩 ∶ 𝑐𝑎𝑡௜ ∈ {2,3}, it can be 𝑣𝑐௜ = 1 ⇔  |𝒱𝒩𝒩௜| > 0 ∧  ∃𝑗 ∈ 𝒱𝒩𝒩௜ ∶  𝑣𝑐௝ = 1 
 

Again, to mathematically insert this statement in the LP problem, two types of con-
straints can be formulated for each node 𝑖 ∈ 𝒩 ∶ 𝑐𝑎𝑡௜ ∈ {2, 3}, according to whether it 
has Distance-5 Vertical Neighbors of not. First, an inequality constraint must be defined 
for each of them with at least one Distance-5 Vertical Neighbor. Its formulation is as 
follows: 
 
 𝑣𝑐௜ − ෍ 𝑣𝑐௝

௝
≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ 𝒱𝒩𝒩௜: 𝑐𝑎𝑡௜ ∈ {2,3},  𝒱𝒩𝒩௜ ≠ ∅ (53) 

 
On the other side, an equality constraint has to be defined for each of those without 

any Distance-5 Vertical Neighbor. Its formulation is as follows: 
 
 𝑣𝑐௜ = 0      ∀𝑖 ∈ 𝒩 : 𝑐𝑎𝑡௜ ∈ {2,3}, 𝒱𝒩𝒩௜ = ∅ (54) 

7.5.7.3 Summing Up 

All the constraints on the correct dynamic WPTs placement have been presented. Using 
this set of constraints, the optimization algorithm is able to calculate an optimal solution 
with a WPT Parts/Centers layout which can can be physically installed, and which is 
compatible with the modelling approach used in this work. Figure 35 shows an example 
of a possible dynamic WPT layout calculated by the optimization process using the set of 
constraints defined up to here. 

We have now to define a constraint aiming at preventing the placement of static 
WPTs in bays where its positioning is prohibited by the bay parameters. 

7.5.8  Bay WPT Impossibility Constraint 

As said in section 4.5, at most one Static WPT can be generically placed in each loading 
bay 𝑘 ∈ ℬ. However, there may be situations in which its placement must be a-priori 
prohibited. Therefore, this constraint must be imposed to prevent the static WPT place-
ment in bays 𝑘 ∈ ℬ ∶ 𝑏𝑤𝑓௞ = 0. 

The formal definition of this constraint is: 
 
If a bay has parameter bwf = 0, then no Static WPT can be placed in it. 
 

This statement can be mathematically inserted in the LP problem by defining an 
equality constrant for each bay 𝑘 ∈ ℬ ∶ 𝑏𝑤𝑓௞ = 0. The equality should be formulated as: 
 
 𝑥𝑏௞ = 0      ∀𝑘 ∈ ℬ : 𝑏𝑤𝑓௞ = 0 (55) 
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Figure 35: WPT layout, for exemplification purposes only, which can be a solution of the optimization 
process for the warehouse modelled in Figure 13. Red and yellow nodes indicate, respectively, WPT Parts 
and Centers. Black rectangles are the dynamic WPTs. Note that, even if they are represented as separate, 
all the WPT modules belonging to a strip are overlapped in couples. 

7.5.9  SoC Constraint 

This is the last constraint to be imposed in this optimization problem. It is related to the 
variation of forklift SoC during the whole working shift (∆𝑆𝑜𝐶௦௛௜௙௧), that must be greater 
or equal than the threshold value ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ. 

The constraint has been formulated on the basis of the considerations about the En-
ergy Balance made in chapter 6. Its mathematical formulation starts from: 
 
 ∆𝑆𝑜𝐶௦௛௜௙௧ ≥ ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ (28) 

 
which means: 
 
 ∆𝑆𝑜𝐶௦௛௜௙௧ − ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ ≥ 0  (56) 

 
We can write ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ as: 
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∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ =

∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ

𝐸௕௔௧௧௘௥௬,௠௔௫
 (57) 

 
and, since from equation (26) we have that: 
 
 

∆𝑆𝑜𝐶௦௛௜௙௧ =
∆𝐸௦௛௜௙௧

𝐸௕௔௧௧௘௥௬,௠௔௫
=

𝐸௜௡,௦௛௜௙௧ − 𝐸௢௨௧,௦௛௜௙௧

𝐸௕௔௧௧௘௥௬,௠௔௫
 (58) 

 
we can rewrite equation (56) as: 
 
 𝐸௜௡,௦௛௜௙௧ − 𝐸௢௨௧,௦௛௜௙௧ − ∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ ≥ 0 (59) 

 
which, put in a form that can be recognized by the solver, becomes: 
 
 −𝐸௜௡,௦௛௜௙௧ + 𝐸௢௨௧,௦௛௜௙௧ ≤ −∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ (60) 

 
and, by considering equation (29), we can write equation (60) as: 
 
 −𝐸௜௡,௕௔௬௦ − 𝐸௜௡,ௗ௬௡௔௠௜௖ ≤ −∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ − 𝐸௢௨௧,௦௛௜௙௧ + 𝐸௜௡,௕௥௘௔௞௦ (61) 

 
Note that all the terms of this inequality, except ∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ depend on the Total 

Times, which has been previously computed. The terms 𝐸௜௡,ௗ௬௡௔௠௜௖ and 𝐸௜௡,௕௔௬௦ depend 
on the optimization variables of the problem. 

By rewriting equation (61) according to (31) and (32), we can obtain the final form 
of the constraint: 
 
 

−𝑃௡ ⋅ 𝜂௦௧௔௧ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ (𝑡𝑏𝑟𝑡௞ ⋅ 𝑥𝑏௞)
஻

௞ୀଵ
− 𝑃௡ ⋅ 𝜂ௗ௬௡ ⋅ 𝑆𝑇௘௙௙ ⋅ ෍ (𝑡𝑛𝑡௜ ⋅ 𝑥௜)  ≤

ே

௜ୀଵ

− ∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ − 𝐸௢௨௧,௦௛௜௙௧ + 𝐸௜௡,௕௥௘௔௞௦ 
(62) 

 
Note that 𝐸௜௡,௕௥௘௔௞௦ and 𝐸௢௨௧,௦௛௜௙௧ have been calculated in, respectively, equation (30) 

and (33). Note also that the value of ∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ is found, similarly to equation (26), 
as: 
 
 

∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ =
∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ

𝐸௕௔௧௧௘௥௬,௠௔௫
⇒ ∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ = ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ ⋅ 𝐸௕௔௧௧௘௥௬,௠௔௫ (63) 

 
Remind that ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ is the main responsible for the increase or decrease of the 

cost of WPT system. Generally, the higher its value, the higher the system cost. 
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7.6  Optimization Problem 

The formulation of the optimization problem to be solved is: 
 
Minimize:  ∑ 𝑐ௗ𝑥௜௜ + ∑ 𝑐௦𝑥𝑏௜௜  
 
Subject to: 
 

• 3𝑥௜ − 3ℎ௜ − 3ℎ𝑐௜ − 𝑣௜ − 𝑣𝑐௜ = 0     ∀𝑖 ∈ 𝒩 : 𝑐𝑎𝑡௜ = 1                                          (41) 
 

• 3𝑥௜ − ℎ௜ − ℎ𝑐௜ − 3𝑣௜ − 3𝑣𝑐௜ = 0     ∀𝑖 ∈ 𝒩 : 𝑐𝑎𝑡௜ = 2                                          (42) 
 

• 𝑥௜ − ℎ௜ − ℎ𝑐௜ − 𝑣௜ − 𝑣𝑐௜ = 0     ∀𝑖 ∈ 𝒩 : 𝑐𝑎𝑡௜ = 3                                                 (43) 
 

• 𝑥௜ + ℎ௜ + ℎ𝑐௜ + 𝑣௜ + 𝑣𝑐௜ = 0      ∀𝑖 ∈ 𝒩 : 𝑐𝑎𝑡௜ = 4                                                (44) 
 

• ∑ ℎ௜ − 4 ∑ ℎ𝑐௜
ே
௜ୀଵ = 0    ∀𝑖 ∈ 𝒩 ∶  ℎ𝑜𝑟𝑐௜ = 𝑗ே

௜ୀଵ ,   𝑗 ∈ ℋ                                       (45) 
 

• ∑ 𝑣௜ − 4 ∑ 𝑣𝑐௜
ே
௜ୀଵ = 0    ∀𝑖 ∈ 𝒩 ∶  𝑣𝑒𝑟𝑐௜ = 𝑗,   𝑗 ∈ 𝒱ே

௜ୀଵ                                         (46) 
 

• 4ℎ𝑐௜ − ∑ ℎ௝௝ ≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ ℋ𝒩௜  : |ℋ𝒩௜| = 4                                            (47) 
 

• 4𝑣𝑐௜ − ∑ 𝑣௝௝ ≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ 𝒱𝒩௜  : |𝒱𝒩௜| = 4                                              (48) 
 

• ℎ௜ − ∑ ℎ𝑐௝௝ = 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ ℋ𝒩௜  : 𝑐𝑎𝑡௜ ∈ {1,3}                                             (49) 
 

• 𝑣௜ − ∑ 𝑣𝑐௝௝ = 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ 𝒱𝒩௜ : 𝑐𝑎𝑡௜ ∈ {2,3}                                              (50) 
 

• ℎ𝑐௜ − ∑ ℎ𝑐௝௝ ≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ ℋ𝒩𝒩௜ : 𝑐𝑎𝑡௜ ∈ {1,3}, ℋ𝒩𝒩௜ ≠ ∅              (51) 
 

• ℎ𝑐௜ = 0      ∀𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ ∈ {1,3}, ℋ𝒩𝒩௜ = ∅                                                       (52) 
 

• 𝑣𝑐௜ − ∑ 𝑣𝑐௝௝ ≤ 0      ∀𝑖 ∈ 𝒩,  ∀𝑗 ∈ 𝒱𝒩𝒩௜  : 𝑐𝑎𝑡௜ ∈ {2,3}, 𝒱𝒩𝒩௜ ≠ ∅                 (53) 
 

• 𝑣𝑐௜ = 0      ∀𝑖 ∈ 𝒩 ∶  𝑐𝑎𝑡௜ ∈ {2,3}, 𝒱𝒩𝒩௜ = ∅                                                         (54) 
 

• 𝑥𝑏௞ = 0      ∀𝑘 ∈ ℬ : 𝑏𝑤𝑓௞ = 0                                                                                 (55) 
 

• −𝑃௡ ⋅ 𝜂௦௧௔௧ ⋅ 𝑆𝑇௘௙௙ ⋅ ∑ (𝑡𝑏𝑟𝑡௞ ⋅ 𝑥𝑏௞)஻
௞ୀଵ − 𝑃௡ ⋅ 𝜂ௗ௬௡ ⋅ 𝑆𝑇௘௙௙ ⋅ ∑ (𝑡𝑛𝑡௜ ⋅ 𝑥௜)ே

௜ୀଵ ≤

−∆𝐸௦௛௜௙௧,ௗ௘௦௜௥௘ௗ − 𝐸௢௨௧,௦௛௜௙௧ + 𝐸௜௡,௕௥௘௔௞௦                                                                (62) 
 

• 𝑥௜ , ℎ௜ , ℎ𝑐௜, 𝑣௜ , 𝑣𝑐௜ , 𝑥𝑏௞ ∈ {0,1}    ∀𝑖, ∀𝑘  
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The optimal solution is: 
 
 𝑓∗ = min ൬෍ 𝑐ௗ𝑥௜

௜
+ ෍ 𝑐௦𝑥𝑏௜

௜
൰ (64) 

 
subject to all the constraints listed above. 

The WPT system cost is equal to 𝑓∗: 
 
 𝑐𝑜𝑠𝑡௧௢௧ = 𝑓∗ (65) 

 
Moreover: 
 
 ∑ 𝑐ௗ𝑥௜௜ =  𝑐𝑜𝑠𝑡ௗ௬௡, namely the cost of all the static WPTs 
 ∑ 𝑐௦𝑥𝑏௜௜ = 𝑐𝑜𝑠𝑡௦௧௔௧ , namely the cost of the all the dynamic WPTs 
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Chapter 8 
 

Model Verification 

The whole model has been described. Some tests are needed in order to understand 
whether it works properly or not. In particular, we are interested in verifying whether: 
 

1. Total Times calculation procedure is correct; 
2. WPTs are placed in a way allowed by the defined constraints and by the input 

parameters; 
3. The optimal solution of the LP problem is a WPT system which is really minimal 

in terms of cost. 
 

The first point can be easily verified for almost any kind of warehouse, through some 
hand calculations. The second point just requires to check parameters of the nodes over 
which WPTs were placed (to detect, for example, if a WPT has been placed on a category 
4 node) and to verify if every WPT Part/Center position respects all the constraints. On 
the contrary, verification of the third point is almost never possible: even if designer ex-
perience may allow, relying on the computed Total Times, to estimate the regions where 
WPTs will be placed, their optimal positions cannot be found by hand. However, there 
are some peculiar cases, typically simple warehouses with particular nodes and operations 
parameters, in which the optimal WPT positions can be found without the linear program-
ming minimization problem. 

We can take as case scenarios some particular warehouses, with relatively small di-
mensions and with “unusual” layouts, and we can make some analyses on them, for the 
purpose of verificating the points reported on the top of the section. 
 
 

8.1  1st Verification – Constraints check 

We can first analyze a warehouse with a very unusual layout and distorted dimensions, 
built for exemplification purposes only. Its modelled map is reported in Figure 36, 37 and 
38. 
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Figure 36: Modelled warehouse map for 1st verification case scenario. Red nodes indicate the Operation 
Nodes, while blue node is the Bay Node. 
 

 

 
Figure 37: Modelled warehouse map for 1st verification case scenario, built using Matlab. Number over 
each node indicate its corresponding Node ID. 
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Figure 38: Warehouse map of 1st verification case scenario. Numbers near nodes indicate their Node Cat-
egory. 
 

Operations to be executed are reported in Table 12. 
 
Operation 

ID j 
𝒐𝒏𝒋 𝒐𝒕𝒋 [𝒔] Absolute 

Prob. 
𝒑𝒋 𝒃𝒋 𝒃𝒕𝒋 [𝒔] 𝒃𝒓𝒕𝒋 𝒊𝒏𝒇𝒋 

1 59 20 2 1/22 1 25 0.30 0 
2 61 20 2 1/22 1 25 0.30 0 
3 64 20 2 1/22 1 25 0.30 0 
4 66 20 2 1/22 1 25 0.30 0 
5 67 20 2 1/22 1 25 0.30 0 
6 69 20 2 1/22 1 25 0.30 0 
7 72 20 2 1/22 1 25 0.30 0 
8 74 20 2 1/22 1 25 0.30 0 
9 75 20 2 1/22 1 25 0.30 0 
10 77 20 2 1/22 1 25 0.30 0 
11 80 20 2 1/22 1 25 0.30 0 
12 82 20 2 1/22 1 25 0.30 0 
13 83 20 2 1/22 1 25 0.30 0 
14 85 20 2 1/22 1 25 0.30 0 
15 88 20 2 1/22 1 25 0.30 0 
16 90 20 2 1/22 1 25 0.30 0 
17 92 30 1 1/44 1 30 0.30 0 
18 95 30 1 1/44 1 30 0.30 0 
19 98 30 1 1/44 1 30 0.30 0 
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20 102 30 1 1/44 1 30 0.30 0 
21 105 30 1 1/44 1 30 0.30 0 
22 108 30 1 1/44 1 30 0.30 0 
23 112 30 1 1/44 1 30 0.30 0 
24 115 30 1 1/44 1 30 0.30 0 
25 118 30 1 1/44 1 30 0.30 0 
26 122 30 1 1/44 1 30 0.30 0 
27 125 30 1 1/44 1 30 0.30 0 
28 128 30 1 1/44 1 30 0.30 0 

Table 12: Operation parameters used in 1st verification case scenario. 
 

Parameters used in this simulation are summarized in Table 13. 
 

Parameter Value 

𝑐ௗ [€] 800 
𝑐௦ [€]  3000 
𝑣௙ [𝑘𝑚/ℎ]  6 
𝐸௕௔௧௧௘௥௬,௠௔௫ [𝑘𝑊ℎ] 30 
𝑃௖௢௡௦,௠௔௫ [𝑊] 4300 
𝑃௖௢௡௦,௕௔௬,௢௣ [𝑊] 2700.4 
𝑃௖௢௡௦,௕௔௬,௥௘௖௛ [𝑊] 258 
𝑃௖௢௡௦,௡௢ௗ௘,௠௢௩ [𝑊] 2399.4 
𝑃௖௢௡௦,௡௢ௗ௘,௢௣ [𝑊] 2700.4 
𝑃௡ [𝑊] 4000 
𝜂௦௧௔௧ 0.90 
𝜂ௗ௬௡ 0.87 
𝑘௕௥௘௔௞௦ 1 
∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ [%] 0 

Table 13: Parameters used in 1st verification case scenario. 
 

The analysis on it can be divided in two parts: 
 

1. A first optimal WPT layout can be calculated by the algorithm implemented on 
Matlab, using the data reported above. 

2. The parameters of some nodes, in particular the categories, can be changed, in a 
way such that some of the WPTs positioned in the first part are now in zones 
which do not allow their placement. Optimization algorithm should be used again 
to determine a new WPT layout, to see if actually none of them are positioned in 
zones where the node parameters make that positioning infeasible.  
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The optimal WPT layout of the first part, so using the node categories depicted in 
Figure 38, is reported in Figure 39. 
 

 
Figure 39: Optimal WPT layout found by Matlab solver in the 1st verification case scenario. Node numbers 
near each static or dynamic WPT indicate the ID of, respectively, bay nodes or WPT Centers. 
 

The total cost of this first solution is 43000 €, and the obtained ∆𝑆𝑜𝐶௦௛௜௙௧ is 1.776%. 
The computational time requested by the optimization step is 0.67 s. 

Now, referring to Figure 37 and 38, let us assume to modify the parameters of some 
nodes as follows: 
 

 No WPTs can be placed on nodes 59, 60, 61, 62, 63, 64, 65, 66. So, their category 
must be set to 4. 

 No WPTs can be placed on node 23. Its category becomes 4. 
 Nodes 36, 39, 41, 44 can just host a Vertical WPT. Their category must be set to 

2. 
 Nodes 45, 47, 49, 51 can just host a Horizontal WPT. Their category must be set 

to 1. 
 

By combining these modifications with the features related to WPT placement and 
with the constraints of the optimization problem, we can derive a map of the “forbidden 
zones”, namely the set of nodes over which no WPT, of any kind, can be present. Such 
map is reported in Figure 40: 
 



 Model Verification 98 

 
 

 
Figure 40: Forbidden zones locations in the 1st verification case scenario, after nodes parameters modifi-
cation. 
 

By running again the optimization process, we can verify whether there exists an 
optimal solution able to satisfy all the constraints or not. Note that it may occur that no 
feasible solution can be found. In that case, the meaning is that forklift SoC constraint 
cannot be satisfied by any WPT layout. A reduction of the value of ∆𝑆𝑜𝐶ௗ௘௦௜௥௘ௗ would 
be likely to solve such infeasibility. 

In our case, an optimal solutions exists, and is reported in Figure 41. 
 

 
Figure 41: Optimal WPT layout, in relation to the forbidden zones, found by Matlab solver in the 1st veri-
fication case scenario, using the modified node categories. 
  

The total cost of this new solution is 59000 €, and the obtained ∆𝑆𝑜𝐶௦௛௜௙௧ is 0.687%. 
The computational time requested by the optimization step is 0.05 s. The WPT layout do 
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not violate any forbidden zone, and it respects all the constraints. We can then conclude 
that the algorithm works correctly for what concerning the constraints and the WPT place-
ment in allowed zones only. 
 
 

8.2  2nd Verification – Optimal WPT positions check 

Once having verified that the output of the optimization process respects all the con-
straints, we have still to verify the correctness of calculated Total Times, and the actual 
optimality of the WPT system suggested by the algorithm. To do so, let us consider an-
other warehouse, which is modelled as shown in Figure 42, 43 and 44. Note that, again, 
this warehouse has been designed for verification purposes only. 
 

 
Figure 42: Modelled warehouse map for the 2nd verification case scenario. Red nodes indicate the Opera-
tion Nodes, while blue node is the Bay Node. 
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Figure 43: Modelled warehouse map for 2nd verification case scenario, built using Matlab. Number over 
each node indicate its corresponding Node ID. 
 
 

 
Figure 44: Warehouse map of 2nd verification case scenario. Numbers near nodes indicate their Node Cat-
egory. 
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Operations to be executed are reported in Table 14. 
 
Operation 

ID j 
𝒐𝒏𝒋 𝒐𝒕𝒋 [𝒔] Absolute 

Prob. 
𝒑𝒋 𝒃𝒋 𝒃𝒕𝒋 [𝒔] 𝒃𝒓𝒕𝒋 𝒊𝒏𝒇𝒋 

1 6 30 1 0.0625 1 30 0.30 1 
2 8 30 1 0.0625 1 30 0.30 1 
3 10 30 1 0.0625 1 30 0.30 1 
4 12 30 1 0.0625 1 30 0.30 1 
5 14 30 1 0.0625 1 30 0.30 1 
6 16 30 1 0.0625 1 30 0.30 1 
7 18 30 1 0.0625 1 30 0.30 1 
8 20 30 1 0.0625 1 30 0.30 1 
9 75 30 2 0.1250 1 25 0.30 1 
10 78 30 2 0.1250 1 25 0.30 1 
11 81 30 2 0.1250 1 25 0.30 1 
12 84 30 2 0.1250 1 25 0.30 1 

Table 14: Operation Parameters of the 2nd verification case scenario. 
 

Note that, in this case, parameters 𝑖𝑛𝑓௝ , ∀𝑗 ∈ 𝒪 have been set to 1 since intermediate 
nodes, which are not reported here for simplicity, needed to be defined to account for the 
one-ways shown in Figure 42. Parameters used in this simulation are the same as the ones 
used in the previous case scenario, and they were reported in Table 13. 

The Total Times are shown in Figure 45. 
 

 
Figure 45: Total Times of the 2nd verification case scenario, reported near the correspondent node. 
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The sum of all the Total Node Times is 67.86%, Total Bay Time is 32.14% and Total 
Bay Recharging Time is 9.64%. After having verified their correspondence to the ones 
calculated by hand (the procedure has not been reported here for simplicity), we can try 
to analyze them to understand where WPTs should be placed. This warehouse has been 
designed in a way that there is just one WPT layout which satisfies both constraint re-
quirements and cost optimality. The optimal WPT locations are reported in Figure 46 and 
Table 15. 
 

 
Figure 46: Optimal WPT layout of the 2nd verification case scenario, which should correspond to the one 
calculated by Matlab as optimal solution of the LP problem. Blue rectangles indicate the dynamic WPT 
modules, which have as centers the yellow nodes. Blue circles show the positions of the static WPTs. 
 

WPT 
Num-
ber 

Type Center/ 
Bay ID 

Parts 
ID 

   

1 HOR 8 6 7 9 10 
2 HOR 13 11 12 14 15 
3 HOR 18 16 17 19 20 
4 HOR 77 75 76 78 79 
5 HOR 82 80 81 83 84 
6 BAY 162 - - - - 

Table 15: List of the WPT features, whose positions are shown in Figure 46. 
 

The optimal system cost is therefore 23000 €. Obtained ∆𝑆𝑜𝐶௦௛௜௙௧ is 0.516%. 
Other reasonable WPT layouts, with different costs, have been tested. The results are 

summarized in Table 16. However, neither of them is able to guarantee the ∆𝑆𝑜𝐶௦௛௜௙௧ 
requested by the customer. 
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Solution 
no. 

Horizontal Centers ID Bay 
WPT ID 

∆𝑺𝒐𝑪𝒔𝒉𝒊𝒇𝒕 Cost 

1 8, 13, 18, 77, 82 1 0.187% 23000 € 

2 7, 12, 17, 77, 82 1 -1.154% 23000 € 

3 10, 15, 20, 77, 82 1 -1.154% 23000 € 

4 13, 18, 62, 77, 82, 160 - -9.120% 24000 € 

5 47, 52, 57, 62, 160 1 -22.451% 23000 € 

6 13, 18, 77, 82 1 -5.163% 19000 € 

7 8, 13, 18, 77, 82 - -7.295% 20000 € 

8 13, 18, 77, 82 - -12.974% 16000 € 
Table 16: Tests on some WPT layouts in the 2nd verification case scenario. Solution 1 is the optimal one. 

 
We are now interested in verifying if the output of the optimization process is actually 

the optimal one. Such output is reported in Figure 47. 
 

 
Figure 47: Optimal WPT layout found by Matlab solver in the 2nd verification case scenario. Red circles 
and rectangles indicate the positions of, respectively, static and dynamic WPT modules.  
 

As we can see, the WPT layout found by the algorithm implemented on Matlab is 
exactly what forecasted during the analysis made before. Then, the optimization process 
is, in principle, actually able to find the optimal solution, if exists. Note that computational 
time requested by it is approximately 1.15 s. On the other hand, computational time re-
quested by the whole process (loading matrices in Matlab, Total Times calculation, LP 
problem solution, figures production) is approximately 7.5 s. 
 
 



 Model Verification 104 

 
 

8.3  3rd Verification – Realistic case scenario 

We can test now the methodology in a “realistic” warehouse, to check its correctness and 
speed in finding an optimal WPT layout in a more real case scenario. The warehouse in 
analysis, designed following what reported in section 2.3, has a traditional layout, without 
middle cross aisle, and it is reported in Figure 48. It has 10 picking aisles, each one hosting 
40 picking locations per side, resulting in 800 different picking operations in the overall 
warehouse. Picking locations are areas of 1000x1400 mm, which are suitable for Europal-
lets storage. Operation probabilities associated to each picking location are showed in 
Figure 49, and were defined according to class-based storage. A single bay is present, 
which entry is assumed to be located in the middle of the lowest vertical corridor. Note 
that the proper loading bay area is not shown, for the sake of simplicity. All forklifts must 
reach each picking location following the shortest path, both from the bay to picking lo-
cation and vice versa. 
 

 
Figure 48: Warehouse map for 3rd verification case scenario. 
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Figure 49: Operation probabilities for different picking locations in the 3rd verification case scenario. Blue 
locations have a picking probability three times higher than red zones. Yellow zones have picking proba-
bility two times higher than red zones. 
 

The warehouse can then be modelled as in Figure 50, using approximately 1100 
nodes. 

Some operation parameters are reported in Table 17. They are valid for each opera-
tion 𝑗 ∈ 𝒪. Picking probabilities are shown in Figure 49, and all the operations are carried 
out in the only bay available. Intermediate nodes, not reported here, have been defined to 
account for the one-way corridors. The generic parameters used in the simulation are the 
same as the previous case scenarios, and they have been listed in Table 13. 
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Figure 50: Warehouse modellization for 3rd verification case scenario. Red nodes are the Operation Nodes, 
while the blue one indicate the Bay Node. 
 

Parameter Value 
𝑜𝑡௝ 30 s 
𝑏𝑡௝ 40 s 

𝑏𝑟𝑡௝ 0.30 
Table 17: Operation Parameters for the 3rd verification case scenario. 

 
From a first analysis, being all the operation parameters the same, we expect, in prin-

ciple, the WPTs to be located mainly in the lower warehouse zone (in the “blue zone” of 
Figure 49), where not only picking probabilities are higher, but also because forklift must 
cross those zones while reaching upper parts of the picking aisles. Moreover, since a sin-
gle bay is present, we expect a static WPT to be placed there.  

The output of the optimization process is reported in Figure 51. 
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Figure 51: Optimal WPT layout found by Matlab solver in the 3rd verification case scenario. 

 
As we can see, the optimal WPT layout follows our expectations. This layout includes 

66 dynamic WPTs, corresponding to 165 m of electrified lanes, and one static WPT, 
mounted in the bay, for an overall cost of 267000 €. The ∆𝑆𝑜𝐶௦௛௜௙௧ is +0.0583%. Com-
putational time requested to find this solution, including all the modelling steps, was ap-
proximately 18 min. Note that, if it is desired to reduce the computational time, heuristic 
techniques may help in finding a solution, even this one, in a significantly lower amount 
of time. However, in that case, optimality of the found solution cannot be guaranteed. In 
this case scenario, heuristics allows to find the same solution in just 16 s. This fact high-
lights the importance of heuristics in performing some first, rough, estimations of the 
system cost. 
 
 

8.4  4th Verification – Real Case Scenario 

This last verification aims at verifying the capability of the methodology to be applied to 
“big” warehouses, modelled using several thousands of nodes. Since the correctness of 
the algorithm to compute a WPT layout which respects the defined parameters has been 
verified in the previous analyses, this verification step will focus on the computational 
time requested, to check if the algorithm is able to solve a big-size problem in a reasonable 
amount of time. 

Basing on the previous verifications we expect that, due to the big warehouse dimen-
sions, a large amount of time may be needed to calculate the Total Times and to build the 
whole constraints set. Moreover, the linear programming problem may require a lot of 
time too, being the number of optimization variables particularly large. 
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The warehouse considered here is reported in Figure 52, and it satisfies the needs of 
a company which produces tires for motor vehicles. It has rectangular shape, with dimen-
sions equal to 245 m and 183 m. There are 50 one-way picking aisles, with picking loca-
tions on both their sides. Other aisles, with two lanes each, are located along the ware-
house perimeter. Moreover, two cross aisles are present, traversing the middle of the pick-
ing aisles. 16 bays are present, eight of them in the left side of the building, the other eight 
on the right side. A total of 2102 operations are possible, with different picking probabil-
ities. The whole warehouse is then modelled using 11094 nodes and 11264 edges, and all 
of them are shown in Figure 52 as, respectively, red dots and red segments. Moreover, 
that figure shows all the corridor IDs, colored in blue, with a prefix “H” or “V” according 
to whether they are horizontal or vertical. Note that all the corridors are one-way, and the 
blue arrows indicate the allowed travel direction. 

Picking probabilities are defined according to class-based storage, so that objects with 
higher picking probability are located closer to loading bays. Four picking probabilities 
classes have been defined, which are named, respectively, purple, red, yellow and blue 
class. Objects belonging to red class, yellow class and blue class have, respectively, twice, 
five times and eight times the probability to be picked than an item belonging to purple 
class. An approximate distribution of the location of the items belonging to the different 
classes is reported in Figure 53. 

For simplicity, it has been assumed that all the objects located in the same picking 
aisle, regardless their picking probability, has to be sent to the same loading bay. The 
loading bay for each operation node are not reported here. All the loading bays are used, 
and each of them allows the placement of a static WPT on it. 

When executing an operation, forklifts travel from bay to operation node and vice 
versa, following the minimal path, even if with some deviations. Note that forklifts paths 
are constrained by the one ways of each corridor/lane (not showed here). Recall also that 
Dijkstra algorithm used here does not allow one-way edges definition. Hence, in order to 
correctly model the path of each operation, a set of intermediate nodes to be crossed has 
been defined for each of them, in order to guide the forklift along the one-ways corridors. 
Items belonging to the same picking aisle have the same set of intermediate nodes, since 
they are assigned to the same bay. Paths followed by the forklift during each picking 
operation are not shown here, for the sake of conciseness. 
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Figure 52: Map of the warehouse, with the modelling entities, used in the 4th verification. 
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Figure 53: Picking probabilities distribution of the 4th verification. Each picking aisle has been colored 
according to the probability of the operations to be executed in different parts of them, using the four 
picking probability classes defined here. 
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Some limitations in the WPT placement on some nodes have been introduced: 
 

 Cross nodes located along the two-lanes vertical corridors can just host vertical 
WPTs; 

 Cross nodes located along the two-lanes horizontal corridors can host horizontal 
WPTs only; 

 To correctly model the curves located at both ends of the lowest horizontal corri-
dor, nodes located at the extremity of them cannot host any WPT, as like as some 
nodes around them; 

 To correctly model the end of a vertical corridor, nodes located at the upper ex-
tremity of each two-lanes vertical corridor cannot host any WPT, as like as some 
nodes around them; 
 

Operation parameters, valid for each operation 𝑗 ∈ 𝒪, are reported in Table 18. Sim-
ulation parameters, identical to the ones used in the past verifications, have been shown 
in Table 13. 
 

Parameter Value 
𝑜𝑡௝ 40 s 
𝑏𝑡௝ 80 s 
𝑏𝑟𝑡௝ 30% 

Table 18: Operation parameters used in the 4th verification. 
 

Being this verification mainly concerned with the optimization time, it is useful to 
report the characteristics of the computer used for the simulation. They are reported in 
Table 19. 
 

Model HP Probook 450 G5 
CPU Intel Core i7-8550U @1.80 GHz 
RAM 16 GB 
GPU NVIDIA GeForce 930MX 

Table 19: Characteristics of the computer used for the 4th verification. 
 

The WPT layout obtained as output of the algorithm built using Matlab is reported in 
Figure 54, and the results are summarized in Table 20 and 21. Note, due to the high num-
ber of modelling entities, the ID of the nodes with a WPT is not shown in that picture, but 
just the position of the WPT modules in the warehouse map. The complete list of the 
nodes with a Part or a Center can be obtained as output of the algorithm, but has not been 
reported here for the sake of brevity. 
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Figure 54: Optimal WPT layout of the 4th verification, calculated by the Matlab algorithm. Red rectangles 
indicate the WPT modules positions, while blue dots are placed near the entry of a bay which must be 
equipped with a static WPT. 
 



 Model Verification 113 

 
 

Dynamic WPT modules 512 

Static WPT modules 16 

Cost 2096000 € 

∆𝑺𝒐𝑪𝒔𝒉𝒊𝒇𝒕 +0.0115 % 
Table 20: Summary of the results of the 4th verification. 

 
 

Algorithm Part Approx. Computation 
Time requested 

Total Times calculation 62 min 

Constraints Building 5 h 45 min 

Optimization 8 h  

Total 14 h 50 min 
Table 21: Computational time required by the 4th verification, using the computer with specifications listed 
in Table 19. 
 

Note that the overall number of dynamic WPT modules placed correspond to 1280 m 
of electrified lanes.  

Through this last verification we have seen that the methodology and the algorithm 
which has been developed work also in real cases. By analyzing Figure 54, it is clear that 
WPT modules have been placed in a physically realizable way, while the system capabil-
ity to calculate the optimal solution has been verified in the second case scenario. Though, 
the computational time needed to find this solution is really high. Consider that a case 
like this can be seen as a “worst case scenario”, due to the high number of nodes, edges 
and operations and, generally, with such a number of operations it is not adviceable to 
calculate the Total Times by using the probabilistic procedure described here. The best 
choice is to estimate them using the position sensors solution which has been described 
in section 5.4 and, considering that such a solution requires some months of forklifts po-
sition monitoring, the time spent for calculating the optimal solution would result to be 
practically neglectable with respect to the monitoring time, making the whole developed 
methodology to be efficiently applicable to every kind of warehouse. 
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Chapter 9 
 

Conclusions 

9.1  Analysis of the results 

The validation section has proven the correct functioning of the methodology and its wide 
range of application. Though the actual optimality of the algorithm solution cannot be 
always demonstrated, the generated WPT positions, both static and dynamic, fully respect 
all the assumptions and all the modelling concepts expressed up to now. The fact that 
each WPT must be located on multiple consecutive nodes – in this case, five – gives a 
strong flexibility to the calculation of the optimal charging system to be installed on the 
warehouse in analysis. Moreover, the warehouse modelling procedure results not to be 
excessively time consuming, and it allows to provide a detailed description of all the op-
erations. It is worth to notice that the whole warehouse modelling data can be generated 
on Microsoft Excel, as like as any other generic spreadsheet, which can be afterwards 
read and loaded by Matlab to be finally handled by the optimization process. 

Some relevant considerations to be done after having analyzed the results, coming 
not only from the four validation studies, but also from all the other studies on warehouses 
made while developing the methodology, are as follows:  
 

 WPTs are always preferentially placed on zones whose node total times sum is 
higher than others, though taking into account all the limitations on the WPT 
placement, as like as nodes with category 4. This can be clearly seen in the 2nd 
validation, where total times are explicitly reported, and also in the 3rd one where, 
even if total times are not reported, the warehouse layout may suggest the more 
utilized areas. 

 In particular, under the assumption made about the fact that a forklift may be 
charged for all the time it is executing an operation over a node equipped with a 
dynamic module, the WPT modules are mostly placed in zones dense of operation 
nodes with high operation probabilities. The reason is that, in those areas, total 
times are higher, due to the operation time spent there by the forklifts when exe-
cuting the operations. If not there, the other optimal WPT locations are, generally, 
the zones near the mostly utilized bays. This occurs especially if the ratio between 
the number of different operations and the number of bays is in the order of the 
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hundreds, as happens in the 4th validation case scenario, and it is even more evi-
dent in a case where there is a single bay node and a large number of different 
operations in the warehouse, like in the 3rd validation. 

 Both the warehouse modelling procedure and the optimization algorithm are suit-
able for real case scenarios, regardless their dimensions, as demonstrated in 4th 
validation. However, the larger the warehouse, the more complex the size of the 
optimization problem typically will be and, consequently, the time it takes for 
obtaining the optimal solution, if any. 

 
 

9.2 Future Improvements 

In this section, a list of the possible improvements which could be applied in the future 
to the described methodology is provided. These improvements are expected to solve 
some critical points about what has been presented in this work, or to simplify the opti-
mization algorithm itself in order to reduce the computation time that is currently needed 
in case of a large problem size. 

Some of these improvements are: 
 

 Add the possibility of modelling aisles/lanes oriented in a non-carthesian way, so 
to make the model suitable for modelling all the warehouse layouts reported in 
section 2.3.1, in particular in Figure 9 and 10. 

 Consider to introduce a parameter, or a set of parameters, which accounts for the 
eventuality that, during a picking/storage operation, the forklift charging by an 
eventual dynamic WPT placed over the operation node would not be possible, or 
would just be partially possible. 

 In this work, the effects of multiple forklifts traveling in the warehouse, and their 
effects on traffic, has not been considered. This improvement can be introduced 
so to let a more realistic analysis of the warehouse forklift movements. 

 For the same reason, consider to introduce a parameter which allows the optimi-
zation process to install more than one static WPT in each bay, according to the 
bay utilization and the average number of forklifts in it at any time. 

 In some cases, it could be useful to define some areas, in the modelled warehouse 
and outside the bays, where static WPTs can be placed directly by the optimization 
process, like a forklift parking area. This improvement may remove the assump-
tion saying that, during the breaks, forklifts can be charged exclusively on static 
WPTs located in bays, and the effective break time they are charging is regulated 
by parameter 𝑘௕௥௘௔௞௦. 

 Consider the effects of accelerations, decelerations and curves on the forklift in-
stantaneous speed, instead of simply defining the average forklift speed 𝑣௙, so to 
improve the calculation of the time spent by the forklift on each node, during each 
operation. 
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 Add the possibility to choose between different optimization criteria, such as to 
maximize the ∆𝑆𝑜𝐶௦௛௜௙௧ statistically provided by the wireless charging system, 
given a certain cost the customer is willing to spend. 

 
Another interesting aspect which could be considered is the formulation of a “hybrid” 

optimization problem, in which some fictitious costs are assigned to situations which 
could not be properly optimal under some technical aspects point of view. One of them 
could be the placement of several, separate, WPT strips (though respecting the minimal 
allowed length of the strip defined in section 7.5.7) which can cause more damages to 
forklift batteries with respect to longer charging strips, due to the more frequent power 
supply discontinuities occurring whenever the forklift enters and exits from the dynamic 
WPT coverage. Moreover, it could be interesting to compare the dynamic wireless charg-
ing system described here with a “classic” charging approach using the technologies re-
ported in section 2.1.2., by considering the costs of the system, which are generally higher 
if using the dynamic charging, and the unavoidable machine downtime periods of the 
“traditional” charging approach.  

However, the strongest and most effective improvement which can be applied is the 
complete elimination of the probabilistic approach. The problems and the eventual solu-
tions relative to it have been initially described in section 5.4. With reference to them, we 
can conclude saying that the proposed solution, in which total times are estimated using 
some position sensors mounted on the forklifts, would be really able to let the optimiza-
tion process to determine a WPT layout which accurately respects the customer energetic 
requirements. To achieve this goal, the forklifts positions must be analyzed for long 
enough time intervals, and in different periods of the year, so to reflect potentially high 
variabilities of the different warehouse areas usage according to the different months. By 
combining the accuracy of computing total times in this way with the capability of the 
model to be applied also to biggest warehouses, as demonstrated in 4th validation, it would 
indeed be possible to obtain a powerful tool, capable to be applied to almost whatever 
real case scenario, and which produces a result able to fully satisfy customer require-
ments.
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