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Summary

For years, social networks have been responsible for the enormous production of
data exchanged on the network [1]. The number of people connected to social
networks has changed over the years and their habits connected to them [2].
The Politecnico di Torino used passive probes to capture internet traffic for 5 years,
from 2013 to 2018, collecting 218TB of compressed text TCP log data relating to
connection flows to a central node of the network in Italy.
The main topic of this thesis is to perform big data analytics to analyze this data
and study users’ behaviour evolution over the 5 years. Firstly, raw logs are filtered
by using big data analytics to eliminate the interaction caused by the social buttons
used by the users that do not correspond to an actual active session on Facebook
(separation between voluntary and involuntary visits).
Then, by using heuristics, user flows are aggregated in sessions describing single
users’ visits. These sessions are then analyzed to understand how the amounts of
data and habits of users towards Facebook have changed over the years, comparing
the takeaway with historical data in the literature.
The main takeaways regard: how the number of visits over the years has changed,
the average size per visit, the duration of visits, how the daily / weekly pattern of
visits has changed, how the time of first visits and the rush hours have changed,
how the frequency of visits to the social network has changed.
The results show a tendency to anticipate the first connection to the platform, a
longer time window for the most intense sessions and, few changes for the seasonal
pattern of use.
From the point of view of the visit frequency, the results show an increase in the
average number of daily visits per user and a decrease in the average time between
two consecutive sessions.
These latest results, combined with the previous ones, confirm a hypothesis of
compulsiveness of users towards the use of the Facebook platform.
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Chapter 1

Introduction

In this first chapter we introduce the thesis work, explaining the choice of the topic,
the use case taken into consideration and, similar works related to social networks
and big data.

1.1 Impact of social networks
For years now, social networks have become part of our lives, influencing them in a
more or less implicit way.
The worldwide spread of social networks has its roots in social reasons such as stay
in touch with friends, find funny or entertaining content, or share photos, videos
and opinions with others [3].
Internet users spend an average of 2 hours and 22 minutes per day on social
networking, while 16 to 24 years old users spend a median of 3 hours a day on
social media [4].

This intense use has had both positive and negative social consequences.
Among the positive consequences there is that every person with marginal points
of view can express his opinion and understand that he is not alone and, when
these people meet via social media, they can do things like create publications,
share opinions and create online communities that reinforce their view of the world
and then break into the common world.
Without social media, social and ethical problems, environmental and political
problems would have minimal visibility.
The better visibility of the problems has shifted the balance of power from the
hands of the few to the masses.
Social studies show that social networks such as Facebook, Instagram and What-
sApp have made us more social, making us better as individuals and as a society,
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being in contact with realities foreign to us [5].

On the other hand, the incredible visibility and networking power given by social
networks has brought with it negative consequences.
Although social networks have increased awareness on niche issues, this has not
always translated into effective actions on those issues, which instead has resulted
in complaining and discussing those issues without leading to real change.
By clicking "like" and "share" buttons people are able to publicly declare their
support for a charity in social media, but it can actually make them less likely to
give a real support to the cause later [6].
Moreover the ease with which it is possible to read and make viral news on social
networks makes it easier to be deceived by fake news.
About the 20% of American adults receive political news primarily through social
networks.
Those who get their political news primarily through social networks tend to be
less informed and more likely to be exposed to fake news than people who get their
news from traditional sources [7].

1.2 Use case: Facebook
The number of users that Facebook has gathered in these years has growth expo-
nentially, reaching 2.85 billion monthly active users in the first quarter of 2021.
Users are considered active if they have logged into Facebook during the past 30
days.
With this numbers, Facebook is the biggest social network worldwide [8].
Being Facebook the most used social network, it is also the one we chose to analyze
and study.

Over the years Facebook has changed, the target to which it was addressed and
the type of usable content has changed, as well as the type of protocol used and its
network infrastructure.
This changes have also influenced the habits of users towards Facebook which are
in turn changed over time [9].

Facebook was born in November 2003 from a project by the Harvard student
Mark Zuckerberg. The original name was Facemash and its purpose was to vote
for student photos on campus.
The following year it spread to other universities, and new features such as the
friend request and the wall, where each user and his friends could post public
messages, were introduced.
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Figure 1.1: Number of monthly active Facebook users worldwide

In February 2009, after having spread also among high school students and having
received various investments, Facebook introduces the "like" button, through which
users could leave positive feedback on the contents published by other users.
In October 2012, after acquiring Instagram, Facebook reaches one billion monthly
active users, becoming the most used social network in the world. Five years later
in June 2017 Facebook reaches 2 billion monthly active users.
The huge audience of Facebook and the data collected becomes a privacy problem
worldwide, in the following years several companies will exploit the data of millions
of users to make behavioral analysis and influence decisions through social media.
In March 2017 one of the biggest scandals related to Facebook data comes to light:
Cambridge Analytica, a company that through the information of more than 87
million Facebook users, uses quiz tools and personalized advertisements to influence
the behavior of voters and the result of the elections.

The impact of Facebook in social relationships and the possibility of using the plat-
form and its data to influence the habits and behavior of users becomes increasingly
clear, the same year the New York Times brings to light another scandal [10].
The New York Times report showed how Facebook made agreements with major
mobile device vendors to share large amounts of users’ personal data with them.
This scandal, along with others, took Facebook to court and eventually Facebook
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put more than 30.000 people working on the platform’s privacy to make it more
secure.

Along with the functional change, the infrastructure and type of network communi-
cation to Facebook has changed over the years in order to manage billions of users
and provide a service that is easily usable and distributed all over the world.
Initially Facebook was a website hosted on a single server which was interfaced via
Rest API, later migrating to different data centers around the world the type of
connection to Facebook has been modified, creating different flows for each user
and using different network protocols and different APIs.

The purpose of this thesis is also to understand how users habits have changed
over the years and in which way.

1.3 Related Works
In this section we will discuss and analyze the main papers exploited for our
analysis.
In particular, we will discuss the two papers published by Facebook researchers
regarding the analysis of user sessions and, software tools such as frameworks and
languages used to conduct the studies.
Moreover we will also present works related to the topics covered such as the
psychological impact of social networks and the big data analysis associated with
them.

1.3.1 Academic papers
The two main papers [11] [12] used were produced by Facebook’s research and
development department.
These two papers analyze the online sessions of Facebook users, giving a definition
of active session per user and defining how data are exchanged from an edge device
to Facebook services.
These two papers were useful in defining a heuristic suitable for grouping user flows
into sessions and were used to validate the results obtained, through the metrics
they used.

The first paper was useful for defining a temporal heuristic to group flows into
sessions based on the duration of the sessions.

The second paper was useful for defining a flow and session dimension heuris-
tic, based on the number of packets exchanged from the edge to Facebook, to
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initialize a session.

The combination of the two heuristics mixed with the exploratory analysis, made
it possible to create a heuristic for grouping the flows into sessions and, to validate
the choices made.

Moreover, beyond these two papers, we will see two papers that present psy-
chological addiction to Facebook and three other papers that address the analysis
of social network data from the point of view of big data.

1.3.2 Understanding Short-term Changes in Online Activ-
ity Sessions [11]

The online activity of users is normally characterized by patterns that reflect the
circadian rhythm and work commitments with patterns that therefore vary between
night and day and during the week.

In this paper, Facebook researchers analyzed data from their platform to find
out more about users’ time patterns, digging into a very small level of detail: the
single user’s session.

The purpose of this study is to predict the duration of sessions and actions per-
formed by users, to improve the online user experience, using the content cache
more efficiently, informing the caching algorithms to anticipate the need for certain
information by users, especially for mobile devices in places with poor internet
connection.
From the first minutes of a session it is possible to understand from the character-
istics of the session whether it will be long or short.
Furthermore, the duration of the session, together with other factors, allows to
understand when the user will return to visit the platform. Within a session, the
time spent by a user on different contents depends on different characteristics and
attributes such as age, number of friends, time spent on the platform since the
session started, etc.
The researchers also found that actions such as likes, comments and shares are not
evenly distributed across sessions.

This paper was particularly useful in defining "active session", a metric used
in the development of the heuristic that groups user flows into sessions.

Human behavior is in fact very heterogeneous, and to control this heterogene-
ity, Facebook researchers have segmented the time series of user activities into
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sessions.
A possible definition of a session is that which begins when a person opens Facebook
and ends when he closes it. However, this means that if a user opens Facebook a
few seconds after closing it, two different sessions are counted, or if a user leaves
the browser open with Facebook without doing anything all day, only one long
session is counted.

Since this definition does not reflect the actual use of the platform, an "active
session" is empirically defined as a series of consecutive interactions with pauses no
longer than 10 minutes.
In other words, an active session consists of all interactions that occur within 10
minutes of previous interactions.

Previous research [13] had shown that 10-15 minutes was an appropriate threshold
for building a session. Also, even using slightly different values, the result did not
change.

1.3.3 Internet Performance from Facebook’s Edge [12]
In this paper, Facebook researchers made a large-scale granular analysis on 10 days
of data exchanged by users of the platform on all PoPs in the world, measuring
the performance in the TCP and HTTP layers of the sessions, identifying spatial
and temporal variations.
However, capturing insights into achievable informations from passive traffic mea-
surements is challenging given that most objects served by Facebook are small.

The purpose of this research is to understand if it is possible to improve performance
by incorporating performance information into Facebook’s routing decisions, with
the ultimate goal of improving the user experience.

The researchers found that throughput is not a useful metric in session iden-
tification, as HTTP sessions can be idle for most of their lifetimes.
The study shows that most user sessions have low latency (median minRTT<40ms),
and that therefore Facebook’s default routing is already great.

While the previous paper was useful for defining a temporal heuristic, this paper
was useful for defining a user flow-to-session dimension heuristic, and it was useful
to understand what could be the metrics to be analyzed in the analysis of the
sessions.

For our thesis work it is important to note that in their studies they always
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consider connection made by a client to Facebook services, opened by an exchange
of 40 packets in a single session, and they did not consider throughput as an useful
metric in session analysis.

1.3.4 Psychology of Social Networking - Facebook addic-
tion

The ever-present nature of Facebook has resulted in a growing body of literature
suggesting its addictive potential [14].
The most recent research [15] in the cyberpsychological field identifies four main
aspects of the experience in social networks: communication, identity, presence and
relationships.

From a psychosocial point of view, social networks can be defined as a digital space,
giving users the ability to manage the social network of relationships and their
social identity. Furthermore, being able to build virtual and real connections at the
same time creates a new reality that is more malleable and dynamic than previous
social networks.
The union of real and virtual relationships leads to three paradoxes:

• Through the use of social networks it is possible to change our social identity
and the perception that people in our network have of us, but external
intervention by our network can influence our identity and reputation even
more easily.

• Through social networks it is possible to highlight certain characteristics of
our person but this exposes users to privacy problems by recomposing the
various traces left by our virtual identity.

• Social networks close the gap between close friendships and acquaintances,
allowing you to expand the network of acquaintances. However, this lack of
differentiation allows us to behave and appear to acquaintances the same way
we behave with close friends, with all the problems that this can bring.

These three paradoxes highlight how the use of social networks must be responsible
for improving interpersonal relationships, otherwise it could cause damage to image
that cannot be easily solved.

From a psychological point of view it has been shown [16] that the use of Facebook
leads to a form of addiction to the gratification it provides.
Research has shown that the main rewards coming from Facebook are due to
the maintenance of relationships, the distraction it causes to pass time and from
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entertainment, the habitual and excessive use of Facebook is motivated by the
desire to escape from negative moods. Some of these rewards are more common in
women and young people.

Researchers have found that Facebook addiction is stronger in individuals who
suffer from loneliness, anxiety or depression and find social support or a way to pass
the time in Facebook. The improvement of the produced mood (mood alteration)
leads to a deficiency in self-regulation.
In severe cases this can lead to addiction with serious negative life consequences.

1.3.5 Big data and social media
Along with the explosion in the growth of social networks, the amount of data
generated has exploded.
Big data searches, which refer to these large datasets, provide information in
different domains, especially in complex applications and social networks.
The management and analysis of large amounts of data associated with social
networks is particularly complex, due to the unstructured nature of the data
collected.
Several researches [17] have tried to analyze and process data from social networks
to understand complex networks.
In particular, there are four areas of big data applied to social networks that have
been studied and analyzed:

• Data storage and processing: Efficiency in data retention supports intensive
data access and queries.

• Extraction of information and prediction of web content: Big data analyzes
allow us to better understand the interests of users to make more accurate
predictions on user behavior.

• Protection of privacy and security: it is important to be able to model a
system for preventing the spread of disinformation from massive data.

• Multilayer networks and multiparty systems: the new supply of big data
applied to social networks provides a set of entities that interact in complicated
patterns on multiple dimensions towards different systems in architectures
with separate services.

Big data and social media analytics have become of great importance for under-
standing patterns in data so that market intelligence can be improved.
Big data are used to monitor social media for market growth and brand manage-
ment [18].
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Businesses struggle to monitor customers as extensively as possible, so it be-
comes important to monitor people’s online behavior for their success. Social media
analysis thus becomes the analysis of users’ online behavior. The phenomenon of
big data applied to social media thus creates a new area called "sentiment analysis".
The aim is to understand what people say and share every day, in order to improve
marketing operations based on feelings.

Furthermore, social networks are characterized by velocity, volume, value, va-
riety, and veracity, the 5 V’s of big data. The frameworks for the analysis of big
data in Social Network Analysis (SNA) are therefore used [19].
Big data analytical approaches are divided into two categories:

• Content-oriented: which focuses on analyzing the contents of social networks
such as text, videos and images. The aim is to discover hidden similarities
and relationships in the contents to be able to transform them into structured
data on which to do further analysis. Analyzes are also conducted that use
Natural Language Processing (NLP) to extract the insights and opinions that
are perceived by the public.

• -Network-oriented: analyzes social network data based on nodes or entities
and their relationships within social networks. Information about users and
nodes can be extracted to predict the rate of news dissemination and how
people are affected within the platform. We also use clustering techniques
on the type of user to group people who have common characteristics to be
exploited for business and marketing occasions.

Despite the numerous researches, methods and applications of big data on social
networks, several challenges remain open to be able to manage these huge amounts
of data and produce value.
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Chapter 2

Dataset

In this chapter we will describe and analyze the dataset used for our study.

2.1 Dataset
The Telecommunication Networks Group of the Politecnico di Torino has created a
tool called Tstat (TCP STatistic and Analysis Tool) cite tsat: web which uses a
passive monitoring infrastructure of a national ISP - Internet Service Provider in
Italy - on a tier- 2 node of the backbone, connected to hundreds of customers and
peering Autonomous systems and some Autonomous systems providers [20].
The passive sniffer captures and analyzes real-time traffic through the use of either
the libpcap library or Endace DAG cards from different points at the edge of the
ISP’s network.
The traffic is processed directly in the ISP’s points-of-presence (PoPs), and is
relayed to the monitoring probes. There is no type of aggregation and customers
are associated with a fixed IP address which is anonymized by the probes.
Each probe exports a single entry for each TCP / UDP stream with statistics per
stream.
Traffic from the various parts of the network is processed by the passive traffic
analyzer mounted on board the probes.
The streams are considered terminated if the packet with the RST flag is observed
or if the default timeout of Tstat is triggered.
Each record row contains classic monitoring fields such as IP, port, number of
packets and number of bytes. In addition, data is extracted from the payload on
application-level information such as ALPN, TLS handshakes, domain name of
servers contacted and other essential data for identifying the service.
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Figure 2.1: TSTAT position on the network.

The probe used collected the data of 10,000 residential ADSLs over 5 years (2013-
2018), the records were created, anonymized and stored in the probe, and then
moved daily to a centralized data center for historical data. The final dataset
was 31.9 TB of anonymized and compressed stream logs (about 247 billion streams).

Started as an evolution of TCPtrace, Tstat analyzes either real-time captured
packet traces, using either common PC hardware or more sophisticated ad-hoc
cards such as the DAG cards.
Beside live capture, Tstat can analyze previously recorded packet-level traces,
supporting various dump formats, such as the one supported by the libpcap library,
and many more.
Assuming that, both forward and backward stream of packets, so that it can
correlate them to infer advanced measurement indexes.
For example, if both TCP data and ACK segments can be analyzed, Tstat rebuilds
each TCP connection status looking at the TCP header in the forward and back-
ward packet flows.
The bi-directionality of the TCP flow analysis allows the derivation of novel statis-
tics (such as, for example, the congestion window size, out-of-sequence segments,
duplicated segments, etc.) which are collected distinguishing both between clients
and servers, (ie, hosts that actively open a connection and hosts that reply to
the connection request) and also identifying internal and external hosts (ie, hosts
located inside or outside the measurement point).
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This methodology has been applied to infer traffic characteristics at the transport
layer, and in particular to the TCP and RTP / RTCP protocols.

The fields of the complete TCP logs are 44 standards metrics + 55 advanced
sets of metrics not always captured and elaborated.
Data are saved as blocks of txt files, one block contains a set of files that group
together 5 minutes of connections.
The first line of each txt file acts as a header and describes in a contracted way
(by means of an abbreviation followed by the number of the field e.g. c-ip: 1) the
content of each field.
Tstat creates a set of TXT flow files: log tcp complete, log tcp nocomplete, complete
udp logs, complete mm logs, complete video logs, complete skype logs, complete
chat logs and log chat messages. Ad each row of streams corresponds to a data
stream and each column (data separated by spaces) is associated with a specific
measure.

Figure 2.2: An example of how the log file is structured.
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Chapter 3

Methodologies

In this chapter the important aspects of the thesis work are clarified and defined in
a more formal way.
In addition, some of the fundamental concepts will be explained and what are the
questions we want to answer/what are the analysis we want to do.

3.1 Methodologies and expected results
The key points of the thesis work can be summarized in two categories, the
methodological contributions and the result contributions.
Methodological contributions:

• Identification of regular expressions to identify the flows of the social network.

• Distinguish between real visits and social buttons (voluntary and involuntary
visits).

• Aggregate flows into sessions.

Once the methodological contributions have been implemented, it is possible to
move on to the result ones on the new data obtained.
Result contributions:

• The increase in the number of visits over time.

• The increase in the average size per visit.

• Duration of visits.

• How daily/weekly pattern has changed over time.

• How the time and type of first visit has changed.
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Figure 3.1: Scheme of methodological contributions.

• How has the frequency of visits changed (compulsive?).

To answer these questions, different analysis have been implemented at different
levels, based on the heuristics we have developed.
Both solutions will be presented in the following chapters.
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3.2 Flows and sessions
The concepts of flow and session are those around which the thesis work is based.
The data used comes from TCP communications, a transport layer packet network
protocol.

• By the term flow we mean the set of all data exchanged, encapsulated in
packets, between a client and a server in one direction only. An action made
by a client towards a server can be broken down into different flows, depending
on the network architecture and the implementation of the protocol in the
platform.
the initial dataset is made up of the flows of users captured in the network
and the responses they receive.

• With the term session we mean the set of all flows in both directions that
group the client-server interactions in a given time span of a user. A single
session can contain various actions such as image views, navigation within the
platform, interactions with other users, etc.

3.3 Data extraction
The raw data acquired by Tstat must then be mapped and filtered to identify flows
to and from Facebook.
Through the use of Spark, regular expressions are applied to full logs to map raw
data into useful metrics. Raw data are mapped 3 times and filtered to get useful
Facebook related metrics.

The first map takes place on the partitioned data which is mapped via map-
Partitions (which converts each partition of the source RDD into multiple elements
of the result - possibly none), for extraction.
For each log line, i.e. TCP flow, 22 fields relating to client-server communication
are extracted.
The service name is also extracted, based on the most reliable information can be
FQDN or SNI or SSL.
If the client is a real client, i.e. inside of the ISP network and the server is outside
the ISP network, the data are returned to the main process to check byte to remove
possible errors caused by the probe.

The TCP streams with the relative useful fields to which a name has been assigned,
are now mapped again twice to obtain the name of the service used and the protocol
used.
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To obtain the name of the service, a dictionary is used which contains the main
FQDN (Fully Qualified Domain Name) keywords for the main services. The service
name is extracted and appended at the end of the previous data, if the service is
not available flag the flow with "other".
To obtain the name of the protocol used for communication, the previously ex-
tracted fields are analyzed. In particular the type of transport protocol (TCP /
UDP) and the connection type (Bitmap stating the connection type as identified by
TCPL7 inspection engine) are analyzed. The protocol used for the communication
is appended at the end of the previous data.

Figure 3.2: An example of how the extracted data are structured.

Finally, the mapped data are filtered to extract only the flows to and from Facebook,
requiring that the field relating to the service is precisely that of the social network
Facebook.

The data thus extracted are cleaned of possible errors made by the probe and
normalized using milliseconds as the unit of measurement of time and bytes as the
unit of measurement of the dimension.
The following are extracted and saved as csv: date, IP, size, number of packets and
throughput for the flows to and from Facebook, divided by year.
The extraction of data relating to Facebook is necessary for the construction of the
dataset on which the analyzes will be carried out. Initially, small data analyzes
will be carried out on small portions of data for small time intervals.

The analyzes made on a few clients will give suggestions on the possible com-
position of traffic and hypotheses will be created from those which will then be
applied on a larger scale to verify them.

A first study is done on a few clients in one week time windows to analyze possible
weekly patterns. In the example shown it is possible to see the amount of data
exchanged by the flows to Facebook of 3 clients with different traffic classes, one
that exchanges a large amount of traffic and ranks in the top 10% of the traffic
exchanged (90th percentile), one that trades an average amount of traffic and is
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Figure 3.3: Plot of one week of extracted data. Three different class of traffic
divided by volume (red: 90th percetile of volume, green: 60th percentile of volume,
blue: 20th percentile of volume).

in the top 40% (60th percentile) and, the last one that trades a small amount of
traffic and is in the top 80% (20th percentile).

3.4 Data filter
In this section we will talk about data filtering. The extracted data, although
filtered, do not provide additional information to that already in our possession.
It is therefore necessary to transform them, changing the format, structure, or
values of data, in order to obtain new metrics to formulate an heuristic and draw
conclusions.

3.4.1 Social buttons and real visits
The TCP flows to and from Facebook may not be caused by "real" visits but by
interactions of users with social buttons [21] e.g.: like, share, comment, cross-site
actions, auto-play of videos.

To aggregate the flows into sessions and analyze the visit patterns, it is nec-
essary to eliminate the contributions due to the social buttons from the flows.
To filter the data relating to social buttons we develop a heuristic given by the
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exploratory data analysis made on the data.

We consider the logs with a duration and a size between the first and the 99th
percentile (to eliminate dirty or negligible data) and then we analyze the flows in
several days of several years.
Starting with a small data analysis, drawing conclusions, validating them on a test
set, and then applying the best solution to the entire dataset.

3.4.2 Exploratory data analysis
The main data of the flows in our possession are size, duration, number of packets
and throughput.
Although, as we will see below, the number of packets and throughput are very
influential from the point of view of the sessions, as far as flows are concerned, this
is not true. In fact, the throughput and the number of packets are not indicative on
the single flow to exclude the actions due to the social buttons, given the different
nature and interaction / implementation of the social buttons themselves.
The exploratory analysis therefore focused more on the size and duration of the
flows.
We expect that the contribution due to social buttons is not, volumetrically speak-
ing, higher than 25% - 30% of the real traffic on Facebook.

The first step in formulating a heuristic is to consider data with a duration between
the first and the 99th percentile. This is because below the first percentile there
are flows with a negligible duration (e.g. <10 ms) and above the 99th percentile
there are excessively large flows due to errors in the transcription of the probe.

The dimension of the flows is first analyzed on these data. We use the ECDF
plot (Empirical Cumulative Distribution Function) which represents the division
function of the empirical measure of a sample, which provides an unbiased and
consistent estimator of the analyzed distribution.
From the ECDF of the flow size it is clear that flows with a size of less than 4.6kB,
equal to 20% of the traffic volume, may be due to social buttons.
Furthermore, connections to Facebook by a user require a TLS handshake flow
with an average size of 4.5kB [22].

The other parameter we analyzed was the duration of the flows to Facebook.
The minimum duration in the sample of data analyzed was between 5 and 10
seconds per flow.
We therefore decided to consider a duration of less than 10 seconds as an interaction
due to social buttons.
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Figure 3.4: ECDF of dimensions of flows to Facebook.

Figure 3.5: Plot of the durations of flows to Facebook.

3.4.3 Validation

To validate the assumptions we considered a maximum reduction in traffic volume
of around 25-30% and we decided to analyze the daily and hourly patterns to see if
they coincided with those in the literature.

19



Methodologies

The parameters in our possession (size, duration, number of flow packets and
throughput) were considered as hyperparameters in a machine learning algorithm
and we tried to find the optimal combination by applying a grid search.

The flow packets and the throughput initially considered were then discarded
from the heuristic search because a flow could exchange an arbitrary quantity of
packets and in any case not be considered part of the social buttons.
In addition, many of the flows had similar throughput and are not indicative of
the use of social buttons.
The heuristics tested using these two parameters truncated much of the traffic and
filtered up to 40% of the total traffic.

The gridsearch applied to the size and duration of the flows considered 4.6, 4.8 and,
5.2 kB for the size of the flows and, 5, 10 and, 15 seconds for the duration of the flows.

The heuristics that used 4.8 and 5.2kB as a threshold for the size of the streams
were overly "aggressive" and filtered out more than 30% of the traffic.
We considered valid the heuristic with 4.6KB of size threshold and 10 seconds of
duration of the streams.

We validated the results obtained in the small data field on larger data sam-
ples. The reduction in traffic volume after filtering the data was 26%. And the
result was considered valid until the tests for subsequent experiments.

The heuristic presented above is the one that gave the most satisfactory results.
After filtering the data, we apply big data heuristics over the entire years, and
analyze the daily and hourly patterns of client traffic through the use of heatmaps.
The heatmaps produced are normalized on the median of traffic per month and on
the number of days/hours relating to the months (to avoid data unbalanced by the
lack of certain time windows).

The daily patterns that can be analyzed after the application of the heuristic are
quite consistent with the data in the literature: first connection at 8am and peak
traffic around 10pm.
These results together with the not excessive reduction in the volume of traffic
indicate that our heuristic is not exaggeratedly filtering even important data and
could be valid.

However, we remain willing to change it if in subsequent experiments some analysis
should have an unexpected value.

20



Methodologies

Figure 3.6: Heatmaps of per capita average traffic in 2014 - No social buttons.

3.4.4 Preliminary results

Figure 3.7: An example plot of the traffic generated by three clients in a week
after filtering the social buttons.

The results obtained, although satisfactory, are considered valid until subsequent
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applications and in any case re-evaluated if they do not comply with future results.

3.5 Tool
For the development of this thesis work different tools were used.
Some tools as platforms made available by the Polytechnic of Turin, others as
frameworks and libraries made available by the language.
In this section we will present the main tools used, what they are, how they work
and how they have been useful.

3.5.1 Python
Python [23] is a high-level programming language, first released publicly in 1991
by its creator Guido van Rossum, a Dutch programmer currently operating at
Dropbox.
It derives its name from the comedy Monty Python’s Flying Circus by the famous
Monty Python, which aired on the BBC during the 1970s.
Python represents one of the main technologies of the core business of giants like
Google (YouTube is heavily based on Python) and ILM.

Convenient, but also simple to use and learn, Python, in the intentions of Guido
van Rossum, was born to be an immediately understandable language. Its syntax is
clean and slim as well as its constructs, very clear and unambiguous. Logical blocks
are built by simply aligning the lines in the same way, increasing the readability
and consistency of the code even if different authors work on them.

Python supports several programming paradigms, such as object-oriented (with
support for multiple inheritance), imperative and functional, and offers strong
dynamic typing.
It comes with an extremely rich built-in library, which together with automatic
memory management and robust exception handling constructs makes Python one
of the richest and most comfortable languages to use.

Python is a pseudocompiled language: an interpreter takes care of analyzing
the source code (simple text files with the extension .py) and, if syntactically
correct, of executing it. In Python, there is no separate compile step (as in C, for
example) that generates an executable file from source.
Being pseudo-interpreted makes Python a portable language. Once a source has
been written, it can be interpreted and executed on most of the platforms currently
used, whatever the operating system is, the presence of the correct version of the
interpreter is enough.

22



Methodologies

These characteristics have made Python [24] the protagonist of a huge spread
all over the world.
This is because it guarantees the rapid development of applications of any com-
plexity in all contexts: from the desktop to the web, passing through video game
development and system scripting.

All the scripts used for the thesis work, from data processing to graphical presenta-
tion, were written in Python.

3.5.2 Jupyter Notebooks - Jupyter Hub
The name of the project "Jupyter" derives from the three basic programming
languages, Julia, Python and R.
Jupyter Notebook [25] is an application based on the client-server model of the
non-profit organization Jupyter Project founded in 2015. It allows the creation and
sharing of web documents in JSON format, which follow a pattern and an ordered
list of input/output cells.
Among other things, these cells offer space for codes, markdown texts, mathematical
formulas and equations or multimedia content (rich media).

The created Jupyter documents can be exported as HTML, PDF, Markdown
or Python documents or alternatively they can be shared with other users via
e-mail, Dropbox, GitHub or your Jupyter Notebook.
The two core components of Notebook Jupyter are a set of different kernels (in-
terpreters) and the dashboard. Kernels are small programs that process language-
specific requests (requests) and react with related responses. A standard kernel is
IPython, a command line interpreter that allows you to work with Python. Over
50 kernels provide support for other languages such as C ++, R, Julia, Ruby,
JavaScript, CoffeeScript, PHP or Java.
The dashboard serves on the one hand as a management interface for individual
kernels and on the other as a central for creating new Notebook documents or for
opening existing projects.

JupyterHub is a multi-user server that includes a proxy, which connects sev-
eral Jupyter Notebook instances together.
It can be hosted in the cloud or on premise and allows the use of a common Note-
book environment. The server administrator manages common access to individual
documents at will (an authentication method can be implemented), while individual
users can concentrate on their tasks.
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The thesis work was carried out on the JupyterHub of the Polytechnic of Turin.
Users spawn servers that are hosted in any worker machine of the BigData@PoliTO
Cluster.
When spawning a server, users request specific amounts of memory and CPU cores
for their notebooks. The distribution of resources in the BigData @ PoliTO cluster
is managed with Kubernetes.
Several programming languages and environments are supported in the Big-
Data@PoliTO Cluster, including Python, Java, R and Octave. Jupyter Notebooks
can also interface with Hadoop services, for example, firing Spark jobs directly
from users’ notebooks to interact with TBs of data stored in HDFS and/or CEPH
distributed file systems.

All popular Python packages are supported by the BigData@PoliTO Cluster, and
the distribution of packages and virtual environments is managed with Anaconda.

3.5.3 Pandas
Pandas [26] is a Python language library useful for data analysis.
The name pandas is the contraction of "panel data" or data set.
Pandas provides a set of functions and methods for working with datasets of
various kinds. In particular, it has implemented functions for managing dataframes,
timeseries and, to plot data.

The convenience of pandas compared to other frameworks/libraries is the speed
and ease of use. However, these facilities also lead to negative consequences such
as the possibility of not being able to work in a distributed manner and the large
amount of RAM used, which can reach up to 8 times the real size of the loaded data.

In this thesis work Pandas is used on small portions of data or on the result
of pre-processing of data made with other frameworks to do data analysis.

3.5.4 Spark - PySpark
Spark [27] is a unified analytics engine for big data processing, with built-in modules
for streaming, SQL, machine learning and graph processing.
It’s the de-facto standard unified analytics engine and largest open-source project
in data processing.

Spark uses clusters of machines to process big data by breaking a large task
into smaller ones and distributing the work among several machines.
The secret to Spark’s performances is parallelism.
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Each parallelized action is referred to as a job. Each job is broken down into stages,
which is a set of ordered steps that, together, accomplish a job.
Tasks are created by the driver and assigned a partition of data to process. These
are the smallest unit of work.

Figure 3.8: Apache Spark Architecture

In the master node, there is the driver program, which drives the application.
The written code behaves like a driver program.
Inside the driver program, the first thing to do is to create a Spark context. Let’s
assume the Spark context is a gateway to all Spark features. Everything done on
Spark goes through the Spark context.
The Spark context works with the cluster manager to handle various jobs.

The driver program and SparkContext take care of the execution of the work
within the cluster.
A job is split into multiple activities that are distributed across the worker node.
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Whenever an RDD is created in the Spark context, it can be deployed across
multiple nodes and can be cached.

The worker nodes are the slave nodes whose carrying out is essentially performing
the activities.
These tasks are then performed on the partitioned RDDs in the worker node and
then return the result to the Spark context.
Spark Context accepts the work, splits the work into tasks, and distributes them
to the worker nodes. These activities work on the partitioned RDD, perform
operations, collect results, and return to the main Spark context.

Apache Spark has a well-defined layered architecture where all components and
layers of spark are loosely coupled. This architecture is integrated with various
extensions and libraries. The Apache Spark architecture is based on two main
abstractions namely the RDD and the DAG.

RDDs (Resilient Distributed Dataset) are the building blocks of any Spark applica-
tion.

• Resilient: Fault tolerant and able to reconstruct data in the event of a failure.

• Distributed: Data distributed across multiple nodes in a cluster.

• Dataset: Collection of data partitioned with values.

It is a layer of abstract data on distributed collection. It is of an immutable nature
and follows lazy transformations. The data in RDD is split into individual on a
key. RDDs are able to recover quickly from any problem as the same data blocks
are replicated across multiple executor nodes.

Direct Acyclic Graph (DAG).
The client sends the spark user application code. When application code is sent,
the driver implicitly converts user code containing transformations and actions
into a cyclic graph logically called DAG. converts the logical graph called DAG
into a physical execution plan with many phases. After converting to a physical
execution plan, it creates physical execution units called tasks at each stage. Then
the activities are grouped and sent to the cluster.

The main feature of Apache Spark is its in-memory cluster computing which
increases the processing speed of an application. Spark provides an interface for
programming entire clusters with implicit data parallelism and fault tolerance. It
is designed to cover a wide range of workloads such as batch applications, iterative
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algorithms, interactive queries, and streaming.

Spark provides several high-level APIs to work with it, written in different lan-
guages. The API for Python is called PySpark which combines the computing
power of Spark with the coding ease of Python.

In our thesis work all the elaborations made on big data were done with PySpark.

3.5.5 Hive
Hive is a datawarehousing framework for distributed processing of large amounts
of data. It fits perfectly into the Big Data scenario and was designed by Facebook
to facilitate the writing of MapReduce tasks on HDFS, Hadoop’s distributed file
system.

The innovative feature of Hive is the adoption of a SQL-like syntax, called HiveQL,
for the definition of the operations to be performed on the data. This has made it
an easy tool to approach both for programmers and for operators from other sectors.

Hive has evolved a lot, entering into close relationship with the universal Big
Data platform, Apache Spark, opening up to various file formats and storage
systems other than HDFS and depopulating on Cloud platforms.

Hive acts as a relational database and in this we can find a certain assonance with
the choice of SQL as a query language. Hive allows to manipulate the files available
to the repositories (HDFS) by means of “virtual” databases that it creates in a
portion of space, called metastore.
The metastore is managed through a relational database which by default is Apache
Derby, but can be replaced with others.
The metadata that will represent the link between the repository files and the
metastore tables that will be stored.

In our thesis work Hive was used to provide data summary, query and analy-
sis.

3.5.6 Hue
Hadoop Hue is an open source UX/UI for Hadoop components. The user can access
Hue right from within the browser and it enhances the productivity of Hadoop
developers.
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Hue is developed by Cloudera and is an open source project. Through Hue,
the user can interact with HDFS and MapReduce applications.
Users do not have to use command line interface to use Hadoop ecosystem to use
Hue.

Hue contains within it several components through which a user can use the
Hadoop ecosystem.

• HDFS browser: Working with Hadoop Ecosystem one of the most important
factors is the ability to access the HDFS browser through which users can
interact with HDFS files interactively.
This provides such an HDFS interface through which all requests can be made
over HDFS.

• Job Browser: The Hadoop ecosystems are made up of many jobs and work
developers need to know which job is currently running on the Hadoop cluster
and which job has completed successfully and which one has errors.
Through the Job browser it is possible to access all information relating to
the job directly from within the browser.

• Hive Query Editor: The Hive Query Editor allows users to write Hive SQL
queries directly within the editor and the result can be shown in the editor.
The hue editor makes query data easier and faster.
The user can write SQL type queries and running these queries can produce
MapReduce jobs by processing data and the job browser can be controlled by
the browser even when it is running.
The result of the query can be shown in the browser.

In our thesis work, Hue was used to explore data from browsers, see partitions and
query results.
It was also useful for analyzing job execution.
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Chapter 4

Methodological Results

This chapter explains and analyzes the process that was necessary to formulate a
heuristic for grouping the individual flows of each user into sessions of the same
user to Facebook.
It also introduces the methodological results, that is to say the ones related to the
validation of the methodology and the transition from flows to sessions.

4.1 Raw logs to flows
As mentioned in the previous chapters we have applied a heuristic to identify the
flows from the raw logs.
Filtering the data to eliminate possible errors due to the probes and identifying
common patterns in the flows to and from Facebook through regex such as

1 service_keywords = {
2 " facebook " :
3 [ " \ . facebook \ . com$ " , " \ . fbcdn \ . net$ " , " \ . facebook \ . net$ " , \
4 "^ fbcdn " , "^ f b s t a t i c " , "^ f b ex t e r na l " , " \ . fbsbx \ . com$ " ]
5 }

Given the large amount of data, we have exported the fields in chunks divided by
years and sorted by date.
The exported fields were the date in milliseconds, protocol used, the IP address
of the client and the server, the service that made the connection, a boolean to
represents if the connection is over tls, application layer protocol of the client and
of the server, two boolean to check if the client and the server are internal to the
network connection, the size, the average rtt, the duration and the number of
packets of the flow.
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Figure 4.1: Raw data to flows.

The results obtained, however, are still not very usable as they have a lot of
fields that we don’t use and present the contributions from the social buttons and
therefore flows not given by "real" visits.

This data was then aggregated, filtered and cleaned to obtain only the date,
the client IPs, the size, the number of packets and the duration of the flows.

Figure 4.2: Raw data of flows filtered.

30



Methodological Results

4.2 Flows to sessions
After validating the heuristic to eliminate social buttons, we looked for a heuristic
to aggregate the flows into sessions.
A session is the set of flows relating to the use of Facebook by a user on an ongoing
basis.

We initially analyze the traffic (size, duration, number of packets, throughput) of a
few clients over several days in relation to the flows produced.
An initial heuristic is formulated which is then applied and validated on multiple
clients in longer time intervals.

Figure 4.3: Per user flows in one day.

The increase in flows over the years corresponds to a shorter duration of the flows.
This can be motivated by a change in the infrastructure used by Facebook and a
change in the type of protocol used for data transmission more efficiently.
In fact, over the years Facebook has gone from the de facto standard TCP protocol,
used for decades on the internet to their implementation of the QUIC [28] protocol,
called FB Zero [29] [30].

The protocol change was implemented to optimize network performance in a
more secure way, so as to provide users with a better experience in the services
offered.
QUIC has shown significant improvements in several metrics, including request
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errors, tail latency, response header size, and numerous others that meaningfully
affect the experience of people using Facebook.
As a first step in formulating the heuristics, we overlap the typical connection
patterns found previously and described in the literature with the set of user flows,
after excluding the use of social buttons.
By associating the frequent connection times with the analyzed flows, we have seen
how a session can be identified with 4 or more successive flows with an average
duration between 4 and 10 minutes in an average time window of 20 minutes.

We then analyzed the behavior of the set of flows in relation to the duration
and quantity of data exchanged (traffic volume and number of packets), looking
for analogies with possible sessions.

4.3 Used heuristic
To the exploratory studies made on the data in our possession, we have added and
enriched the heuristics with the contribution provided by the research carried out
by the engineering department of Facebook [31].
In particular, we used the definition of active session given by Facebook [11],
according to which the interactions of a user towards Facebook are to be considered
as two distinct sessions if there is an inactivity period of more than 10 minutes
between the actions performed in sessions.

Figure 4.4: Facebook Research about distance in time between sessions.

Another important research in the definition of our heuristic was the definition
of a session to Facebook as flows that initially exchange 40 packets (Facebook
handshake) and whose average duration ranges from 5 to 15 minutes [12].
Therefore, combining the studies made on our data with the considerations taken
from the two reference papers, we formulated the heuristics and applied it on 100
clients in different weeks.
Applying the heuristics we noticed a separation of the flows into clusters similar to
the sessions.
The first form of validation is done by comparing the distributions of the size and
duration of the flows before and after applying the heuristics.
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Figure 4.5: Facebook Research about data exchanged to start a session.

Figure 4.6: Flows grouped into sessions after applying the heuristic.

There are no relevant differences that could suggest excessive data loss or a wrong
heuristic.
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(a) Distribution of flows dimension before heuris-
tic.

(b) Distribution of flows dimension after heuristic.

Figure 4.7: Differences in distributions of flows dimensions.
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Chapter 5

Social Network Evolution

In this chapter we present the results obtained, analyzing how user habits have
changed in different types of time patterns.

5.1 Results

Figure 5.1: Differences in traffic to Facebook (Raw data, No social buttons data,
Aggregated into sessions data).

After applying the heuristics we checked how the traffic volume changed.
The expected result was a smaller amount of traffic for each subsequent heuristic
applied, as the amount of filtered traffic was increasing.
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As mentioned in the previous paragraphs, the elimination of social buttons led to a
reduction in the volume of overall traffic of about 26%, while the grouping into
sessions filtered a further 5% of the traffic volume.
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(a) Per capita average volume of sessions to Facebook in 2014.

(b) Per capita average volume of sessions to Facebook in 2015.

Figure 5.2: Differences in average sessions volume over the years
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(c) Per capita average volume of sessions to Facebook in 2016.

(d) Per capita average volume of sessions to Facebook in 2017.

Figure 5.2: Differences in average sessions volume over the years

Over the years, the average size of traffic over time in relation to the number of
users increases, 2016 and 2017 appear to be the years with the greatest amount of
"real" traffic to Facebook, with hourly values up to 7 times higher than 2013.
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We have motivated this growth with the increase in the amount of media present
in the platform, the increase in quality and consequently the weight of the media.
Furthermore, Facebook also has heavily promoted video in its feed generally, reach-
ing 8 billion daily video views per day in November 2015 (latest public data) [32].

From a seasonal point of view, in 2013 the months with the most traffic were April
and May with the peak traffic from 6pm to 10pm (50% / 70% of traffic more than
the average-median month).
In 2014 the months with the most traffic were May and June with the peak traffic
from 6 to 7 and from 20 to 22 (20% / 40% of traffic more than the average-median
month).
In 2015 the months with the most traffic were January, February, March with the
peak traffic from 6 to 7 and continuous in the remaining hours until 22 (20% more
traffic than the average-median month).
In 2016, the months with the most traffic were from January to May with the first
connection presumably from 6 to 7 (20% more traffic than the average-median
month).
In 2017 the months with the most traffic were from January to May with the first
connection presumably around 5/6 (20% / 30% of traffic more than the average-
median month).
In 2018, having only the first 5 months, the data analyzed applying mean and
median are not very significant.

Considering the amount of data exchanged in the years, we can conclude that the
months in which the most data are exchanged are those ranging from January to
May.

On the other hand, from the weekly time point of view, the traffic to Facebook in
2013 increases between 7am and 8am after the night.
The greatest traffic occurs from the 14th to the 28th week, from 8pm to 10pm.
The day with the most traffic is Monday.
Traffic to Facebook in 2014 increases between 7am and 8am after night time.
The greatest traffic occurs from the ninth week to the 29th, from 8pm to 10pm.
The day with the most traffic is Monday.
Traffic to Facebook in 2015 increases between 7am and 8am after night hours.
The greatest traffic occurs from the second week to the 24th, from 8pm to 10pm.
The day with the most traffic is Monday.
Traffic to Facebook in 2016 increases between 6am and 7am after night hours.
The greatest traffic occurs until June and after September, from 8pm to 10pm.
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The day with the most traffic is Monday.
Traffic to Facebook in 2017 increases between 6am and 7am after night hours.
The greatest traffic occurs from the first to the 27th week, from 7pm to 10pm.
The day with the most traffic is Sunday.
Traffic to Facebook in 2018 increases between 6am and 7am after night hours.
The greatest traffic occurs from the 16th to the 19th week, from 7pm to 10pm.

From these data we conclude that 2016 saw a change in trend towards the first
connection to Facebook, going from 7-8am of previous years to 6-7am starting from
2016.
From 2017, the peak of evening traffic occurs an hour earlier, from 7pm to 10pm,
compared to the peak recorded since 2013 which occurred from 8 pm to 10 pm.
On average, the day with the highest traffic is Monday, since 2013.
In 2017, traffic on Sunday almost reaches the traffic of Monday.
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(a) Per capita average duration of sessions to Facebook in 2014.

(b) Per capita average duration of sessions to Facebook in 2015.

Figure 5.3: Differences in average sessions duration over the years

41



Social Network Evolution

(c) Per capita average duration of sessions to Facebook in 2016.

(d) Per capita average duration of sessions to Facebook in 2017.

Figure 5.3: Differences in average sessions duration over the years

42



Social Network Evolution

While the average session volume increases over the years, the average session
duration decreases slightly over time.
Although this behavior may be contradictory, it was a cue to deepen the analysis
and hypothesize that it is an index of compulisiveness in visits, which are therefore
shorter but with more traffic.

As for the annual traffic trend, the duration of the most "intense" sessions also
extends from a time window initially between 4pm and 8pm, up to 10pm.
From a seasonal point of view, the months with the highest session duration are in
the first half of the year, decrease in the summer and increase again at the end of
the year.
This behavior, which may seem strange, was motivated by reasoning about the
nature of the data we hold.
The data treated as mentioned above comes from a probe that detects residential
data from Piedmont. During the summer, thanks to holidays and being away from
home, most of the Facebook traffic is exchanged by mobile data or residential
ADSL of holiday homes and not by residential ADSL in Piedmont.

43



Social Network Evolution

Further analysis were carried out to understand how the first/last visit pattern has
changed over time.
To analyze these patterns we analyzed user sessions at a smaller granularity,
grouping by days of the week and weeks over the years.
In particular, referring to the applied heuristics and analyzing the sessions we
noticed how the first session which occurred on average around 8AM in 2014,
moved to 7AM in 2017, and the last view which in 2014 took place around 8PM
and ended at 10PM, it moved at 7PM until 22PM.
As mentioned previously, the data found suggests a compulsive use of Facebook.
Although it is now a fact that Facebook causes addiction and compulsive use, it is
interesting to prove it with the data we have [33] [34] [35].
We therefore analyzed the average number of sessions per user per day. The number
of visits over the years increases, going from an average of 14 visits per day in
2013-2014, up to 17-18 visits in 2018.
This, combined with the results obtained previously, shows a compulsive form of
visits to the platform.
The confirmation and verification of the hypotheses we have formulated and the
results previously obtained is achieved by calculating the average distance between
two successive sessions over the years and, showing how the monthly average moves.

The average time between two sessions over the years decreases, this confirms
that even from our data it is possible to detect what has been confirmed by the
literature, that is to say that over the years Facebook users have developed a
compulsive form of use of the platform, connecting more and more frequently,
downloading more data, albeit with slightly shorter sessions.

All of our studies and research are largely confirmed by a series of research con-
ducted by the Wall Street Journal [36] these days which based on internal research
on Facebook documents, employee discussions and draft presentations by internal
managers, show the main problems that the platform can bring to users.
An example of these problems is the very "toxic" addiction that many teen girls
have towards Instagram.
Teenagers are developing problems like eating disorders or killing thoughts due to
their time on Instagram, populated only by content that aims to showcase the best
moments, and a pressure to look perfect.
More than the 40% of Instagram users are under the age of 22, and around 22
million young people log into the platform daily.
On average, a young person in America spends 50% more time on Instagram than
on Facebook.

Teens said they wanted to spend less time on the platform, but many failed
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(a) Per capita average volume of session grouped per day of month in 2014.

(b) Per capita average volume of session grouped per day of month in 2017.

Figure 5.4: Differences between first and last connection on average sessions -
Fine granularity.
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Figure 5.5: Per user average number of sessions per day during years.

Figure 5.6: Per user average distance between sessions during years.

due to lack of self-control in doing so.
A manager of the Instagram researchers told his colleagues that, according to the
documents, users often feel "addicted" and know that what they watch hurts them,
but they do not feel able to stop as in some kind of addiction to a drug.
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Chapter 6

Conclusions

This chapter summarizes the thesis work done, starting from the beginning up to
the conclusions.
Possible points of reflection are also proposed regarding possible future works
related to the result or the procedure of the thesis.

6.1 Findings
By analyzing the large quantities of TCP logs of Facebook users, it was possible to
identify the social network flows, divide the involuntary visits from the volunteers
and aggregate the voluntary flows into sessions per user.

After defining some heuristics for the data analysis we obtained several result
contributions.
From 2013 to 2018, the number of visits increases over time.
The average size per visit also increases, although the average length of visits
decreases slightly.
We also saw how the first visit time was brought forward by about an hour during
the day and the time window of maximum use was extended by about two hours.
Finally, we have confirmed on our data several social and psychological studies that
have found in Facebook a form of addiction that causes compulsive use.
In fact, we have seen how the number of visits per day increases and the time
interval between two subsequent visits decreases.
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6.2 Future works
The usefulness of the thesis with regard to future works can be discussed from two
different points of view.
The first concerns the results obtained. In fact, further studies of a social-
psychological nature can be carried out on the data grouped into sessions, as
well as predictions on the future of the use of Facebook.
Another point of view is that concerning the study procedure used and the heuris-
tics. The same process that we applied, unless the infrastructure/protocols of
Facebook changes, can be used for new datasets or future Facebook data.

Furthermore, with the same dataset, one could think of analyzing the traffic
of other social networks and see how they have behaved over the years compared
to Facebook.
Obviously, for the analysis of other platforms, the heuristics would have to be
changed, however the analysis procedure used would remain valid.
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