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Summary

According to the International Technology Roadmap of Semiconductors (ITRS),
the complementary metal-oxide semiconductor (CMOS) technology era is reaching
its technological and economical limits. Several new approaches and technologies
are investigated by industry and academia with the aim to replace the CMOS tech-
nology or to implement hybrid integrated circuits (ICs). Among these, perpendic-
ular Nanomagnetic Logic (pNML) seems to be very promising. This technology
can combine memory and logic computing capability in the same device, giving the
possibility to overcome the von Neumann bottleneck. pNLM exploits nanomag-
nets able to store digital binary information (1 and 0) encoded in their bistable
perpendicular magnetization state (up/down), and to directly modify these mag-
netic states by magnetic field interaction between neighboring magnets.
This work investigates the principles of pNML and proves the reliability of this
technology, focusing on a new magnetic material stack, Ta/CoFeB/MgO/Ta ultra-
thin film. This new stack should be more suitable than the previously investigated
films, such as Co/Pt, Co/Ni, or Fe/Pt, for lower power and higher frequency logic
operations. After the fabrication and characterization of the Ta/CoFeB/MgO/Ta
magnetic structures, Focused Ion Beam (FIB) irradiation is performed to tune
their magnetic properties, allowing to establish the correct coupling between the
magnets and create working logic gates as inverters and majority voters. Design
optimization is supported by micromagnetic simulations. Moreover, this thesis
demonstrates the possibility to perform logic operations exploiting not only 2D
architectures but also more complex and more performing 3D structures.
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1 Introduction

In the last 50 years, the evolution of CMOS and ICs technology was ruled by
the Moore’s law, which states that the number of integrated components on in-
tegrated circuits doubles every two years. This trend is based on the scaling of
the dimensions of the single transistor. The main results were an exponential de-
crease in term of cost and an exponential increase in term of performances. This
direction allowed to move from the 10 µm node in 1971 to the most recent 5 nm
node, but due to unavoidable physical limits, it can not be maintained continu-
ously. To reduce the size is leading to many device fabrication problems, in term of
power dissipation, reliability, temperature and manufacturing costs. New different
approaches, called "More than Moore" and "Beyond CMOS", have started to be
investigated with particular efforts in the recent years.

1.1 Beyond CMOS technology
The International Technology Roadmap Of Semiconductor defines the beyond
CMOS technology as a class of logic and information processing devices with the
aim to extend and partially substitute the CMOS technology. To be reliable re-
placements, these devices have to fulfill different requirements in term of scalability,
delay and power dissipation. Moreover, they should operate at room temperature,
have low fabrication variability and be compatible with CMOS architecture and
processes. But the most important prerequisite concerns the logic. In particular,
these devices must provides concatenation, feedback prevention and the complete
set of Boolean logic operators (NOT, AND, OR). The new devices belonging to
the beyond CMOS technology are classified in three categories:

• Extended field effect transistor (FETs): they exploit the well known MOSFET
technology trying to improve its functionality with novel channel materials,

13



Introduction

like graphene, carbon nanotubes or semiconducting nanowires.

• Non conventional FETs and other charge based devices: The input signal is
still a current or a voltage, but novel materials are implemented. An example
are the Spin-FET, in which drain and source are made by ferromagnetic
materials.

• Non conventional FETs and non charge based devices: they are made by novel
material and use unconventional way to implement the logic state and bias
signals. Examples are spin wave devices and NML.

These devices should be able not only to provides the possibility of scaling and
miniaturization, but also a new computational architecture that can combine in a
single device memory and logic operations. This last feature would be an important
improvement with respect the CMOS technology, allowing to overcome the von
Neumann bottleneck. Magnetic devices can offer the feasibility to fulfill both the
characteristics:

• A bistable remanent magnetization state which can be used to encode and
store binary information (1 and 0).

• The generation of a stray field which couples the magnetic units and allow to
perform logic operation.

This work is focused on the last of the previously mentioned classes and in partic-
ular on the Nanomagnetic Logic.

14



1.2 – NML: Nanomagnetic Logic

1.2 NML: Nanomagnetic Logic
The origin of the NML can be attributed to the exploration of the Quantum
Cellular Automata (QCA). This technology exploited the Coulomb interaction
between electrons belonging to different quantum cells to perform logic operations.
The fundamental step towards the NML was done in the year 2000, when Cowburn
and Welland [4] implemented QCA with magnets (MQCA). Small magnetic dots
made of Permalloy were used as quantum cells and their stray field exploited for
the interaction and modification of the logic state encoded in their magnetization.
NML exploits magnets in which is possible to store binary information and which
are able to interact between each other thanks to dipole magnetic field generated
by them self. This coupling field influences the neighboring magnets, supporting or
preventing their magnetization switch, giving the basis to perform logic operations.
The most important features of NML that make it a good candidate for beyond
CMOS applications are:

• Non-volatility of the stored data

• Possibility of integration with standard CMOS technology

• Absence of interconnections

NML technology has two possible implementations depending on the orientation
of the magnetization with respect to the surface of the magnet: in-plane NML
(iNML) and perpendicular NML (pNML). In iNML the magnetization is parallel
to the magnetic surface, while in pNML it is perpendicular to it (out of plane
magnetization). In contrast with iNML which use Permalloy with dominant shape
anisotropy, the magnetic behaviour of perpendicular nanomagnets made of Co/Pt,
Co/Ni and the most recent CoFeB, is ruled by crystalline and interface anisotropy.
Another important difference between the two implementations is the role of the
clocking field. In iNML the clock field induced a reset state in the magnetization
(high energy state) and after the release of the bias, the magnetization turns fol-
lowing the lower energy states depending on the magnetic environment defined by
the neighboring magnets. In pNML instead, there is not a reset state. The external
field is used to nucleate a new domain in the output and to propagate it through
the domain wall motion along the whole magnet, switching its magnetization state.
This study is focused on pNML. It provides few advantages with respect to the
in-plane implementation [25]. The limit of iNML is that, after few nanomagnets,
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the encoded information becomes unstable due to physical non-idealities (as ther-
mal noise). For this reason, is required to divide the logic circuit into clock zone
in which the maximum number of magnetic unit is limited and in this way, the
signal propagates through a multi-phase clocking system. pNML overcomes this
limit thanks to its intrinsic physical properties and only one clock signal is applied
to the whole circuit, introducing the advantages of a more compact system and a
simpler design.

Figure 1.1: Magnetization vector directions: comparison between iNML and pNML
(image taken from [19]).
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2 Principles of pNML

The goal of this thesis is to demonstrate the possibility to build reliable logic device
made by nanomagnets with perpendicular magnetic anisotropy (PMA). In this
chapter, the fundamentals of pNML and the main physical effects and equations
behind the magnetic properties engineered to perform logic operations are briefly
discussed (for more detailed information about the theory, the reader is referred
to these references: [1], [2]).

2.1 Micromagnetism
The micromagnetic theory is a bridge between the macroscopic Maxwell’s theory
and the quantum theory. Micromagnetism is based on the minimization of the
energy related to the magnetization vector. This minimum is reached through
the generation of a torque on the magnetization vector, which turns its spatial
orientation [1]. The total energy of a magnet has different contributions coming
from different interactions:

Etot = Eexch + Eani + EZeeman + Edemag + Eth + Ems + Eme (2.1)

Exchange energy

Exchange interactions are the responsible of long range order in the material.
They are electrostatic interactions between two neighboring spins, called Si and
Sj, which tend to align them self into a parallel magnetization direction [9]. The
exchange energy is described by the formula:

Eexch = −2J0Si · Sj = −2J0SiSj cosφ (2.2)

Where J0 is the exchange constant, Si,j are the spin vectors and φ is the angle
between them. Due to the presence of the minus sign, this energy contribution is
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minimized when the spins are parallels (φ = 0 and cosφ = 1). For a bulk material,
the exchange energy of a pair of spin is integrated over the bulk volume V, and
eq. 2.2 becomes:

Eexch = A
∫
V

(∇M(r))2dV (2.3)

M is the magnetization vector, which depends on the position r and A is the ex-
change stiffness, a material constant which describes how strongly two neighboring
spins tend to stay parallel aligned.

Anisotropy energy

In the absence of an external magnetic field, the magnetization vector tends to
align along an energetic favourable direction called easy axis (hard axis instead is
the most energetic one). The electrons orbitals are linked to the magnet crystallo-
graphic structure and their interaction with the spins makes the last to prefer to
align along a certain crystallographic direction. The fact that the magnetization
lies on a specific direction with respect to the crystallographic structure is called
magnetic anisotropy. The energy related to this magnetic property has different
contributions:

• Magnetocrystalline anisotropy
The magnetocrystalline anisotropy, called also uniaxial anisotropy, derives
from spin-orbit interactions and the energy related depends on the angle θ
between the magnetization vector and the easy axis [2]:

Eani,u =
∫

(Ku1 sin2 θ +Ku2 sin4 θ)dV (2.4)

With Ku1 and Ku2 defined as uniaxial anisotropy constant, while V is the
volume of the magnetic material. Here, the energy minimum is reached when
the magnetization vector is parallel or a antiparallel with respect to the easy
axis (θ = 0 or θ = π).

• Shape anisotropy
The origin of the shape anisotropy lies in the long-range dipole-dipole inter-
action. This interaction generates a magnetic field, called stray field, which
counteracts the magnetization [6]. The corresponding energy is:

Eani,s = µ0

2 VMNM (2.5)
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2.1 – Micromagnetism

Where V is the volume, M is the magnetization vector and N is the demag-
netizing tensor, which contains the dependency on the geometrical shape.
Magnetic thin film can be approximated as a spheroid due to the higher lat-
eral extension with respect to the thickness, and the previous formula can be
rewritten as:

Eani,s = µ0

2 VM
2 cos2 θ (2.6)

θ is the angle between M and the vector normal to the surface. This means
that this contribution tends to orient the magnetization vector parallel to the
surface plane (energy minimized for θ = ±π

2 ).

• Interface anisotropy
This contribution arises in multi-layer structures, when the symmetry of the
crystallographic structure is broken at the interface between ferromagnetic
and non-magnetic materials. The related energy contribution is defined as:

Eani,i =
∫
Ki[1− (M · n)2]dA (2.7)

This energy is minimized when the magnetization is parallel to the surface
normal, i.e perpendicular magnetization.

Demagnetization energy

The demagnetization energy contribution is related to the intensity of the stray
field:

Edemag = µ0

2

∫
space

H2
demagdV = −1

2

∫
magnet

M ·HdemagdV (2.8)

The origin of the stray field can be tracked in the divergence of the magnetization
[9]. When the magnetization vector meets a surface, it is suddenly stopped and
the magnetic monopoles left on the surface generates an opposite field Hd. If
one consider a magnet with an infinite lateral extension, this energy contribution
will tend to orient the magnetization vector in-plane. In this configuration, the
magnetization divergence is only at the ends of the magnet, supposed to be at
infinite distance, and the demagnetizing field will be equal to zero. If instead the
magnetization is perpendicular to the surface, a lot of magnetic monopoles will be
generated on the upper and bottom surface of the magnet, giving rise to a strong
stray field. This energy contribution is directly linked with the shape anisotropy.
Depending on the shape of the structure, the magnetization vector will lie along
the direction which minimized the most the charge density on the surface [2].

19



Principles of pNML

Zeeman energy

The Zeeman energy originates from the interaction of the magnetization vector
and an applied external field.

EZeeman = −Ms

∫
Hext ·MdV (2.9)

To minimize this contribution, the magnetization vector tends to align along the
field direction. There are other energy contributions as the thermal energy Eth,
the magnetoelastic Eme and the magnetostrictive energy Ems.
The magnetic texture of a magnet is the result of the competition of all these energy
contributions [2]. The reason of the presence of magnetic domains (regions with
parallel magnetization) in ferromagnetic materials derives from the minimization
of the demagnetization energy [2]. More the magnetic structure is divided into
domains of opposite magnetization, less is the stray field and the energy related to
it. But the number of domains is not infinite. The regions of transition between
domains, called domain walls, are energetic regions in which the magnetization
vector rotates from one direction to the opposite one. Rotating, at a certain point,
it lies along the hard axis direction, which costs energy [2]. This energy cost per
unit of area is defined as:

σDW = NKa
2 (2.10)

N is the number of site in which the spins rotate, a is the lattice constant and
K the anisotropy constant. Smaller is the width of the domain wall (lower N),
less magnetic moments will be aligned along directions different from the easy
axis, reducing the anistropy energy contribution [2]. On the other hand, a small
number of atoms in the domain wall means that the variation direction between
two consecutive magnetic moment is high, leading to an increase in the exchange
energy [2]. Hence, another energy term related to the exchange interaction must
be added in the domain wall energy formula:

σDW = NKa
2 + J0S

2 π2

Na2 (2.11)

Minimizing this energy, is possible to extrapolate the equation that describes the
domain wall width:

δ = πS

√
2J
Ka

= π

√
A

K
(2.12)

This result tells that the exchange interactions favor a broad domain wall, while the
anisotropy tends to shrink its size. Therefore, the width of a domain wall is defined
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by the balance between the exchange and anisotropy energies, while the formation
of domains, by the balance between the demagnetizing energy and the energy
cost to create a new domain wall [2]. The domain wall are classified according
to the angle between the magnetization of two neighboring domains. A 180° wall
separates two domains with opposite magnetization, a 90° wall, two domains with
perpendicular magnetization (fig.2.1 (a)). Between the 180° wall, is possible to
distinguish two types of domain wall depending on how the magnetization rotates.
One possible configuration is the Bloch wall, in which the magnetization rotates
in a plane parallel to the plane of the wall. The other is the Nèel wall, in wich the
magnetization rotates in a plane perpendicular to the wall (fig.2.1(b)) [2].

(a) 90° and 180° domain walls (b) 180° walls: Bloch and Nèel wall (image taken
from [16])

Figure 2.1: Domain wall classification

This study deals with magnetic multi-layers samples. The thickness of this layers is
nanometric, which means that the contribution of the interface anisotropy becomes
important [10]. If its strength overcomes the shape anisotropy, the easy-axis rotates
from in-plane to out-of plane, leading to the development of the perpendicular
magnetic anisotropy (PMA). Usaully, all the anisotropy energy contributions are
combined in a single term called effective anisotropy energy and its density is
defined as [9]:

εani = Keff sin2 θ (2.13)

Keff is the effective anisotropy constant and θ is the angle between M and the
surface normal. The effective anisotropy constant can be written considering all
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the previously mentioned anisotropy contributed as follow [12]:

Keff = Ku −
1
2µ0M

2
s + 2Ki

tlayer
(2.14)

Where tlayer is the thickness of the ferromagnetic layer.
When Keff > 0 the effective anisotropy energy is minimized for θ = 0 or π, which
means that the easy-axis turns out of plane and the material develops the PMA.
When instead Keff < 0, the easy-axis is in-plane being the energy minimized for
θ = −π

2 or π
2 [12]. Another important parameter that derives from the minimiza-

tion of energy is the critical domain diameter Dcrit:

Dcrit =
72
√
AKeff

µ0M2
s

(2.15)

It defines the maximum possible feature size to have the single domain state,
which is fundamental to store the information [2]. Above that, the multi-domain
configuration is more energetic favourable.
In order to understand how the magnetization vector dynamics evolves in time to
reduce the energy of the system, is important to briefly discuss the magnetic and
mechanical properties of a moving electron [2]. Bohr defined the atomic magnetic
moment from the current generated by an electron circulating around the nucleus
of an atom:

md = IA = −eω0

2 r2 (2.16)

Where r is the orbit radius, ω0 the circular frequency and e is the electron charge.
The nucleus exerts a force on the electron, generating an angular momentum L:

L = ω0mer
2 (2.17)

with me the electron mass. The magnetic moment and the angular momentum
are linked by a quantity called gyromagnetic ratio:

md = γL (2.18)

Taking in consideration also the magnetic moment from the electron spin, the
previous formula becomes:

md = gγL (2.19)

Where g is the Lande gyromagnetic splitting factor. When an external field (Hext)
is applied, a torque force T acts on the magnetic moment:

T = µ0md ×Hext (2.20)
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This torque leads the magnetic moment to precess around the magnetic field direc-
tion. The torque can be also seen as the time derivative of the angular momentum,
and eq. 2.18 can be rewritten as:

T = dL

dt
= 1
gγ

dmd

dt
= µ0md ×Hext (2.21)

From this formula, the basic equation of motion of the magnetization vector is
derived:

dM(r, t)
dt

= −γLLG[M(r, t)×Hext(r, t)] (2.22)

This equation describes the precession motion of M around Hext without take into
account the dissipation. Without dissipation, the magnetization precession would
never stop. The Ohmic dissipation term that must be add to eq. 2.22 is:

(
dM(r, t)

dt

)
|diss = α

Ms

[M(r, t)× dM(r, t)
dt

] (2.23)

Where α is the damping constant andMs the saturation magnetization. Summing
all the contribution, the final equation becomes:

dM(r, t)
dt

= −γLLG[M(r, t)×Heff (r, t)]−
αγLLG
Ms

[M(r, t)×M(r, t)×Heff (r, t)]
(2.24)

This equation is known as the Landau-Lifshitz equation (LLG) and describes the
time variant magnetization dynamics under an effective field (Heff ). The first
term is referred to the precession motion, while the second to the damping. In the
final eq. 2.24 the external field Hext is replaced by the more general effective field,
which takes into account different contributions, as the demagnetizing field, the
field generated by the exchange interactions, the anisotropy field and the thermal
field:

Heff = Hext + Hdemag + Hexch + Hani + Hth (2.25)
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Figure 2.2: Vector description of the LLG equation (image taken from [5]).

2.2 Fundamentals of pNML

Perpendicular Nanomagnetic Logic exploits single domain nanomagnets with per-
pendicular magnetic anisotropy (PMA). They posses a bistable out of plane mag-
netization state which encodes the Boolean logic states 1 and 0. Neighboring mag-
nets can interact by field coupling giving the possibility to realize Boolean logic
functions. This technology provides a tunable switching mechanism, a controllable
direction propagation of the signal and the feasibility to build 3D structure and
architecture.
The physical phenomenon at the basis of the information retantion and transmis-
sion is the switching process of a nanomagnet. The switching process is charac-
terized by the nucleation of a new domain and by the following propagation of
its domain walls through the whole structure. Hence, in order to calculate the
switching time of the magnet, both the nucleation time and the propagation time
must be taken into account:

tswitch = tnuc + tprop (2.26)
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2.2 – Fundamentals of pNML

Figure 2.3: pNML: output magnet switching process (image taken from [3]).

Even if the complete magnetization reversal of a multi-layer structure is not coher-
ent, it starts with the nucleation of a new domain in a small spot in the material.
The domain nucleation is a coherent reversal process and it can be modeled by
the Stoner-Wohlfarth model [23]. This model defines the field required to switch
the magnetization of an area with effective anisotropy Keff :

Hani = 2Keff

µoMs

(2.27)

This field is called anisotropy field. Consequently, the magnetization reversal event
generally occurs in the regions of lowest anisotropy, which are randomly distributed
in the sample. To control the nucleation and the switching, Focused Ion beam ir-
radiation (A) is widely used to create a local region of lowered anisotropy, called
artificial nucleation center (e.g. [11] , [12]). The clock field required to nucle-
ate the new domain in the ANC is the main parameter which affect the power
consumption. The clocking frequency and so, the speed of the device, is instead
mainly dependent on the propagation of the domain along the whole structure.
The propagation of the new domain under an external field (usually lower then
the one required for the nucleation) implies the motion of a domain wall. This
motion is the direct consequence of the minimization of the Zeeman energy and it
is characterized by a velocity, called domain wall velocity.
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Figure 2.4: DW velocity versus the applied magnetic field in magnetic multi-layer
with PMA. The dashed line represents the DW velocity in an ideal ferromagnet
(image taken from [14])

Fig.2.4 shows the behaviour of the domain wall velocity with respect to the applied
external magnetic field. The diagonal dashed line represents the velocity behaviour
in case of an ideal ferromagnet. Without crystallographic defects and disorder, the
relationship would be simply:

vDW = µwH (2.28)

Whit µw the domain wall mobility. In the real case instead, the domain wall
velocity has a non linear dependence on the external field, and depending on its
value, different regimes of motion can be defined.

• Creep regime: This regime occurs for very small value of external field. The
domain walls are pinned at the defects and the motion is random thermally
activated. Anyway, the clock field are usually much larger then Hdep and this
mechanism is irrelevant for pNML application.

• Depinning regime: For applied field higher then Hdep the velocity increases
exponentially with the field. The motion is still thermally activated and the
velocity strongly depends on the T.

• Flow regime: In the flow regime the field is much higher then Hdep and
the crystallographic disorder and the temperature become irrelevant. The
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velocity has a linear relationship with the clock field:

vDW = v0µw(H −Hdep) (2.29)

• Saturation: After a certain field, the so called Walker limit, the velocity
saturates.

HWalker = 1
2αMs (2.30)

In particular, above this field value, the domain wall velocity may fluctuate
or even oscillate. This behaviour is due to the coexistence of two senses of
spin precession. When the effective field is high, the spin inside a Bloch wall
start to rotate around the field direction, involving also the Nèel type wall.
The harmony between the two types of wall generates oscillation in the wall
velocity.

Important concepts for pNML operation are the Pinning and Depinning [21]. The
pinning means the the domain wall is blocked by something and can not move. In
other words, there is an energy barrier that opposes to the wall motion [21]. This
energy barrier can be introduced by crystallographic defects and impurities, or by
an anisotropy gradient [8]. To depin the domain wall, this energy barrier must be
overcome, and it can be done trough the application of an external field (Zeeman
energy), a current, or by the temperature (thermal energy). An engineered pin-
ning and depinning of the domain propagation can allow to store information and
synchronize information in complex pNML circuits. Artificial pinning sites can be
introduced creating physical and geometrical deformation, called notches [21], or
by anisotropy gradient generated by FIB irradiation, called barriers .

(a) Notch (b) Barrier

Figure 2.5: Artificial pinning sites.
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In order to have an error free operation of a pNML circuit, the switching event of
the magnet has to be completed during the clocking field pulses, bringing to the
following constrain [3]:

tswitch = tnuc + tprop < tclock (2.31)

So, to calculate the switching time of a magnet and the relate clocking frequency,
both the nucleation time and the propagation time must be taken into account.
The domain nucleation at the ANC is influenced by the neighboring input magnets.
The result is a superposition of coupling fields that must be added to the clock
field, locally increasing or decreasing the effective field applied in the region of the
ANC.

Heff = Hclock −
∑

MiCi (2.32)

Where Ci are the coupling fields and Mi the magnetization of the corresponding
input (M ∈ {−1,1}). One of the most important parameter which describes the
reliability of a pNML circuit is the nucleation probability Pnuc. It gives the proba-
bility to have a nucleation in the ANC with an effective field Heff in an effective
time teff and it is modeled by an Arrhenius switching model:

Pnuc(teff , Heff ) = 1− exp
(
−teff
τ(Heff )

)
(2.33)

With τ the inverse of the switching rate. The effect of the coupling fields is to
increase or decrease dramatically this nucleation probability. If a magnet should
not switch during a computation, the coupling fields have to prevent the domain
nucleation during the clocking time, delaying the nucleation time (tnuc) above tclock.
If instead the switch is required, they should support the clocking field, reducing
the nucleation time . The conditions for a reliable logic operation are:

Psupported = Pnuc(tnuc, Hclock + |Ceff |)⇒ 1 (2.34)

Pprevented = Pnuc(tclock, Hclock − |Ceff |)⇒ 0 (2.35)

Hence, the nucleation time can be derived from the probability:

tnuc = −τ(Heff ) · ln (1− Pnuc) (2.36)

Experimentally, the nucleation time can be easily computed from the propagation
time [3]. The propagation time is much easier to be obtained, the only missing
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ingredient is the domain wall velocity. The velocity can be determined by checking
the displacement of the domain wall between two consecutive image (before and
after the applied pulse Hpulse for a time teff ) taken by a wide-field magneto-optical
Kerr microscope (WMOKE) (see appendix A). The velocity is:

vDW (Hpulse) = lprop(Hpulse)
teff

(2.37)

Then, the nucleation time can be determined by saturating the magnet, applying
a pulse of time teff and measuring the propagating distance:

tnuc = teff −
lprop

vDW (Hpulse)
(2.38)

In this way is possible to determine the switching time of a magnet and the corre-
sponding clocking frequency needed, which is one of the most important figure of
merit that characterized the reliability of a pNML circuit.
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3 New generation of pNLM
device: CoFeB/MgO thin
film

In the last years, different materials showing PMA were studied to find the one
more suitable for magnetic memory and logic devices. PMA was initially observed
in transition metal (TM) and rare earth (RE) alloys (like TbCoFe or GdCoFe), but
due to the low Curie temperature and due to the fact that the magnetic properties
of RE are very sensible to oxidation, new material investigations were necessary.
TMs were then exploited in multilayer structures like Co/Pt or Co/Ni where the
PMA is the result of interface properties. These materials proved to be good
candidates for PMA devices in term of performances, but they have drawbacks
from a power consumption point of view. They show an high depinning field
(HDEP ) and an high spin-orbit coupling which leads to very high damping constant
α and results in a large threshold current (JC) for domain wall motion ([13]). So, it
was necessary to find a new structure that links the possibility to store information
and do logic operations with high performance, but that also requiring low energy.
Ta/CoFeB/MgO stack seems to fulfill all the desired characteristics thanks to its
high anisotropy and low damping.

3.1 CoFeB/MgO interface

Li et al. demonstrated that the origin and the strength of PMA, in Ta/CoFeB/M-
gO/Ta structure, is linked with the nature of the CoFeB/MgO interface and with
the thickness of the magnetic layer. In particular PMA arises from local lattice
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change and atom bonding of the TMs at the interface. Microstructural studies
([10]) show that during an annealing process of the structure, the magnetic layer
starts to move from an amorphous to a crystalline state. This is associated with
the onset of B diffusion which leads to the formation of a cubic crystal structure
of CoFe. If the thickness of the CoFeB film is low ( between 1-1.3 nm), this crys-
tallization is not homogeneous, but it results in a partially crystallized structures,
especially in the proximity of the CoFeB/MgO interface. The lattice mismatched
generates strains and distortions which introduces anisotropy. More the thickness
of the magnetic film increases, more relaxation, through the generation of dis-
locations, is introduced, reducing the anisotropy. This broken symmetry at the
interface develops a crystal field effect which can introduce PMA by modifying
the local band structure via spin-orbit coupling. Spin-orbit coupling leads to a
decrease in the degeneracy in the TM d-orbitals and to the formation of Fe(Co)
3d - O 2p orbitals hybridization. Peng S. suggested that also the interface seed
layer/CofeB plays a role in introducing PMA, again through the hybridization of
both d and p orbitals by spin orbit coupling.

3.2 Sample fabrication

Stack deposition

The Ta/CoFeB/MgO/Ta stack fabricated in this work is deposited via RF mag-
netron sputtering at room temperature. The sample is deposited on a Si wafer (1
cm x 1 cm) with SiO2 (100 nm thick) thermally grow on top for electrical insula-
tion. After an hot-plate annealing to remove water particles from the surface, the
Si/SiO2 sample is introduced in the main deposition chamber. A further cleaning
is done by UV radiation and ions gun in order to remove all the unwanted particles
in the chamber and reach the right working pressure (∼ 1 · 10−6 − 1 · 10−7bar). In
particular, the stack is made with a Co20Fe60B20 alloy. The nominal thicknesses
is Ta(2)/CoFeB(1.1)/MgO(2)/Ta(3) (numbers given in nm). The plasma is gen-
erated by Ar and each material is sputtered with a working pressure of 4 µbar,
exception made for the MgO layer (1 µbar) as shown in table 3.1.
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3.2 – Sample fabrication

Layer Target Power Thickness Duration Pressure
[W] [nm] [s] [µbar]

Adhesion/Seed Ta 40 2 43.7 4
Magnetic CoFeB 40 1.1 39.4 4
Oxide MgO 40 2 300 1

Capping Ta 40 3 65.6 4

Table 3.1: Sputtering parameters

Figure 3.1: Laser MOKE image: as deposited state. The image on the left repre-
sents the output signal of the MOKE and the magnetic field measured by the sensor
over the time. On the left instead, the hysteresis.
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Ta is chosen as seed layer for different reasons:

• To minimized the roughness

• Because is a good getter of boron (B)

• To improve the PMA (as demonstrated by Peng S.)

The capping layer instead is used to protect the sample from oxidation, which can
ruin the magnetic properties reducing the PMA.
After the sputtering, the magnetic properties of the sample are checked via Laser-
scanning MOKE (see appendix A). The measurement result is shown in figure 3.1
The right plot shows the measured hysteresis, computed with an out-of-plane field
ranging between -200 mT and 200 mT. The signal is very noisy, but it is clear that
there is not a remanent state and consequently, PMA. To induce and out-of-plane
magnetization, the sample needs a thermal annealing process.

Thermal annealing

From the study of Meng et al. it is shown that, depending on the thickness of the
magnetic layer, there is a temperature window in which the PMA can increase. In
this range, the annealing promotes the boron diffusion towards the seed layer and
the onset of the crystallization of CoFe, turning the easy axis from in-plane to out-
of-plane. For too high temperature, the PMA strength starts to be reduced. This
can be due to a degradation of the hybridization of the Fe 3d and O 2p orbital and
to the onset of the diffusion of Ta in the CoFeB ([15]). In particular, Miyakawa
et al. demonstrated that the drop in the PMA starts to occur only when the Ta
atoms reach the CoFeB/MgO interface, reducing Kinterface.
In this work, the annealing is done in a N2 controlled atmosphere at 275°C, for 5
minutes.
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(a) (b)

Figure 3.2: After annealing: a) Hysteresis measured by the LMOKE b) Magnetic
domains imaged by the WMOKE (50x objective).

Fig.3.2 shows the sample hysteresis after annealing. The presence of an hysteresis
means that, after the annealing step, the structure developed PMA. From this
measure, the coercivity (HC) is found to be ∼ 1.5mT . The width of the hysteresis
is related to the effective anisotropy energy. The effective anisotropy term keeps
into account all the anisotropy contributions that favour both the out-of-plane and
in-plane magnetization. But a small area is an hint that or the developed PMA
is not too strong, or that the demagnetizing contribution, and so, the saturation
magnetization (MS), is quite high. Exploiting the wide-field MOKE (see appendix
A), is possible to image the magnetic domains, as shown by Fig.3.2. To give an
idea of the size of the magnetic domains, the image is taken with a 50x objective,
which means that each side of the image is ∼ 83µm. Found the wanted magnetic
properties with this sample, the next step will be to pattern nanostructures on it
and perform a study on their switching behaviour.
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4 Engineered domain nucle-
ation

The goal of this work is to prove the possibility to perform basic logic operation
with Ta/CoFeB/MgO/Ta stack. To do so, it is necessary to have control over the
domain nucleation in the magnet which acts as output gate in the logic device.
After the fabrication process, the magnets show an inhomogeneous anisotropy
distribution due to an unavoidable presence of defects. In this conditions, the
nucleation of a new domain will occur in random spots where the local anisotropy
is lower (generally close to the edges, where the amount of defects is higher). This
mechanism is known as domain nucleation via coherent rotation, well described
by the Stoner-Wohlfarth model ([23]). It is necessary a different nucleation mech-
anism, which can be controlled and which can dominate the magnetization switch
of the magnet. Nucleation by depinning is an alternative, the basic principle is the
nucleation of new domain in a precise region in which the anisotropy is artificially
reduced. Then, to propagate in the whole material, the domain has to overcome
the anisotropy gradient created between the artificial nucleation center (ANC )
and the rest of the magnet. Focused ion beam irradiation is the key to reach our
goal (see appendix A for more information about the FIB system). A study of
Mendisch et al. demonstrated that by means of collisions between the ions and
the atoms of the sample, it is possible to rearrange the sample crystallographic
structure, modifying its magnetic properties. In particular, two different irradi-
ation steps are generally needed. The first, called areal irradiation, is a global
irradiation to obtain an uniform distribution of anisotropy and increase its value
over the whole magnet, while the second is a local irradiation, with an higher dose,
to create the ANC. In this section a study over different ions doses for both the
steps is performed. The aim is to find the right doses that allow to control over
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the nucleation phenomenon. Moreover, also the position and the geometry of the
artificial nucleation center will be investigated through micromagnetic simulations,
in order to optimize the reversal magnetization process.
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4.1 Structures patterning
The structures under test are six wires with different widths, from 700 nm to 450
nm (step of 50 nm), with a length of 10 µm (Fig.4.1(a)). The patterning process
is summarized in the following steps:

• FIB lithography

• Hard mask evaporation

• Lift off

• Ion beam etching

First of all, the PMMA resist (∼ 35nm) is spin coated on the sample and then it is
illuminated by FIB, with a Ga+ ions dose ∼ 3.8 ·1012 ions

cm2 . After the irradiation the
resist is developed, obtaining the negative of the mask layout (being the PMMA
a positive resist). As hard mask for etching, a thin layer of Ti (∼ 6.5 nm) is
deposited over the whole structure and then, by a lift-off process, all the resist and
consequently the Ti on top of it, are removed. By Ar+ ions beam etching, all the
parts not covered by the Ti mask are etched, obtaining the mask layout.

(a) (b)

Figure 4.1: a) CAD model of a box containing the test structures to pattern for the
irradiation study b) WMOKE image of the patterned test wires (50x objective).

The sample contains different boxes with the same structures inside. Each of these
box will be irradiated with a different ion doses in the next irradiation studies.
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In this patterning process, not only wires are fabricated, but also the planar in-
verters on which we will discuss later.

4.2 Areal irradiation study
The areal irradiation is a global irradiation with the aim of uniforming the anisotropy
of the magnet [12]. The idea behind this process is to modify the stechiometry of
the magnet, through a quite low ion dose. The main effect is an increase in the
switching field of the structure by few mT. This increment allows also to have an
higher switching field difference between input and output, which is fundamental
to perform logic operations. This result comes from the work of Mendisch et al.,
where it was found an interesting trend of the coercivity with respect to the FIB
irradiation dose. As shown in the graph on the right in fig.4.2, increasing the dose
value, the coercivity undergoes an increment for the lowest doses, reaches a maxi-
mum and then starts to decrease to zero (in-plane magnetization condition). But
the ion doses are not fixed, they vary sample by sample. They strongly depends
on the physical characteristics of the structures after the fabrication process, like
the amount of defects. The aim of this section is to study different ion doses in
order to find the one that maximizes the switching field of the wires.

Figure 4.2: Ga+ dose dependent evolution of the saturation magnetization Ms and
coercivity Hc (image taken from [11]).
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4.2.1 Methodology

The experiment is carried on measuring by WMOKE the switching field of the
wires before and after the irradiation. The measurement is done by generating a
train of pulses with an increasing field value. For each field value, five pulses are
generated in order to include statistics. Before each excitation pulse, a saturation
pulse with opposite value is applied to induce a reset state. To check the switch-
ing of the magnets, an image before and after each excitation pulse is taken and
the corresponding differential image is analyzed. The differential image is used to
maximize the contrast and to highlight the switching event. This procedure is re-
peated before and after the FIB irradiation, where each box of wires is illuminated
with a different ion dose.

Figure 4.3: Sketch of the train of pulses implemented for the switching field mea-
surement by WMOKE.
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4.2.2 Results

Figure 4.4: Areal irradiation results: switching field comparison before (red curve)
and after background irradiation (blue curve). Each point of the plots is referred
to a wire belonging to a certain box illuminated with the corresponding dose (five
boxes, five different ions doses).

Figure 4.5: Areal irradiation results: switching field difference (after irradiation -
before irradiation). The red-dashed line is a reference to highlight the zero value.
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Fig.4.4 shows the comparison between the switching field of the wire in the pristine
state (red curve) and after the FIB illumination (blue curve). Each plot is referred
to a wire with a certain width. In this study five boxes patterned with the same
mask are analyzed. Every box has been illuminated with a different dose, which
means five different ions doses (each point of a plot is referred to a wire belonging
to a specific box which is irradiated with a specific ions dose). To better appreciate
the results, fig.4.5 presents the switching field difference of the stripes after the
irradiation and before the irradiation. We are interested in the region in which
the switching field difference is positive, i.e the ion doses for which the switching
field is increased. Except for the first plot (wire of width of 700 nm), all the
other structures show the same trend. The difference is negative for the lower
dose. Increasing the dose it becomes positive, it reaches a maximum and then
decreases. The highest switching field difference is found for a global irradiation
of 2.25 · 1013 ions

cm2 for five structures over six. This value differs quite a lot from
the results found by Mendisch et al. (which is ∼ 3.5 · 1013 ions

cm2 ), even if the stacks
composition is the same. The found value will be used for the areal irradiation in
the next studies. The increment in the switching field is considered to be related
to a rise in the effective anisotropy (Keff ). What is not clear is if this variation
is due to an enhancement of the uniaxial anisotropy (Ku), a reduction of the
saturation magnetization (Ms), or both the effect together, after the FIB induced
crystallographic rearrangement. Different studies present in literature can help to
better understand what happens. Mendisch et al. demonstrated a reduction in the
magnetization saturation after FIB irradiation with Ga+ ions. This behaviour is
attributed to an intermix of Ta within the CoFeB layer. Tantalum is known to have
a large magnetic dead layer, and so, the resulting CoFeTa alloy is characterized
by a lower magnetization with respect to CoFe. The same observations were done
by Devolder et al. (even if they worked with He+ ions, lighter than Ga+ ).
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4.3 ANC study

Although the reduction of the magnetization, the behaviour of the switching field
found in the previous study is not monotonic, but after a certain value of ion dose,
it starts to drop. This can be due to the fact that, when the amount of atom-ion
collisions becomes higher, an higher intermix of atoms occurs. This intermix can
ruin the CoFeB/MgO interface, strongly affecting the anisotropy. The creation of
an ANC exploits this effect. A local irradiation with a quite high dose generates a
region in the magnet in which the effective anisotropy (Keff ) is locally reduced and
consequently the field needed to nucleate a new domain, decreasing the switching
field of the whole magnet. In this way, the nucleation will occur in a well defined
region of the sample, inactivating all the inherent random nucleation spots. Logic
operations are based on the coupling between the inputs and the output, which
can prevent or support the magnetization reversal of the output [3]. Hence, it
is fundamental to have control over the position in which the nucleation of the
opposite domain occurs. This section investigates the effect of the presence of
an ANC on the wires, with the aim to strongly reduce their switching fields.
In particular, the stripes are firstly globally irradiated (areal irradiation) with
the dose found in the previous experiment, and then, locally irradiated to study
different ion doses for the ANC.

4.3.1 Micromagnetic simulations

Before proceeding with the experiment, micromagnetic simulations are used to
characterize the most efficient layout in terms of ANC geometry and position. The
simulations are performed with the GPU accelerated package software Mumax3
([26]). The simulated structure is a wire with length of 400 nm, width of 80 nm
and a thickness of 1 nm (fig.4.6). The magnetic properties are listed in the next
table.
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Parameter Value Unit of measure
Ms 8.3 · 105 A

m

Kufilm 5.6 · 105 J
m3

KuANC 0.7 ·Kufilm J
m3

α 0.015 -
Aex 2 · 10−11 J

m

Table 4.1: Magnetic parameters implemented in the simulations

The value of the magnetization saturation (Ms) and uniaxial anisotropy constant
(Kufilm) are taken from the study of Riente et al. and are measured values from
a sample similar to the one fabricated in this work. The damping constant (α)
and the exchange stiffness (Aex) instead, are taken from the literature ([24]). The
discretization of the sample is 2.5 nm x 2.5 nm x 1 nm. The first parts of the
simulations regards the position of the ANC. Two different layout are simulated,
the first, with the ANC in the center of the wire, the second with the ANC in
contact with the uppermost border (as shown in Fig.4.6).

(a) (b) (c)

Figure 4.6: Simulated structures: a) squared ANC (50 nm side) in the center, b)
squared ANC (50 nm side) at the border, c) circular ANC (56.4 nm diameter) at
the border. The wire is 400 nm long, has width of 80 nm and is thick 1 nm.

The difference in the switching behaviour is investigated through an hysteresis
analysis of the two layouts. These simulations are statics and the external field is
varied in three steps. From 0 mT to 200 mT, then from 200 mT to -200 mT and
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finally from -200 mT to 200 mT. The field step is 1 mT and the z-component of
the magnetization vector of the whole wire is acquired at each field value. Fig.4.7
shows the comparison of the computed hysteresis. With the ANC at the border,
the switching occurs several mT lower (∼ 34mT in this analysis) than the case in
the center. This, although the maximum value of demagnetizing field which helps
the magnetization reversal, should be in the center of a magnet. The reason could
be found in the fact that at the border, the magnetic moments tend to naturally
turn faster at the edges. It is worth to say that these very high values of coercivity
(Hc−border = 120mT andHc−center = 154mT ) are obtained not keeping into account
in the simulation the thermal effects, the presence of grains and possible material
defects.

Figure 4.7: Hysteresis comparison of a wire with the ANC placed at the border
(blue curve) and at the center (red curve). Structures represented in fig.4.6 (a)
and (b)

The other question investigated in this simulative study is if the shape of the
ANC has an impact on the switching behaviour of the magnet. Two structure
are simulated, one with a squared ANC (50 nm x 50 nm) and the other with a
circular ANC, with the same volume of the first (diameter = 56.4 nm). From the
hysteresis in Fig.4.8 a small difference of 2 mT is present between the two cases.
In particular, the ANC with square shape allows to reach lower switching fields.
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Figure 4.8: Hysteresis in case of squared and circular ANC placed at the border.
The simulated structures are shown in fig.4.6 (b) and (c).

These simulations suggest that placing a squared ANC in contact with the border
of the wire (fig.4.6 (b)) can help to reduce the switching field maximizing the
effect of the ANC with respect to other layouts, allowing to decrease the energy
and power consumption during logic computation.
Another way to maximize the efficiency of the ANC can be found investigating
on the external field applied to switch the magnetization. In all the previous
simulations and real experiments, the external field was applied perpendicular
to the surface structure (B = (0,0, Bz)). The aim is to check what happens
to the magnetization dynamics when the external field is tilted by an angle, i.e
adding x-y components in the simulation. The simulated structure is a disk of
500 nm diameter, with an ANC of 100 nm diameter in the center. The magnetic
parameters are the same of the previous simulations (see table.4.1). The module of
the field is keep fixed at 120 mT, while its angle with respect to the z-axis (angle
θ) is varied from 0° (out of plane) to 90°(in plane). The initial magnetization
configuration of the magnet is mz = -1.
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Figure 4.9: Magnetization dynamics of the simulated disk: evolution of mz over
time under different field angles with respect the out-of-plane direction.

Fig.4.9 shows as the switching dynamic of the whole disk evolves in time. When
the applied external field is completely out of plane (θ = 0°) or in plane (θ = 90°)
the switch doesn’t occur. When instead the field starts to be tilted (θ = 10°), a
new domain nucleates in the ANC and propagates, leading to a complete switch
of the magnetization after 38 ns. Further increasing of the angle, and so, the
component along x-y, the switching time is drastically reduced down to 4 ns. This
happens up to an angle θ = 70°, after that, the out-of-plane component of the field
is not enough to generate a new domain in the ANC and mz remains constant to
-1 (initial state). Following the simulation switching dynamics, it’s clear that the
presence of x-y components in the field helps the switch of the magnetization and
depending on their module, seems that different propagation mechanisms take
place. Higher are the module of Bx and By, faster is the nucleation and a radial
and more uniform propagation of the new domain from the ANC to the whole
magnet occurs. This is translated in a faster switching. If there aren’t any x-y
components of the field or the angle is lower than 20°, the nucleation is slower
and the propagation is not uniform. The domain starts trying to reach firstly the
edge of the sample in a random region of the border and then it expands in the
whole magnet. Fig. 4.10 and Fig. 4.11 compare the switching dynamics under an
external field with angle (θ = 10°) and (θ = 70°).
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(a) 3 ns (b) 9 ns (c) 13 ns (d) 20 ns (e) 35 ns

Figure 4.10: Simulated switching dynamics, θ = 10°. Sequence of images which
show how the switching process of the magnet evolves over time.

(a) 0.2 ns (b) 0.4 ns (c) 0.8 ns (d) 2 ns (e) 3.2 ns

Figure 4.11: Switching dynamics, θ = 70°. Sequence of images which show how
the switching process evolves over time.

As shown above, exploiting a titled bias field can allow to reach computing fre-
quencies up to one order of magnitude higher, or to decrease the amount of field
needed to perform the logic operations, saving energy. The only problem is how to
physically implement such a tilted external field. From this result, another consid-
eration can be made for what concern the best position for the ANC. The region of
the magnet in which the demagnetizing field presents its highest value in module
is the center. The demagnetizing field tends to switch naturally the magnet state
counteracting the magnetization vector. For this reason, to place the ANC in the
center should be the best layout to maximize the ANC efficiency. But from the
previous simulation (fig.4.7) it was found the opposite; i.e, to place the ANC at
the edge results in a lower required switching energy. This can be also explained
exploiting the results of this last simulation (fig.4.9). In fact, in the middle of the
magnet, the stray field is completely in-plane (B = (Bx, By,0)) and it has not the
z-components, while at the border of the sample it presents all the components
(B = (B′x, B′y, B′z)), and this can allow a faster and more probable nucleation and
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switching event, maximizing the efficiency of the ANC.

4.3.2 Experimental results

From the simulations, all the geometrical and layout information to maximize the
ANC efficiency are obtained. This information are now exploited in this section
to perform the real experiment. After an areal irradiation with dose equal to
2.25 · 1013 ions

cm2 , the artificial nucleation centers are created. The ANCs are squares
placed at the left border of the wires. The size of the ANC depends on the width
of the wires, its side is equal to half of the wire width.

Figure 4.12: CAD model for the ANC irradiation

The results are obtained with the same measurement set up as in the areal irradia-
tion study, and they are presented in the same way. Fig.4.13 shows the comparison
of the wires switching field in their pristine state (red curve) and after the dou-
ble illumination step (blue curve). To better understand which dose reduces the
most the switching field, the second figure (fig.4.14) presents the effect of the
ANC plotting the difference of the switching field of the wires before and after the
irradiation.

50



4.3 – ANC study

Figure 4.13: ANC study results: switching field comparison before (red curve)
and after irradiation (blue curve). The irradiation consists in the global areal
irradiation (fixed at 2.25 · 1013 ions

cm2 ) plus the local irradiation for the ANC creation.
The values on the x-axis are referred to the cumulative ions dose in the ANC
region.

Figure 4.14: ANC study results: switching field difference (after irradiation - before
irradiation). The red dashed curve is a reference which represents the zero value.
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All the graphs in Fig.4.14 show a particular trend. The lowest ion dose is the
one that decreases the most the switching field. Increasing the amount of ions,
the switching field difference is reduced in modulus, reaches a minimum and then
increases again. It is worth to say that probably, this is not the best range of
doses for the ANC creation. It is expected that lower doses can reach even higher
difference in the switching behaviour. The dose range used in this study is probably
too high, and the efficiency of the ANC starts to degrade. Anyway, these results
are enough for our final goal. They demonstrate that, with FIB irradiation, it is
possible to tune the magnetic properties in such a way to have different switching
behaviour between input and output, and to have control over the nucleation
mechanism. These ingredients are fundamental to perform logic operations. What
is still missing, to prove really the possibility to do logic with magnets, is the
presence of coupling between input and output. This, will be investigated in the
next section.
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The basic logic device used in pNML is the inverter. It consists in two nanomag-
nets antiferromagnetically coupled, with the aim to invert the information. Being
coupled antiferromagnetically, the coupling field generated by the input supports
the switch of the output in the opposite magnetization state, inverting the signal
encoded in the input. At the same time, this coupling field prevents the switch
of the output in the same magnetization state of the input. In this section, dif-
ferent co-planar inverter structures are investigated with the aim to measure the
presence of coupling and its strength, in order to validate the possibility to per-
form the logic. The strength of the coupling field depends on different parameters.
On magnetic parameters, as the magnetization saturation (Ms) of the input, but
also on spatial parameters, like how the input structure is geometrically arranged
around the ANC and how much distant it is from the ANC. The devices under
test are fabricated by FIB lithography as described in chapter 4. Micromagnetic
simulations are exploited to check the presence of the coupling and the possibility
to perform the inversion operation. The simulated structure is similar to the real
patterned one, the gap between input and output is 100 nm and the ANC is a
square of 50 nm side place in contact with the leftmost border of the output; a
wire of 100 nm width. The magnetic parameter are the same as before, with the
difference that, in this case, the temperature and the presence of grains are taken
into account.
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Figure 5.1: Micromagnetic simulation of an inverter in the case in which the
inversion is supported (upper row) and prevented (bottom row). The magnetic
parameters of the structure are listed in table4.1. The input has a fork-like structure
to surround the ANC and maximize the efficiency of the coupling. The dimensions
are 0.7 µm x 1 µm, the gap is 100 nm as the width of the output and the ANC is
a square of 50 nm side placed in contact with the left border of the output. In this
simulation, temperature and grains are taken into account.

The output initial magnetization state is pointing downward (mz = −1) and a
positive field is applied along z, to switch the output magnetic state. In the
supported case, the initial situation is the one in which input and output have
the same magnetization, and due to the antiferromagnetic coupling, the output
switch is helped by the stray field generated by the input. This allows to invert the
information encoded in the input magnetization. In the prevented case instead,
input and output have the opposite magnetization and an inversion of the input
signal is already present in the initial state. So, a switch of the output should be
counteracted by the stray field of the input. The coupling can be easily computed
finding the lowest field that allows the switch of the output in the two cases. From
this simulation, the lowest switching field in the supported case is 99.4 mT, while
in the prevented case is 102.4 mT. The presence of a difference in values means
that the coupling exists, and having an higher field in the prevented case means
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that is correct. The coupling field is computed as:

C = Hp−Hs
2 = 102.4− 99.4

2 = 1.5mT (5.1)

Fig. 5.2 (a) shows the mask file used in the FIB lithography of a box containing
the inverters. The numbers on the right refer to the dimension of the gap between
input and output, for the inverters in the corresponding row, while the ones on
the top refer to the width of the last part of the output, for the inverters in the
corresponding column. Fig. 5.2 (b) shows a zoom of one inverter to check the
common dimensions among all the structures, as the size of the input and the
width of the initial part of the output, which should be 100 nm in width. This
region will host the ANC. The ANC is a square of 50 nm side which should be
placed in contact with the left border. The conditional is used because, due to
unavoidable misalignment inaccuracies, hit with FIB exactly a region of 100 nm, is
not an easy task. Hence, it is not obvious that we will be able to place the ANC in
the precise designed position. Fig. 5.3 shows the real patterned box imaged by the
WMOKE (figure (a)) and a single inverter imaged by AFM (figure (b)). The AFM
is used also the measure the structures dimensions after the lithography process.
Due to resolution issues, the patterned structures present higher dimension in the
smallest features with respect the designed layout. For example, the inverter in
fig.5.3 (b) should have a nominal gap of 100 nm, but from the AFM measure it is
estimated to be ∼ 150nm.
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(a) (b)

Figure 5.2: CAD model for the inverters FIB lithography process: a) Complete
FIB lithography mask, b) Zoom of an inverter showing the common size in µm.
The structure on the left is the input, the one on the right the output. The input
has a length of 700 nm and a width of 1 µm, while the total length of the output
is 1.8 µm and the width of the narrower region is 100 nm.

(a) (b)

Figure 5.3: a) WMOKE (50x objective) image of a FIB lithography patterned box
containing 30 inverters, b) AFM image of an inverter with nominal gap of 100 nm
(real gap ∼ 150 nm)
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The first step consists in to modify the magnetic properties of input and output by
FIB irradiation. All the required information come from the previous studies. Both
input and output undergo to an areal irradiation and then, the ANC is created in
the output. Due to misalignment in the irradiation process, only twelve inverters
over thirty present the ANC correctly placed in the output. Fig.5.4 shows the
evolution of the switching field of these twelve working inverters, before and after
the irradiation steps (only the areal irradiation for the input and areal plus ANC
creation for the output) . In particular each graph is referred to a specific inverter.
Before the irradiation, the switching fields of input and output were distributed
randomly, while after the tuning, there is a net difference between them. The
outputs (red curves) show a drop in the switching field after the double irradiation
step (areal + ANC), while the inputs (blue curve), in most of case present an
increment in the switching field. The result, as expected, is a net difference in
switching field, between 10 and 20 mT, with the input harder then the output.

Figure 5.4: Working inverters results: switching field behaviour of input (blue
curve) and output (red curve) before and after the irradiation steps

After being able to correctly tune the switching behaviour, the last and missing
ingredient to prove the logic is the coupling. To measure it, two different mea-
surements are required. The idea is to measure the switching field of the output
in the supported case and in the prevented case, and extrapolate the coupling ex-
ploiting the formula 5.1. The measurement technique is the one already explained
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in section 4.2, but with some modification for the switching prevented case. In
the supported case, a negative reset field is applied before each positive switching
pulse, in order to have always the initial situation in which both input and output
have a negative magnetization (input = -1, output = -1), and the positive switch-
ing field of the output (Hs) is obtained. In the second case instead, a first reset
high enough to switch both input and output to -1 is applied. Then, to set the
initial configuration (input = -1, output = +1), a positive reset field high enough
to switch only the output is used. Finally, through the application of negative
pulse, the output is forced again to switch to -1. In this way, the negative switch-
ing field of the output (Hp) in the prevented case is acquired. Fig.5.5 summarizes
the measurement techniques.

(a) Supported case

(b) Prevented case

Figure 5.5: Coupling measurement train of pulses set up
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Figure 5.6: Coupling measurement result for the twelve working inverters. In blue
the measured switching field of the output in the supported configuration, while in
red, the result in the prevented configuration

Fig.5.6 shows the comparison of Hs and |Hp| (in absolute value, being negative)
for each of the working inverters. The coupling is computed exploiting the formula
5.1 and the results are summarized in the following table:

Inverter Nominal gap [nm] Coupling field [mT]
A0 100 3.9
B0 100 4.45
C0 100 3.7
D0 100 4.5
E0 100 4.3
A1 90 4.65
B1 90 3.03
E1 90 7.6
A2 80 6.1
B2 80 0.64
C2 80 2.4
E2 80 7.7

Table 5.1: Coupling field results
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The found coupling fields differ a lot from the result of the simulation and also
between them. They range from a very low value (0.64 mT) to a very high one
(7.7 mT). There is not a net trend depending on the dimension on the gap. It
was expected that, decreasing the gap, the coupling field would have increase in
value. In the case of 100 nm gap, the values are quite stable around 4 mT, while
in the other cases there is an higher variation. Probably, the main role in this
oscillation is played by the low resolution when correctly placing the ANC. This
because, few nm of inaccuracy can lead to a variation of coupling of few mT. In
the cases of the inverters B2 and C2, the low value of coupling field (0.64 mT
and 2.4 mT) is the result of a partial ANC irradiation, i.e the ANC was not
completely centered in the output and so, the region sensible to the input stray
field is reduced, decreasing the coupling. Anyway, although the high variability
introduced by the fabrication process, Ta/CoFeB/MgO/Ta stack proves to be a
good candidate for pNML. It was possible to reach very high value of coupling
and modify by FIB the switching behaviour of the magnet up to 20 mT, reaching
switching field value of the output lower then 10 mT. This is enough to prove
the possibility to perform at least basic logic operation as an inversion with a
coplanar layout. More efforts con be done to improve the field interaction and
create a more reliable logic device. Both the fabrication process and the design of
the magnets shape can be investigated to have a stronger and more stable dipole-
coupling. To modify the shape of the gates enables to surround the output and
the ANC with more magnetic material increasing the field interaction. From the
fabrication point of view, higher resolution technique as EBL can allow to decrease
the distance between input and output and to reduce manufacturing variability.
Another option can be to completely change the layout, moving from a co-planar
structure to a 3D one. This solution will be investigated in the next chapter.
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In this section it is explored the possibility to create 3D logic devices with Ta/-
CoFeB/MgO/Ta stacks. This requires the fabrication and patterning of a new
sample and a new irradiation study. A double stack of Ta/CoFeB/MgO/Ta, with
MgO as interlayer, is deposited and patterned in order to fabricate two different
kind of structures. The goal is to reproduce the simulated 3D structure (fig.6.1(b)),
a double input gate which can act as a majority voter with the addition of a third
virtual input (like a bias field). The idea is to use FIB lithography to create two
islands in the top stack (inputs), keeping unaffected the bottom one (output) The
other structure instead, is a single input gate (only one island in the top stack)
that can be considered as an inverter structure thanks to the antiferromagnetic
coupling with the bottom stack. As in the previous experiment of the co-planar
inverter (section 5), after the fabrication and characterization, the structures are
irradiated and a ANC is created in the output to improve the sensibility to the
dipole-coupling. Going toward three dimensional layout can offer different im-
provements ([20], [18]). First of all, move the input and the output on different
layers gives the possibility to reduce the effective dimension of the device. This
allows to increase the number of logic gate per chip and so, the computing capabil-
ity. Moreover, Riente et al. demonstrates how a 3D stacked layout can reach much
higher coupling strength in the region of the output with respect to its comple-
mentary co-planar layout. This is proved by micromagnetic simulations in which
the coupling field of the two layouts are compared.
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Figure 6.1: Simulated structures: the simulated structures are wires of 400 nm
length, width of 80 nm and a thickness of 1 nm. The grid dimension is 256 x 256
x 1 and the size of a single cell is 2.5 nm x 2.5 nm x 1 nm.

Figure 6.2: Coupling field comparison: The curves represent the stray field dis-
tribution in the output. The stray field generated by the inputs in the 3D layout
(red curve) and 2D layout (blue curve) is plotted along the x-direction (width of
the output) at the cross section (y=constant) corresponding to the middle of the
output.
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Fig.6.1 shows the compared layouts, while fig.6.2 the simulation result. What is
plotted is the out of plane component (z-component) of the stray field generated
from the inputs along the width of the output (x-direction), at the cross section
(y=constant) which corresponds to the center of the output. The red curve is
referred to the 3D layout, while the blue to the 2D one. There is a net difference
of few mT between the two, which proves that the 3D-stacked layout can be more
promising for dipole-coupling based logic computation.

6.1 Sample fabrication and structures pattern-
ing

The sample is prepared on a Si substrate with on top 85 nm of SiO2. By RF
magnetron sputtering two layers of Ta/CoFeB/MgO/Ta are deposited, with MgO
as interlayer between them. The whole stack is deposited in a single process and
the resulting structure with the nominal thicknesses is the following:

Figure 6.3: Sketch of the sputtered double layer sample.

MgO is chosen as interlayer over other material as SiO2 and HSQ because it can
be sputtered with high precision, low roughness and in the same chamber of the
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other used materials, allowing to deposit all the stack in the same process and
avoiding to break the vacuum. The deposition parameters and the thickness of
the different layers are the same of the previous sample. The 3 nm thickness of the
MgO interlayer is chosen to have 10 nm of distance between the magnetic layers
(CoFeB) as in the simulated structure. After the stack deposition, the sample is
annealed in N2 atmosphere at 275 °C for 5 minutes to develop the PMA. The first
patterning process is done by photolithography to create a big number of squares
(20 µm x 20 µm) on the sample (fig.6.4). After the resist deposition by spin
coating and the UV illumination, the structures are physically created by etching
the sample via Ar+ ions. The etching process (∼ 24 minutes) removed both the
first and the second layer where unwanted, leaving only the squares.

Figure 6.4: Sketch of the patterned 20 µm x 20 µm squares after the photolithog-
raphy and the Ar+ etching process.

Then, FIB lithography is performed to pattern the islands on the second layer.
A PMMA resist (∼ 35nm) is deposited by spin coating on the whole sample and
illuminated by Ga+ ions (dose ∼ 3.8 · 1012 ions

cm2 , corresponding to a dwell time of
0.3 µs and a beam current of 2 pA). The irradiation scheme is designed to create
the single island and double islands on different squares. After the hard mask
evaporation (∼ 6.5nm of Ti) and the lift-off process, the sample is etched by Ar+

for half time with respect to the previous etching process (i.e, ∼ 12 minutes), in
order to remove only the first layer and the MgO interlayer. In this way, the islands
are created only in the top layer. Some squares instead are not irradiated in such
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a way to remove the whole second layer and the 3 nm MgO. These simple single
layers square are then used to perform the irradiation study and find the correct
doses for the areal irradiation and the ANC creation in the output (the complete
fabrication recipe with all the parameters is shown in appendix B) . A scheme of
the new structures is presented in the following image:

Figure 6.5: Sketch of the final patterned structures after the FIB lithography and
the Ar+ etching process. From the left to the right: the single input layer structure,
used as test structure for the irradiation study, the single island structure and the
double island structure.

Fig.6.5 shows also where the ANCs will be placed to establish the coupling between
the two layers. The gap between the two inputs in the double island layout was
simulated to be 100 nm. In this experiment different layout with different nominal
gaps ranging from 60 nm to 250 nm are patterned. The dimension of the islands
is 5 µm x 10 µm. In order to validate the etching process, AFM measurements
are performed to check the correct presence of the gap. In particular, in most of
the cases, the structures with gap lower than 100 nm show a connection between
the two islands. For our applications, a net separation between the two input is
necessary. This experiment focuses on the structures with a nominal gap of 150
nm, which should guarantee a clear separation between the inputs, enough space
to place the ANC between them, without hit the islands, and enough coupling
strength. Fig.6.6 shows an AFM image of the gap of a double island structure
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with a nominal distance between inputs of 150 nm, while fig.6.7 the corresponding
measure, which is estimated to be ∼ 152 nm.

Figure 6.6: Gap between the two top island imaged by AFM (square A12)

Figure 6.7: AFM analysis of the gap (square A12). The result shows a measured
gap of 152 nm (the nominal distance was 150 nm).
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After the fabrication and the gap check, the structures are measured with the
Laser MOKE to analysed the magnetic properties of the different layers. First of
all, the hysteresis of a single layer structure is acquired:

Figure 6.8: Hysteresis of a single layer structure (square D17). The image on the
left represents the output signal of the MOKE and the magnetic field measured by
the sensor over the time. On the left instead, the resulting hysteresis.

The switching field of the single layer structure is found to be ∼ 35 mT. A quite
high value compared with the first fabricated structure in section 3. The reason
can be found in some different sputtering parameters, like the higher pressure in
the main chamber during this deposition with respect to the previous one. Fig.6.9
instead, shows the hysteresis of a single input structure. When an additional layer
is introduced, a step appears in the hysteresis. This means a different magnetic
behaviour between the top and the bottom one. In this case, a switching field
appears at 35 mT, the other at 53 mT. Probably, the first is referred to the
bottom one, being equal to the value of the single layer structure, while the second
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is referred to the input.

Figure 6.9: Hysteresis on top of the single island (square C17). The image on the
left represents the output signal of the MOKE and the magnetic field measured by
the sensor over the time. On the left instead, the resulting hysteresis.
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6.2 Irradiation study

After the verification of the development of the PMA, an irradiation study is
performed to find the correct ions doses for the areal irradiation and the ANC
creation, which allow to establish the correct coupling between input and out-
put. Due to fabrication variability, the ions doses found in the previous study are
no more valid, but they change sample by sample. If one compares fig.6.8 and
fig3.2(a), he can see how much different are the magnetic properties between the
two samples, which means different crystallographic properties. Hence, also the
effect of the ions collisions on the structure changes and a new irradiation study
is required. The structures under test are the squares 20µm x 20µm with only a
layer of Ta/CoFeB/MgO/Ta (the single layer structures in fig.6.5). These squares
did not receive any irradiation during the FIB lithography and for this reason, the
etching removes completely the top layer. Their characteristics are equal to the
bottom layer of the the single island and double island structures. Hence, equal to
the output where the ANC will be created. As already explained in more details
in section 4, the switching field before and after the irradiation is studied with a
WMOKE.

Figure 6.10: Areal irradiation results: switching field comparison and difference
before and after the areal irradiation step, for different ions doses. This irradiation
analysis is performed on the single layers structures.
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Fig.6.10 plots the results of the areal irradiation study. Different magnets are
irradiated with a different dose and their new switching fields are compared with
their values in the pristine state (upper graph). In the bottom graph instead, their
difference is plotted. It seems that the right doses are the one from 2.37 − 3.78 ·
1012 ions

cm2 (dwell time: 0.2-0.3 µs) and the ones ranging from 1.34 − 2.34 · 1013 ions
cm2

(dwell time: 1-1.8 µs). Hence, the region of the plot in which the SF difference
curve (bottom graph) is higher than zero. But from this study, it is not really clear
which is the best dose for the areal irradiation. An intermediate value belonging
to the second group is chosen (tdwell = 1.5µs) and tested over twenty magnets.
The results of this areal irradiation proof test is shown in fig.6.11. Each irradiated
magnets (called J00-J19) undergo to an increment in the SF of about few mT,
from 1 up to 5 mT. For now, this result is enough and this dwell time is selected
and chosen for the next irradiation study.

Figure 6.11: Areal irradiation results: switching field comparison and difference
before and after the areal irradiation step, for a selected ion dose (tdwell = 1.5µs)

It’s worth to say that this result is obtained irradiating an area of the magnet
equal to 10µm x 10µm instead of the usual 19µm x 19µm mask. This because,
considering that the size of the tested structure is 20µm x 20µm, a small mis-
alignment in the irradiation process brings to a shift of the irradiation mask and a
consequently overlap of the latter with the edges of the sample. The edges are the
sample region richest of defects and even a small amount of ions collisions can be
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6.2 – Irradiation study

enough to further reduce the anisotropy of these areas in which due to the presence
of defects, the anisotropy is already locally reduced. In this way there is a risk to
create ANCs where unwanted and to decrease the SF of the whole film, which is
not the purpose of this part of experiment.

Figure 6.12: Comparison between two single layer squares with an overlapped mask
for FIB areal irradiation of 19 µm x 19 µm (on the left) and one of 10 µm x 10
µm (on the right).

The ANC study is performed directly on the twenty magnets (J00-J19) already
irradiated for a dwell time of 1.5 µs. On each squares an ANC of dimensions 80
nm x 200 nm is created with an increasing dwell time from 1 to 3.9 µs. The same
dwell time is used for two consecutive magnets to get rid of exceptions and out
of the box behaviours. Fig.6.13 shows the results. The ions doses on the x-axis
are the sum of the two irradiation steps. So, the total amount of ions dose in the
ANC region. The experiment works and the switching field is reduced up to 13
mT. From this study, the best dwell time which reduce in a effective and stable
way the SF of the magnet is 2.7 µs (which corresponds to the points circled in red
in fig.6.13), which means a total dwell time of 4.2 µs in the ANC region.
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Figure 6.13: ANC creation results: switching field comparison and difference before
and after the ANC creation, for different ions doses. The structures under test are
the twenty magnets (J00-J19) already irradiated with an areal irradiation of 1.5µs
(fig.6.11)

With these experiments, the doses for the ANC are ready. These doses will be
used in the next experiments to try to reproduce 3D logic devices: an inverter and
a double input gate.
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6.3 The single input gate

The single input gate is a simple logic structure which consists in a magnetic island
(the input) on top of a magnetic layer (the output), separated by an insulating
material (MgO). During the FIB lithography of the double sputtered stack (fig.6.3),
only an area of 5µm x 10µm is illuminated. The result is the evaporation of
the hard mask only in this region, leaving both the top and bottom layer in the
irradiated area.

Figure 6.14: Top view image of the single input device imaged by WMOKE micro-
scope. The yellow arrow indicates where the ANC should be placed.

In order to have the strongest dipole-coupling possible, the ANC is placed on
the output as close as possible to the input (as shown in sketch in figure 6.14).
Thanks to the antiferromagnetic coupling, this structure can work as an inverter.
When the magnetization of the input and the output are the same, the stray field
generated from the first should support the switching of the output inverting its
magnetization. To reach this behaviour, the structure needs to be irradiated with
the procedure found in the previous study:

• Areal irradiation of both input and output with∼ 1.85·1013 ions
cm2 (tdwell = 1.5µs

and beam current = 2 pA)
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• 80 nm x 200 nm ANC creation in the output with∼ 3.2·1013 ions
cm2 (tdwell = 2.7µs

and beam current = 2 pA)

To verify the validity of the logic function, the Laser MOKE is used to measure
the coupling. The measurement steps are:

• To identify the input switching field

• To measure the hysteresis loops of the output for different input logic (1 and
0)

The first device to be analysed is the A4. By positioning the laser spot on the top
island is possible to acquire both the switching field of the two layers. From the
measurement it results that one switching event happens at 21 mT, while the other
at 30 mT. To confirm that is the output the softer magnet, a second hysteresis
measurement is done moving the laser spot on the output far from the top island.
Fig.6.15 shows the result and confirm that the switching event at 21 mT belongs
to the bottom layer.

Figure 6.15: Hysteresis measurement of the bottom layer (sample A4) by Laser
MOKE. The image on the left represents the output signal of the MOKE and the
magnetic field measured by the sensor over the time. On the left instead, the
resulting hysteresis.

Thanks to the difference in the switching field and to the fact that the input is
harder than the output, is possible to fix the input magnetization (logic) with an
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high field. Then applying lower fields is possible to switch the output, being sure
that the input does not switch during the analysis. Hence, to measure the coupling,
the top island magnetization is forced to be up (logic = 1) with a positive pulse of 80
mT. Then, fixed the input logic, an hysteresis analysis on the output is performed
ranging the field between±24mT . The same analysis is done imposing the opposite
magnetization to the input (logic = 0). To include statistic, 50 hysteresis loops
are measured for every input configurations. Comparing the output switching
field (averaged over the 50 measurements) in both the input states and using the
formula 5.1 is possible to compute the coupling. The results are shown in fig.6.16.
The graph plots all the measured switching events (50 positive and 50 negative)
and derives the mean switching value, which depends on the input configuration.
When the input magnetization points downwards (logic = 0), the output hysteresis
is shifted towards the left. This means that the negative switching field is higher
in module than the positive one and so, that it easier for the the output to switch
from 0 to 1 inverting the input signal than viceversa. The same happens for the
other input configuration, but in the opposite way.

Figure 6.16: Laser MOKE output 50 cycles hysteresis results for both input logic
configurations (sample A4). The blue histograms represent the count of the switch-
ing events, while the red line is referred to the mean values of the switching field
distribution (indicated as coercivity and defined as H+

c and H−c in table 6.1).
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The results are summarized in the following table:

Input logic = 1 Input logic = 0 Coupling field [mT]
H+
c [mT] 21.54 20.34 0.6

H−c [mT] -20.75 -21.99 0.62

Table 6.1: Coupling field results (sample A4)

The same coupling field value are found analysing another sample, meaning that
this vary low value (0.6 mT) is not an exception. Probably there was an error in
the placement of the ANC, which is not in contact or very close to the top island.
But, despite this coupling value is not enough to realize a reliable inverter function
(being in the order of magnitude of the thermal switching field), the coupling is
clearly demonstrated and an inverter behaviour is obtained.
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6.4 The double input gate
The double input gate differs from the previous device only for the presence of
a second input. In this case, two areas of size 5 µm x 10µm are illuminated by
FIB with a varying distance between them. The ANC is placed in the output
in correspondence of the slit between the two top islands. In this way, an anti-
ferromagnetic coupling should be established between each of the inputs and the
output. The logic equivalent encoded in this structure can be a majority voter
considering an external bias as a third virtual input. The experiment is focused
on the structures with nominal gap equal 150 nm (fig.6.17).

Figure 6.17: Top view image of two double input devices (called A12 and A13)
imaged by WMOKE microscope.

Two different irradiation plans are applied in this study:

1. First plan:

• Areal irradiation with ∼ 1.85 · 1013 ions
cm2 (tdwell = 1.5µs and beam current

= 2 pA)

• 80 nm x 200 nm ANC creation in the output with ∼ 3.2 ·1013 ions
cm2 (tdwell =

2.7µs and beam current = 2 pA)
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2. Second plan:

• Areal irradiation with ∼ 1.19 · 1013 ions
cm2 (tdwell = 1µs and beam current =

2 pA)

• 80 nm x 200 nm ANC creation in the output with∼ 3.87·1013 ions
cm2 (tdwell =

3.2µs and beam current = 2 pA)

The meaning of a new irradiation plan comes from the fact that with an areal
irradiation of 1.5 µs the difference in switching field between inputs and output
was not enough. To perform correctly all the possible logic combinations is fun-
damental that this difference is higher than the coupling added with the thermal
switching effects. To ensure a correct placement of the ANC in the slit, its position
is manually adjusted basing on the image of the structure which comes from the
areal irradiation (see the section Focus ion beam in A). This means that the areal
irradiation hits the edge of the inputs, and if the dose in enough high, it can create
nucleation centers that reduce also the switching field of the inputs, decreasing the
difference with respect to the output. For this reason, in the second irradiation
plan, the dose of the areal irradiation is reduced to 1 µs, while the dose for the
creation of the ANC is increased to 3.2 µs (to keep constant the total dose in
the ANC region). After the irradiation, the device verification is done as in the
previous experiment, exploiting the Laser-MOKE. The steps are:

• To measure the bottom layer hysteresis to check the validity of the ANC

• To measure the top islands hysteresis

• To measure the hysteresis loop of the output for each possible input logic
configuration (1,1 ; 0,0 ; 1,0 ; 0,1)

The first sample irradiated following the second plan is the structure A12 (fig.6.17).
The measurements (fig.6.18 and fig.6.19) suggest a correct placement of the ANC,
three different switching field where recognized. The output switches at ∼ 18mT,
while the two inputs switch at ∼ 28mT and ∼ 43mT. To have a great difference
between the inputs switching fields is also important because allows to set the
inputs configurations 1,0 and 0,1. In these configurations the coupling effects of
the two inputs should counteract and the switching behaviour of the output should
be the same.
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6.4 – The double input gate

Figure 6.18: Hysteresis loop measure of the output by Laser-MOKE (sample A12).
The image on the left represents the output signal of the MOKE and the mag-
netic field measured by the sensor over the time. On the left instead, the resulting
hysteresis.

Figure 6.19: Hysteresis loop measure of the two inputs by Laser-MOKE (sample
A12). The image on the left represents the output signal of the MOKE and the
magnetic field measured by the sensor over the time. On the left instead, the
resulting hysteresis.
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Defined the switching field of inputs and output and so, the measurements limits,
the coupling field is computed measuring the 50 hysteresis loops of the output for
each of the possible inputs configurations. Before each measurement, a series of
pulses is applied to set the desired inputs logic.

(a) Out = 1, In = 0 (b) Out = 0, In = 1 (c) Out = 0, In1 = 0, In2 = 1

Figure 6.20: WMOKE images of the sample A12 (the left one) in different logic
configurations.

• Case 0,1: To set the desired input logic, two different pulses are applied. A
200 ms pulse of 90 mT to switch to 1 both the inputs and then, a 200 ms
negative pulse of -34 mT to switch to 0 the first inputs (the weakest between
the two).

Figure 6.21: Hysteresis loops analysis: case 0,1. The blue histograms represent the
count of the switching events over the 50 hysteresis measurements, while the red
line is referred to the mean values of the switching field distribution.
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• Case 1,0: To set the desired input logic, two different pulses are applied. A
200 ms pulse of -90 mT to switch to 0 both the inputs and then, a 200 ms
positive pulse of 34 mT to switch to 1 the first inputs (the weakest between
the two).

Figure 6.22: Hysteresis loops analysis: case 1,0. The blue histograms represent the
count of the switching events over the 50 hysteresis measurements, while the red
line is referred to the mean values of the switching field distribution.

• Case 0,0:

A 200 ms pulse of -90 mT is applied to switch both the inputs to 0.

Figure 6.23: Hysteresis loops analysis: case 0,0. The blue histograms represent the
count of the switching events over the 50 hysteresis measurements, while the red
line is referred to the mean values of the switching field distribution.
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• Case 1,1:

A 200 ms pulse of 90 mT is applied to switch both the inputs to 1.

Figure 6.24: Hysteresis loops analysis: case 1,1. The blue histograms represent the
count of the switching events over the 50 hysteresis measurements, while the red
line is referred to the mean values of the switching field distribution.

All the results are summarized in the following table:

Inputs logic External field orientation SF mean value [mT]
11 + Hz ⇑ 29.58

- Hz ⇓ -19.05
00 + Hz ⇑ 18.56

- Hz ⇓ -29.69
10 + Hz ⇑ 25.9

- Hz ⇓ -25.68
01 + Hz ⇑ 24.19

- Hz ⇓ -24.52

Table 6.2: Coupling field results

The results show that the expected device function is confirmed. When the inputs
logic is opposite (case 1,0 and 0,1), the antiferromagnetic coupling effects coun-
teract cancelling them self, and the hysteresis of the output is almost symmetric.
There is still a small difference in the positive and negative value of the output
switching fields. Due to unavoidable fabrication inaccuracies, the inputs are not
completely equal and the ANC probably is not placed exactly in the middle of the
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6.4 – The double input gate

slit and so, a small but negligible unbalance is present. When instead the inputs
magnetization point in the same direction (logic 1,1 and 0,0), the dipole-coupling
is strong and the output switch is supported in the opposite direction with respect
to the inputs magnetization. In this case the hysteresis is no more centered in
zero, but it is shifted towards the right (case 1,1) and towards the left (case 0,0).
The coupling is computed exploiting the formula:

C = H+ −H−

2 (6.1)

The computed coupling fields from the inputs combinations 1,1 and 0,0 are re-
spectively 5.3 mT and 5.5 mT. Both the results confirm a strong coupling in the
region of the ANC. This device proves the feasibility to perform a logic computa-
tion with more then one input, but does not prove a real logic operation. To have
a logic function, a third input must be added. This third input can be a physical
magnet (challenging to be physically built in a 3D layout) or a virtual third inputs
implemented by a bias field. In this way is possible to create a working 3D denied
majority voter. Fixing the bias field is even possible to replicate a NOR and a
NAND function, giving the possibility to perform all the basic set of Boolean logic
functions.
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7 Conclusion

Perpendicular Nanomagnetic Logic is a promising beyond CMOS technology. Thanks
to the magnets intrinsic capability to store information in their bistable magneti-
zation states, it provides the possibility to overcome the Von Neumann bottleneck
and combine memory and logic computation in the same structure. pNML devices
can build ultra low power systems. They don’t need a power supply network, the
power is only furnished by magnetic clocks. Moreover, they work at room tempera-
ture, they are radiation hard and free of leakage currents. All these characteristics
can be improved finding the perfect materials to build the device. This work in-
vestigated the feasibility to exploit Ta/CoFeB/MgO/Ta stack, where the relevant
physic is concentrated in the CoFeB/MgO interface. It has been demonstrated
how Focused Ion Beam irradiation with Ga+ ions tunes the magnetic properties of
this stack depending on the amount of ions dose used, allowing a bidirectional ma-
nipulation of the magnet switching field. The nucleation mechanism is engineered
through the combination of the areal irradiation and the generation of the artificial
nucleation center (ANC). This allowed to control the nucleation phenomenon in the
output and to reach up to 20 mT of difference in the switching behavior between
input and output. Thanks to the presence of the ANC, the switching field of the
output can be reduced down to 10 mT, which means an high improvement in the
clocking power consumption with respect to the previously investigated materials.
The results from the FIB irradiation and nucleation studies were then exploited
to build logic devices. Fork-like co-planar inverter structures were patterned and
their functionality demonstrated, reaching values of coupling fields up to 7 mT.
Moreover, this study investigated the feasibility to produce 3D logic structure. To
move the input on a different layer can give the opportunity to increase the on chip
density and so, the computing capability of the system. The major result of this
thesis is the realization of a 3D double input gate. Its reliability is demonstrated
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for each of the four possible inputs logic configurations. This kind of structure can
work as a majority voter with the addition of a third virtual input as a bias field.
Fixing this third input, an AND and an OR function can be implemented. So,
it was demonstrated that with Ta/CoFeB/MgO/Ta stack is possible to build all
the basic Boolean functions (NOT, AND, OR) with very low value of switching
fields. However, to compete with CMOS performances, a lot of further research
and studies must be done. Higher resolution fabrication techniques can allow to
progressive scale the pNML devices, increasing the on chip density, the coupling
fields and the clock frequency due to the lower magnet dimensions.
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A Experimental set-up

In this appendix it is shown an overview over the experimental set up, focusing
on the instrumentation used to measure the magnetic properties, as the magneto-
optical microscopies (WMOKE and LMOKE) and on the one used to characterize
the device. In this work, the main machine used to pattern the nanostructures
and to modify their magnetic properties is the Focused ion beam (FIB).

A.1 Magneto-optical microscopy

The basic principle that allows to study the magnetic structure of a sample by
microscopy is the magneto-optical Kerr effect (MOKE). It exploits polarized light
reflected by the specimen. Basically, when the light hits the surface of a magnetic
material, it is tilted by an angle, called Kerr angle, and the sign of the rotation
depends on the direction of the local magnetization. Through a polarizing beam
splitter, is possible to split the different contributions of reflected light and get an
image of the magnetic domains. In both the set up, an electromagnet is embedded
in order to perform switching experiments, to acquire hysteresis or to investigate
domain wall motion.

A.1.1 Laser-scanning MOKE

The LMOKE set up uses a red laser diode as light source. The laser beam is
focused on a tiny spot and scans all the sample exploiting an X-Y scanner with
piezo-actuators. The incident light is linear polarized by a polarizer and focus on
the sample by a series of lenses. The reflected light is then splitted in its elementary
waves, which encode the information about the local magnetization, and guided
to separate photo diodes.
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A.1.2 Wide-field MOKE

The WMOKE is not a scanning technique, it differs from the LMOKE for the light
source and for the analysis system used. In particular, it exploits a blue LED light
as source and a digital camera for imaging.

A.2 Focused ion beam
The FIB is an instrument that can be used for different applications. In this work
it is used as high resolution lithography technique to create the nanostructures and
to local modify, by ions collision, the crystalline structure and the related magnetic
properties of the sample. The version used is the Micrion 9500e system. The ion
source is liquid gallium which coats a tungsten needle. To create the ion beam, the
source is heated by a current and a drop of gallium is pushed towards the tip of
needle. The ions emission is the consequence of a potential difference between the
ion source and the extractor electrode, which excites the Ga atoms. This potential
difference is called extraction voltage and it determines the rate of ions emission.
This ions emission can slightly vary over time. A suppressor is used to correct these
variations and to try to keep the beam current fixed, counteracting the extraction
voltage by the application of a positive potential. After the extraction, the ions
are accelerated through the column by a potential difference between the source
(high positive potential) and the ground. In this set up, the ions are carried out
using 50keV acceleration voltage. Then, a series of lenses is used to focus the
beam. Lens 1 is a three elements system, in which each element operates at a
different potential, with the aim to modify the beam trajectory and focus it on
the beam-limiting aperture. This aperture limits the diameter of the beam and
so the current density. Lens 2 applies the same principle of Lens 1 but with the
aim to focus the beam on the sample. By changing the lens voltages is possible to
move vertically up or down the focal plane. Another important component is the
stigmator, also know as the upper octopole. It serves to correct the astigmatism,
which means to correct the beam cross-section from an ellipse to a circle. This
is necessary to allow beam focusing. To switch off and on the beam in a rapid
way, a combination of blanking deflectors and apertures is used. With no potential
applied to the blanking deflector, the beam is able to pass through the blanking
aperture reaching the Lens 2 and then the sample. If a voltage is applied between
the blanking deflectors, the Ga+ are repelled from the positive plate and attracted
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and absorbed by the negative one, missing the aperture. This element is also a
way to measure the beam current. The FIB system operates in a raster scanning
way. Each scan line is an array of points called dwell points, and the time that the
beam irradiates over a certain point is called dwell time. The ion dose, defined
as the amount of ions that hit the sample per unit area, is a function of the
beam current, the dwell time and the dwell point spacing. The FIB system can
also produce images of the irradiated structure through secondary emission. A
detector near the sample collects the secondary electrons emitted by sample after
the ions collision, and develops an electrical signal proportional to the amount of
electrons received.
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Figure A.1: Schematic diagram of FIB column architecture (image taken from
"Micrion 9000/9100/9.5 00 Focused Ion Beam Systems Operation Manual")
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B Fabrication process param-
eters

In this appendix are shown in details the fabrication recipes of the structures
analysed in this work. All the process parameters are here tabulated.

B.1 2D logic device

This section is referred to the complete fabrication process of the 2D co-planar
inverters presented in section 5.

Substrate:

Thermally grown oxide on Si

Material Thickness
SiO2 100 nm

Cleaning

Hotplate at 115° for 5 min.

Sputtering:

Initial pressure: < 3 · 10−7 bar.
Sputtering parameters:
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Fabrication process parameters

Material Power [W] Pressure [µbar] Sputter rate [nm/s]
Ta 40 4 0.0457

CoFeB 40 4 0.0279
MgO 40 1 0.006667

Deposited stack:

Layer Target Thickness Duration
[nm] [s]

Adesion/Seed Ta 2 43.7
Magnetic CoFeB 1.1 39.4
Oxide MgO 2 300

Capping Ta 3 65.6

Annealing:

Annealing in controlled atmosphere to develop PMA.

Atmosphere Temperature [°C] Time [min]
N2 275 5

FIB Lithography:

To pattern the fork-like co-planar inverter structure.

Resist deposition

Resist Spin coat Spin coat Pre bake Pre bake Soft bake Soft bake
speed [rpm] time [s] T [°C] t [min] T [°C] t [s]

PMMA 1800 30 100 10 100 90

FIB irradiation

Ion Acc. voltage [keV] Dwell time [µs] Beam current [pA]
Ga+ 50 0.3 2
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Resist removal

Developer Time dev [s] Stopper Time stop [s]
AZ 600 30 IPA 60

Hard mask evaporation:

Deposition of the etching protecting mask on the whole sample.

Material Thickness [nm] rate [A/s]
Ti 6.5 1

Lift-Off:

It removes the remaining resist and the hard mask on top of it, leaving uncovered
the region of the sample not illuminated.

Remover Time [min ] Ultrasonic power Temperature [°C]
NMP 5 9 (max) 70

Ion etching:

Its the final patterning process, in which all the parts of the sample not covered
by the hard mask are removed.

Ion time [min] Magnet Microwave power [W]
Ar+ 12 1086 G 200

B.2 3D Logic device:

The fabrication recipe fro the single input gate and for the double input gate is the
same. The devices are patterned on the same double stack sample, what change
is only the mask used during the FIB lithography step.
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Fabrication process parameters

Substrate:

Thermally grown oxide on Si

Material Thickness
SiO2 85 nm

Cleaning

Hotplate at 115° for 5 min.

Sputtering:
Initial pressure: ∼ 5 · 10−7 mbar

Material Power [W] Pressure [µbar] Sputter rate [nm/s]
Ta 40 4 0.0457

CoFeB 40 4 0.0279
MgO 40 1 0.006667

Deposited stack:

Layer Target Thickness Time
[nm] [s]

Adesion/Seed Ta 2 43.7
Magnetic CoFeB 1.1 39.4
Oxide MgO 2 300

Capping Ta 3 65.6
Separation MgO 3 450

Adesion/Seed Ta 2 43.7
Magnetic CoFeB 1.1 39.4
Oxide MgO 2 300

Capping Ta 3 65.6

Annealing

Atmosphere Temperature [°C] Time [min]
N2 275 5
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Photolithography:

Resist deposition: Spin coating

Resist Spin coat Spin coat Pre bake Pre bake Soft bake Soft bake
speed [rpm] time [s] T [°C] t [min] T [°C] t [s]

ECI 3027 4000 60 110 10 110 60

UV exposure - Mask aligner

1. Squared mask to remove excess of resist at the edges:

UV power Exposure time [s] Developer Dev. time [s]
100 % 14 EZ726 MIF 80

2. Patterning of the structures: squares 20µm x 20µm

UV power Exposure time [s] Developer Dev. time [s]
14 % 14 EZ726 MIF 80

Ion etching:

Ion time [min] Magnet Microwave power [W]
Ar+ 24 1086 G 200

Resist removal:

The resist is removed by submerging the sample in a becher containing the stripper
solution and putting the bacher in a ultrasonic bath.

Stripper time [min] Temperature [°C] Ultrasonic power
Technistrip P1316 40 65 9 (max)

FIB Lithography:

To create the single and double island in the top layer:
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Fabrication process parameters

Resist deposition: Spin coating

Resist Spin coat Spin coat Pre bake Pre bake Soft bake Soft bake
speed [rpm] time [s] T [°C] t [min] T [°C] t [s]

PMMA 1800 30 100 10 100 90

FIB irradiation

Ion Acc. voltage [keV] Dwell time [µs] Beam current [pA]
Ga+ 50 0.3 G 2

Resist removal

Developer Time dev [s] Stopper Time stop [s]
AZ 600 30 IPA 60

Hard mask evaporation:

Material Thickness [nm] rate [A/s]
Ti 6.5 1

Lift-Off:

Remover Time [min ] Ultrasonic power Temperature [°C]
NMP 5 9 (max) 70

Ion etching:

Ion time [min] Magnet Microwave power [W]
Ar+ 12 1086 G 200
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