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Summary

This thesis presents the test of an innovative 3D-stacked front-side illuminated
(FSI) multi-channel digital silicon photomultiplier (MD-SiPM) fabricated in 0.18 µm
CMOS technology for time-of-flight positron emission tomography (TOF-PET).
During the master project, carried out at AQUA laboratory at EPFL, a complete
testing system for the chip was designed and implemented. This work focuses on
the implementation of the necessary firmware to interface with the unit under test,
and the related software. The former is designed on a Opal Kelly XEM 7630 board,
integrating a Kintex 7 FPGA from Xilinx. This board is fully supported by the
FrontPanel SDK, a C++ class library to interface a software with the board. This
is exploited to program a custom graphical user interface (GUI) to perform tests
in a semi-automatic way. Its main purpose is to transfer data between PC and
FPGA, so to provide an effective controllability and observability of the design.
On the FPGA side of the interface, some FrontPanel’s HDL modules work just as
external pins, enabling the communication with the PC. The designed system was
also employed to perform a preliminary characterisation of the chip, with the aim
of verifying its basic functionalities and the successful outcome of this innovative,
3D-integrated design. On-chip time-to-digital converters’ (TDCs) characterisation,
dark count rate (DCR), photon counts and preliminary photon detection efficiency
(PDE) measurements are presented. Some corruption of the TDCs’ output bits will
need further testing to be resolved, but, in general, they look active and working.
The noise level results particularly higher than usual values and some artifacts
might also be present in the counting system. The PDE, although preliminary and
not complete, shows, instead, a very promising result, following the expected trend.
A calibration with a photodiode will be necessary, to get a precise estimation.
The chip seems to work correctly overall, apart from some minor issues. The
3D integration process looks successful and can be exploited for future designs.
Nevertheless, a more detailed characterisation of the system is still ongoing and
more accurate results will be available in the future.
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Chapter 1

Introduction

In the last decades, an increasing number of applications required more and more
precise detectors for very low light intensity measurements. Most common appli-
cations include medical physics, particle physics, Light Detection and Ranging
(LiDAR) and quantum optics. As result, the performances of established detectors
were pushed further towards the limit of one single photon detection while new
technologies were developed with the same goal. The challenge was huge: being
able to recognize discrete photons required unprecedented precision and incredibly
low noise levels. Nonetheless, it was undertaken with great effort by the scientific
community all over the world and several promising solutions were developed. In
fact, many of these represented an evolution of already established technologies [1,
2, 3].
In particular, single-photon avalanche diodes (SPADs) gained increased attention
thanks to their performances and interesting properties [4, 5]. They have almost
completely replaced photomultiplier tubes (PMTs) for single photon detection
thanks to their reliability and compactness, relatively low noise, high photon detec-
tion probability (PDP) and outstanding timing performances [4, 5, 6, 7, 8]. In the
last years, the design of SPADs in commercial CMOS technology was developed,
paving the way to more sophisticated circuits, functionalities, and reduced cost [6,
9, 10, 11, 12, 13].
In this context, analog silicon photomultipliers (A-SiPM) attracted great interest
due to their robustness, low noise and high gain, especially for ToF-PET applica-
tions [14, 15, 16]. On the other hand, some years ago, the design of multi-channel
digital silicon photomultipliers (MD-SiPM) introduced the possibility of an in-
creased timestamp granularity and data pre-processing on chip [14, 17]. The
implementation in CMOS technology allows cost reduction and the direct inte-
gration of circuits on chip SoC (System on Chip) implementation. By contrast,
high-performance CMOS devices require advanced, nanometric technology nodes,
not well suited for efficient SPADs. An innovative solution to fully overcome this
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issue is the 3D-stacked design: a top-tier including only the photo-sensitive devices
(SPADs) and one, (or more) bottom tier for the front-end circuitry [14, 18, 19,
20, 21]. The reason is that, in 3D-integrated sensors design, we can select the
proper technology node for each tier of the detector, e.g. a CMOS image sensor
(CIS) process for the top tier and a state-of-the-art, low power, high-performance,
nanometric standard CMOS process for the bottom one. Additional benefits are
the increased fill factor, reduction of the device pitch by eliminating the circuits
next to the SPADs and the integration of additional, advanced functionalities (e.g.
complex pixel circuits, TDCs, readout logic). Examples can be found in [22, 23, 24,
25, 26, 27]. The first examples were implemented in back-side illumination (BSI)
approach [28, 22, 29]. This implementation presents several limitations, including a
necessary back-thinning process and low sensitivity for wavelengths below 450 nm.
In this work, we analyse an innovative 3D-stacked front-side illuminated (FSI)
MD-SiPM called Blueberry, described in [14, 18] and first proposed in [20]. The
chip is compatible with scintillator-based PET. The top tier of the chip is used for
light detection and houses all the SPAD sensors. The bottom tier, on the contrary,
includes all the electronics required by the system, such as readout logic, TDCs and
counting functions. To our knowledge, this is the first chip of its kind, successfully
implemented [30]. As such, its analysis aims to prove first its basic functionalities
and to verify the successful outcome of this innovative design. The purpose of this
work is to provide an initial and preliminary characterisation of the chip, and to
develop the necessary structures for future, more advanced and quantitative tests.
This first chapter provides the required theoretical background on single-photon
detection, state-of the-art solutions and the target application: ToF-PET. The
following one briefly describes the chip architecture, moving from the single SPAD
pixel, to the top-level structure and the 3D integration process. The third chapter
focuses on the developed test system, comprising a PCB, the firmware to perform
the tests and communicate with the chip, and the relative GUI, to control and
perform the test in a semi-automatic way. Finally, the last chapter presents the
results of the tests, including the TDC preliminary characterisation, some dark
count rate (DCR) measurements, photon count results under laser illumination,
and, at last, an first promising PDE (Photon Detection Efficiency) evaluation.

1.1 Single-Photon Detection

1.1.1 Light and photon detectors formalism

Two important parameters that characterize the light are the wavelength λ and the
frequency ν. They are linked together by a universal constant, the light propagation
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speed in vacuum c:

c = λν = 2.998 × 108 m/s (1.1)

At the beginning of the last century, Einstein brilliantly demonstrated that light
is composed of discrete energy packets and that it can also behave like a flux of
particles, as postulated by Planck few years before [31]. Energy and momentum of
these electromagnetic energy quanta called photons depend on the wave frequency,
as given in Eq. 1.2, 1.3

Ep = hν = hc

λ
(1.2)

Pp = Ep
c

= h

λ
(1.3)

where h = 6.63 × 10−34 m2kg/s is the Planck universal constant.
The key contribution of Einstein was to explain the photoelectric effect, i.e. electrons
emission from a metal surface when irradiated by light. This same effect occurs
also in semiconductors and it is the underlying principle for photon detection. In a
semiconductor, electrons occupy almost completely the energy levels in the valence
band whereas the conduction band is practically empty. When a photon, with an
energy greater than the energy gap Eg between the bands, hits the material, it
transfers its energy to an electron that will be excited from valence to conduction
band. If hν is greater than Eg the excess energy is observed as kinetic energy of the
electron that can conduct current. The Einstein relation between these quantities
for a semiconductor is given in Eq.1.4.

Ke = hν − Eg (1.4)

where Ke is the electron kinetic energy. The energy gap defines a threshold
frequency for the incoming photons below which no electrons are excited to the
conduction band: each material absorbs photons only above a given frequency. On
the other hand, light intensity only determines the rate of photoelectric emission.
These considerations are necessary to understand the underlying physics but a
simpler, macroscopic model of light-matter interaction is sufficient to discuss their
main characteristics.
Consider an incident light ray of definite power P0 hitting a surface or, more in
general, a strong discontinuity of the refraction index. This discontinuity results in
a high reflection coefficient R defined as the ratio between the reflected power Pr
and the incident one:

R = Pr
P0

(1.5)
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Only part of the incident power is transmitted, namely equal to

PT0 = (1 −R)P0 (1.6)

Inside the material, photons are gradually absorbed so that the optical power
decreases following an exponential trend. The transmitted power at position x
follows from Eq 1.7

PT (x) = PT0 · e−αx = (1 −R)P0 · e−αx (1.7)

where α is the optical absorption coefficient describing the exponential decrease
of optical power: it expresses the probability for a photon to be absorbed per
centimeter of propagation in the material. Its inverse is the optical absorption
depth, La. A visual representation is shown on the graph in Fig. 1.1

Figure 1.1: Reflection, transmission and absorption of optical power in presence
of a strong discontinuity of refraction index (e.g. air-semiconductor). From [32]

.

Many photodetectors exploit semiconductors to detect photons, generating
electron/hole pairs by photoelectric effect. The charge carriers generation rate at
a given distance is computed from Eq. 1.7: the number of photons at distance x
must be multiplied by the probability that they are absorbed given by α.

g(x) = PT (x)
hν

· α = P0

hν
· (1 −R) · e−αx · α (1.8)

Quantum photodetectors properties

Quantum photodetectors, or simply photon detectors, are a class of detectors
employing photoelectric effect to detect light. The generated charge carriers can
produce a current under the correct bias. This transduction from optical to electrical
signal can be characterized with few parameters useful to define and compare the
performance of this class of detectors.
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• Quantum detection efficiency, η
Also called photon detection efficiency or just quantum efficiency, it describes
the ability of the detector to convert photons in electron/hole pairs [33]. It is
defined as the ratio between the photo-generated electrons (or holes) and the
number of photons incident on the detector [34]:

η = number of photo-generated electrons
number of photons on the detector = Ne

Nph

(1.9)

From the definition we can deduce that photon reflection on surface, electron
scattering losses and recombination reduce the quantum efficiency. By contrast
this parameter does not take into account any internal gain considering only
the primary electrons/holes pairs.

• Responsivity, R
Also called radiant sensitivity, it focuses on the transduction from optical
power to electrical current [35]:

R = output current
optical power on the detector = IS

PS
[A/W ] (1.10)

Eq. 1.9 can be rewritten as
η = IS/q

Ps/hν
(1.11)

with q the electron charge. From this and Eq. 1.1 and 1.10 follows

R = η
q

hν
= η

q

h

λ

c
(1.12)

• Signal-to-noise ratio and Noise Equivalent Power, NEP
Every measurement is affected by noise entailing a defined uncertainty. This
noise is evaluated, for example at the output of the detector, as a current
fluctuation IN from the mean value IS. It is necessary to link this noise with
the input signal determining their ratio as in Eq 1.13. The signal-to-noise
ratio allows us to assess the ability of the detector to discriminate between
the signal and noise. In general a signal is detectable if this ratio is greater
than one.

S

N
= IS
IN

(1.13)

It follows that the Noise Equivalent Power (NEP) is the input optical power
that produce a signal-to-noise ratio of one and represents the smallest de-
tectable signal [36]. For an input power PS = NEP the output signal from
Eq. 1.10 is

IS = R ·NEP (1.14)
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By definition if the signal-to-noise ratio is one, IN = IS, then

NEP = IN
R

(1.15)

Photon shot noise

Shot noise results from the discretisation/quantisation of physical phenomena and
their random fluctuations considered in terms of number of events. Photon shot
noise is an important parameter to assess because it has relevant consequences
on the performances of photodetectors, for example limiting their detection. A
complete discussion can be found in [37] and [38]
Optical radiation is formed by photons arriving randomly in time so that their
number in a given time interval is a statistical variable. Consider the optical power
in terms of average number of photons énê arriving in a given interval τ :

P = hν

τ
énê (1.16)

The associated rms noise can be expressed by its variance as

é∆P 2
shotê =

A
hν

τ

B2

· é∆n2ê (1.17)

Considering photons as independent events, their statistics is usually well approxi-
mated by the Poisson distribution so that the variance is given by

é∆n2ê = énê (1.18)

Replacing in Eq.1.17 we obtain

é∆P 2
shotê =

A
hν

τ

B
· P = 2 · hν · P · ∆f (1.19)

where ∆f denotes, for convenience, only the positive frequencies of the noise
bandwidth. The factor 2 is added to take into account also the negative ones.
Dividing this value for the bandwidth we get the unilateral noise spectral density:

Sp = 2hνP = 2hc
λ
P (1.20)

There is no dependency on the noise frequency, i.e. shot noise is white noise: its
spectrum is essentially flat over a large frequency range. On the other hand, for
a given optical power P, the photon shot noise is smaller for photons at lower
frequency. At infrared wavelength for example, other processes and noise sources
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become dominant. We can intuitively understand this dependency considering that
if the wavelength decreases, each photon will have lower energy. This means that
in this case, for a given power, the signal will contain more photons thus reducing
the Signal-to-Noise ratio. The effect is the same we observe when integrating the
signal longer to increase the number of events.
Shot noise is not limited to photons but is common to every discrete quantum
phenomenon like current itself but the computation are similar anyway. In any case
this intrinsic noise defines the lowest limit of detection of every photon detector.

1.1.2 Single-photon detectors: state of the art
Photomultiplier tube

Photomultiplier tubes (PMT) are one of the first established technologies for
single-photon detection and they have been employed for many years in several
applications ranging from biology, astronomy and nuclear physics [39], [3].
They derive from vacuum tubes (or photo-tubes) and are based on the same prin-
ciple of light detection by photoelectric effect on a metallic cathode. The great
difference is that an amplification effect is obtained between the cathode and the
anode by an electron multiplication process. This amplification of the detector
signal overcomes the electronic circuit noise that is a major limitation in vacuum
tubes.
The process occurs by secondary electron emission in vacuum and current amplifi-
cation in a dynode chain inside the tube: the photogenerated electron (primary
electron) is emitted from the cathode with low kinetic energy ( Ek < 1 eV) to be
attracted by a high potential difference (hundreds of volts) towards an electrode
(dynode). By penetrating in the material, the electron loses its kinetic energy
transferring it to the electrons of the dynode and some of them can be emitted in
vacuum (secondary electrons). The yield of secondary electrons per primary ones is
indicated by the parameter δi > 1, also called secondary emission ratio. The same
process occurs on every dynode leading to a final huge current amplification whose
overall gain is given by the product of the single yields:

G = δ1 · δ2 · ... · δN = δN (with N equal dynodes) (1.21)

Figure 1.2 shows a sketch of a PMT working principle.

To understand the emission characteristic of the electrodes and its primary
energy dependency, it is necessary to analyze the the interaction process of the
electrons in the material. When the electrons penetrate in the dynode, they transfer
their kinetic energy to generate secondary electrons; the higher the energy, the
more secondary electrons are produced. On the other hand, primary electrons with

7



Introduction

Figure 1.2: Sketch of the dynodes’ working principle inside a PMT, from [32]

higher energy penetrate deeper in the material. In this case the generated particles
have to go through a longer path before reaching the surface. Part of them can be
absorbed, others lose energy through collisions and fall below the vacuum level. All
these mechanisms represent losses that decrease the secondary emission yield [40].
Therefore an optimal voltage value exists as clearly shown in the graph of Fig. 1.3

Figure 1.3: Secondary emission yield curve vs primary energy [40]

The output of a PMT can be imagined as a superposition of single pulses
corresponding to single electron emissions from the photo-cathode, also called
(Single Electron Response, SER). These pulses under weak illumination can easily
be separately observed allowing us to detect single photons on the cathode. One
way to reduce the effect of noise sources is to define a range of amplitude in which
the pulses should fall to be considered valid. The lower limit cuts off all the pulses
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due to electrons’ thermal generation in intermediate dynodes; the upper one rejects
the pulses due to high energy events like cosmic rays.
Unfortunately, the basic assumption that all the valid pulses have a characteristic
or at least similar height, is eventually not true. The amplification gain G is not
constant at all because it depends on the secondary electron emission, a process of
statistical nature with random variations itself. The statistical distribution of this
gain is an issue because it also introduces an additional noise factor, even if it is
usually negligible for high-quality PMT.
Main limitations of these devices are linked to its rather fragile structure that limits
the practical use like the vacuum-requirement inside the tube and the size of the
detector itself, especially of the dynode chain. Another drawback is the high DC
voltage (several hundreds volts) required to bias the dynodes [3], [41].
On the other hand, PMTs performances are enhanced thanks to their internal gain
that makes external noise sources negligible with respect to the one associated with
the quantized nature of light. Another remarkable feature is the very low dark
current due to thermionic emission from the cathode and its shot noise. This is
why, although PMTs remain fragile detectors not suitable for many applications in
harsh environment like space, they still represent a good choice for single-photon
detection [3].

Micro-channel plate

Micro-Channel Plates represent an evolution in the structure of a PMT to make it
simpler, more compact and robust [42]. The idea behind is to reduce the complexity
of the device by replacing the series of multiplying dynodes with a thin glass tube
with micro-metric diameter. Thousands of these structures are embedded together
to form a matrix in a MCP as shown in Fig. 1.4. The inner walls of the channels
are treated and converted to semiconductor able to emit secondary electrons. A
high voltage is applied in parallel to the plate via metal electrodes on the two
opposite faces. The final gain depends on the number of impacts along the tube
so it is strictly related to the aspect-ratio L/D: for a high ratio the number of
impacts increases but the yield drop because electrons energy becomes lower. The
best aspect-ratio for the maximum gain is usually around L/D ≈ 50.

Photo-electrons can be focused on the plate simply by applying a high voltage
to the multiplier input, then no other focusing is required during amplification
inside the channels. At the other end of the plate, electrons can be collected either
by anode or by a phosphorescent screen. In the latter case the structure can be
coupled with other detectors, for example a CCD or CMOS camera, capturing the
image on the screen through a system of lenses or fibre optics. The MCP would
work as an intensifier allowing detection in low light intensity conditions.
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Figure 1.4: Schematic view of an MCP multiplier. Adapted from [2]

1.2 Single-Photon Avalanche Diodes (SPAD)

Single-Photon Avalanche Diodes are solid-state detectors capable of photon count-
ing measurement with considerable time resolution [43]. This property makes
them attractive for several applications, especially for time-of-flight measurements
and in the field of bio-imaging, as discussed later in section 1.5. The structure of
these devices is the same of an avalanche photo-diode (APD) generally based on
p+-n/p+-i-n junction under reverse bias.
In a diode in blocking mode, under no illumination the current is given by the
thermal generation of carriers, mainly in the depletion region. Detection of light
occurs in these structure in a two-step process: absorption of light by the semi-
conductor with the resulting photo-generation of electron-hole pairs; collection of
these optical generated charge carriers by means of the electric field in the junction.
The generation rate can be expressed again as in Eq.1.8.
The charge carrier generation and collection can occur in three different cases as
shown schematically in Fig.1.5. In the ideal case, photon is absorbed in the deple-
tion region and carriers are extracted directly by the electric field in that region:
electrons drift towards the n-region, holes towards the p-region. But photons can
also be absorbed in one of the two diffusion region at the sides of the junction. In
these cases the minority carrier of the photo-generated pair diffuse towards the
junction. Once it reaches the depletion region, it can be extracted by the electric
field. One first problem in this scenario is that, during diffusion, the carriers can
recombine in the neutral region without being collected. Furthermore, the diffusion
process takes a relatively long time introducing delay on the current response, so it
is desirable to have absorption in the depletion region for fast photo-diodes. For
this reason the structure of the junction can be modified to increase the depletion
region for example introducing an intrinsic (or very low-doped) layer between the
two doped ones.
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Figure 1.5: Schematic view of a pn junction in blocking mode highlighting the
three cases of photon absorption. The ideal one is when absorption occurs in the
depletion region and carriers are extracted directly by the electric field. Absorption
in the diffusion region results in a slower response of the detector

Avalanche effect

When a strong reverse voltage is applied on the diode, the electric field in the
depletion region increases and the carriers are strongly accelerated. Drifting in the
electric field, electrons and holes gain kinetic energy that is in part transmitted
to the lattice upon scattering events. If the electric field is strong enough, the
kinetic energy might be sufficient to generate ionizing collision events with the
lattice, resulting in additional electron/hole pair [34]. These carriers are accelerated
themselves and can undergo the same scattering events. The cascade of these
collision generates an avalanche effect. The process is bidirectional because also
the holes are accelerated (in the opposite direction), producing an additional
contribution to the current (Fig.1.6). This results in a positive feedback loop
when holes generate more electrons by impact ionisation and vice-versa in a self
sustaining process [3]. Two parameters called ionisation coefficients, α for electrons
and β for holes, define the probability of carriers to produce impact ionisation.
The avalanche of n and p carriers create a dipole-like mobile space charge that
generates an electrical field opposite to the drift one across the junction. Its effect
is to limit the cascading process and avoid the divergence of the current. The
usual bias, just below the breakdown voltage, produces, indeed, a linear current
amplification.
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Figure 1.6: Schematic representation of an avalanche process in the depleted
region of a p-n junction [32]

SPAD working principle

SPADs are essentially avalanche PDs working under strong reverse bias, above the
breakdown voltage Vbd, exploiting the huge current amplification in this region.
Under these conditions, even a single photon hitting the photo-sensitive area can
trigger an avalanche in the device from the photo-generated primary electron-hole
pair. The huge gain allows a macroscopic current to flow in the device with a very
short rise time (the avalanche build-up time is usually of few picoseconds [5, 43]).
This operation regime is known as Geiger mode, recalling the similar pulsed output
of the more famous radiation detector.
The avalanche process must be controlled and stopped with a quenching mechanism
to prevent the high current flow from destroying the diode itself. This is obtaining
lowering the bias voltage Vop of the SPAD and leaving the avalanche to run out for
example connecting a resistor in series with the device [9]. After the quenching the
voltage must be restored to the initial value before the next photon detection is
possible [44]. During this period, called dead time, the SPAD is almost insensitive
but it gradually regains its sensitivity until its nominal value when the recharge
is complete. Fig. 1.7 shows on the I-V curve the three step performed in the
Geiger mode. A SPAD sensor operating in this region works basically as a photon-
triggered switch, resulting in a binary output where each pulse correspond to
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photon detection. The binary output is eventually independent on the number of
absorbed photons, so the magnitude of the instantaneous flux is not available.

Figure 1.7: SPAD operation in the reverse diode I–V characteristics. The APD
regime, or linear-mode operation, is right before the breakdown voltage. Above it
the diode enters the Geiger mode, i.e. the SPAD operation. Adapted from [32]

The simplest quenching mechanism consist of a resistor in series with the SPAD.
The problem with this passive circuit is that the recharge process takes some time
to recover from the breakdown to the bias voltage. This dead time causes several
count losses because the detection efficiency must be gradual recovered itself. These
reasons make a passive quenching circuit not very suitable for fast photon counting
applications, where an active quenching is usually preferred [44].

In general SPADs’ performances can be assessed with several parameters. One
of the most significant is the Photon Detection Probability (PDP), representing
the probability to trigger an avalanche due to the absorption of a photon at a
defined wavelength [9]. Current CMOS SPAD technology present a peak PDP in
the visible range that can reach up to 70% for isolated, optimized devices [43].
Another important figure of merit is the Dark Count Rate (DCR), i.e. the detection
rate in absence of light. This parameter represents the most relevant source of
noise in this kind of devices and can be caused by several processes. For example,
thermal generation of carriers in the depletion region is a major contribution.
Carriers generation can also be greatly favoured by the strong electric field across
the junction (field-enhanced generation) and the resulting relevant band bending.
Electrons (and holes vice-versa) can reach directly the conduction band by tunnel
effect (Band-to-Band Tunneling, BTBT) or by Trap-Assisted Tunneling (TAT)
processes [45].
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Afterpulsing is another parameter affecting the performance of the device. It intro-
duces false detection events correlated in time with previous one. The explanation
is that, during the avalanche, some carriers can be captured by some traps, i.e.
defects in the silicon lattice structure. These carriers can be released with a delay
of up to several ns and re-trigger the avalanche, generating an additional, false
output pulse.
The ratio between the photo-sensitive area and the total area of the device is the
fill factor, another significant figure of merit. When multiplied for the PDP it gives
the overall Photon Detection Efficiency (PDE).
The deviation in time of rising edges of the SPADs’ fast pulses defines the so-called
timing jitter. This represent generally the timing resolution of the detector and,
for SPADs, it generally ranges between tens and hundreds of ps [46]. Table 3.1
summarizes the main figures of merit of SPAD with the corresponding usual values
in recent CMOS technology (130 nm and below), taken from literature [43], [21].

SPAD pixel parameter Value range

Dead time [ns] 10-100

DCR [cps/µm2] 0.3-100

PDP (peak) [%] 10-50

Spectral range (PDP > 1%) [nm] 350–1000

Fill factor [%] 1-60

Timing resolution [ps] 30-100

Afterpulsing probability [%] 0.1-10

Table 1.1: Summary of the main SPAD parametrs and their standard values as
in [21] and [43]

.

1.3 SPAD arrays
Single SPAD devices can be integrated in arrays of various dimension to create
imagers. Depending on the desired dimensionality and target application, several
architecture are possible.
The simplest solution is a linear 1D array of pixels. In this case, the requested
electronics can be placed outside the detector and the different pixels are separated
only by the diode guard ring (Fig. 1.8a). This type of array allows a truly parallel
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operation of the pixels while maintaining the highest possible fill factor (only the
detectors are present on the imager area). In case the target application requires a
2D image, an optical or mechanical scanning mechanism is mandatory.
This limitation can be overcome by two-dimensional SPAD arrays that require,
by contrast, more complex designs (Fig. 3.14b). In general the presence of the
read-out electronics significantly decreases the fill factor of the detector so that
microlenses are often employed to focus the incoming light on the photo-sensitive
area of the array. This type of imagers usually present some sort of resource sharing
among multiple pixels that prevent a fully parallel operation of the detector (Fig.
1.8c).

(a) (b) (c)

Figure 1.8: (a): 1D array with electronics outside the pixel area; (b): 2D array
with electronics inside the pixel itself; (c): 2D array with electronics at the array
periphery, in this case column-based. Taken from [43]

1.3.1 Analog SiPM
Analog Silicon Photo-Multiplier are large area photo-detectors implementing a
dense array of independent SPAD sensors with their own quenching resistor usually
called microcells [47], [48], [15], [49]. All the microcells detect photons indepen-
dently and are connected in parallel to a node so that the sum and combination
of the photo-currents create an analog output, carrying information also on the
magnitude on the instantaneous photon flux. In particular, the amplitude of the
output pulse is proportional to the number of firing microcells, thus overcoming
the limitation of single SPAD detectors. Fig. 1.9 illustrates the simplified electric
circuit of an analog SiPM architecture and shows the schematic structure of a
microcell.
Some SiPMs present an additional terminal for a fast output signal [49] as shown in
Fig. 1.9. This capacitively coupled output allows ultra-fast timing measurements
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and can be beneficial in general for its lower capacitance.

Figure 1.9: Simplified circuit schematic of an analog SiPM composed of an array
of microcells (SPAD, resistor and output capacitor) as found in [49]

A precise description and discussion on the main parameters of these sensors
like breakdown voltage, gain, PDE, dark count rate (noise), optical crosstalk,
afterpulsing and temperature dependency can be found in [15] and [49].
Several advantages, such as very low bias voltage (especially if compared to PMT),
high gain and PDE combined with compactness, robustness and magnetic insensi-
tivity, make these devices the ideal choice for photon detection when fast timing
is required. These properties, together with ongoing research to improve photon
time resolution, will help SiPM to become a valid alternative to PMT in most
applications [15].
Another architecture however might be the device of the future, with its ability to
process each photon independently and potentially resolving the position of each
impinging particle with a camera-like operation: the digital SiPM.

1.3.2 Digital SiPM
In fully-digital or multi-digital SiPM, every SPAD pixel is connected to its own
front-end electronics, allowing a completely parallel operation of the sensor. The
microcell is in this case the source of the binary digital signal from the SPAD
output. In fact the information for each single microcell consists of one bit: a
photon dectection correspond to "one" whereas no detection correspond to "zero".
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One and zero signals are well separated thanks to the high gain of the detector and
can be well resolved by the following electronics. The signal can then be directly
be processed by the readout circuitry. Fig. 1.10 presents a sketch of the detector’s
structure.

Figure 1.10: Simplified sketch of a multi-digital SiPM composed of an array of
microcells, each one with its readout electronics in this case represented by buffers
and Time-to-Digital Converters (TDC) as found in [50]

First commercial digital SiPM were released by Philips for Time-of-Flight PET
(ToF-PET) [15]. The field of medical imaging is one of the most relevant for these
devices employed for photon counting and ToF measurements [50].
One great advantage with respect to analog SiPM is that digital ones do not use
any analog signal processing, resulting in faster and more accurate information.
Another benefit of the digital approach is the possibility to greatly reduce the DCR
by masking some particularly noisy microcells. This is possible only with the direct
access to the single pixels offered in this detectors. One of the main characteristic
features of the digital SiPM is its ability to provide the spatial distribution of the
detected photons, working as an imager.
The current trend for SiPM is towards a 3D integration in CMOS technology. As
briefly discussed in the following section, this would allow a local, on-chip, fast
data processing while improving the detection efficiency and the fill factor, one of
the main limitation of planar devices [15], [50].
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Comparison criteria Analog-SiPM Digital-SiPM

Output Analog signal (must be
amplified)

Digital signal

Electronic noise Significant Irrelevant to resolve sin-
gle photon

Noisy pixels Problematic Can be turned-off one-by-
one with a proper mask-
ing circuit

Quenching and recharge No control Can be tuned

Afterpulsing and
crosstalk

No control Can be limited with
strategies limiting the
avalanche

Static power consump-
tion

From auxiliary and read-
out circuits

From auxiliary circuits
and leakage currents

Table 1.2: Comparison between analog- and digital-SiPM, with some significant
criteria1. More information can be found in [15, 30]

.

1.4 3D Architecture for Digital SiPM
Combined integration of readout electronics with the sensitive SPAD devices in one
wafer limits the flexibility of the CMOS processes, and usually results in more noisy
pixels than in the analog counterpart. The limited geometrical factor is another
drawback of the presence of both electronics and sensor on the same tier.
For these reasons, the research on digital SiPM is now focusing towards a 3D
assembling of the detector, supported by the development in semiconductor tech-
nology proposed in few standard CMOS facilities [15, 50]. The structure usually
includes two-three different dies, or tiers, stacked one onto the other to separate
the sensitive area with the SPAD from the processing circuitry [21]. However,

1It is hard to compare the power consumption of such different systems. For the analog-SiPM,
several components like the ADC are continuously consuming power, whether there are events
or not. In digital SiPM based on CMOS readout circuits, in absence of events, the power
consumption can be very low and it only becomes significant when a SPAD is triggered. The idle
power consumption is set by auxiliary circuits and transistors’ leakage currents, which can be
considerable [30].
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sensor arrays always occupy completely the topmost one improving dramatically
the detection efficiency and the fill factor. Through-Silicon-Vias (TSVs) connect
each microcell to the second tier, dedicated to the quenching circuit and to the
processing electronics. Several structures were proposed in the last years, each
developing advanced on-chip functionalities depending on the target application,
e.g. in [8, 14, 20, 22, 23, 24, 25, 26, 27].

(a) (b)

Figure 1.11: Cross section of (a) Front-side illuminated and (b) Back-illuminated
3D-stacked SPAD sensor, from [19]

A fundamental advantage of this structures is that each chip can be optimized
independently with distinct processes, e.g. CMOS image sensor (CIS) process for
the top tier and a state-of-the-art, low power, standard CMOS process for the
bottom one. It also allows the assembly of large SPAD cameras with accurate
timing, thanks to the low skew even across large chips. Additional benefits lay in
the possibility to implement advanced on-chip functionalities like histograms[51],
neural networks and deep learning engines [19].
Apart from performance enhancement, this approach can open new opportunities
in the NIR and IR spectrum by using different semiconductor, like InGaAs for the
top sensitive layer. Table 1.3 summarises the main differences in this approach.
Fig. 1.11 shows the cross section of two alternative structures for of a 3D-stacked
SPAD image sensor. Both present a top sensitive array on a CMOS chip but
some differences are evident. Fig. 1.11a represent a Front-side illuminated (FSI)
configuration. In this case each device must be connected vertically to the underlying
circuit through all the top tier with TSV, requiring a delicate additional process.
On the other hand, the Back-side illuminated (BSI) configuration depicted in Fig.
1.11b shows the two tiers face-to-face, with the SPADs directly connected to the
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bottom electronics. Unfortunately, this solution requires a backside thinning of the
wafer to ensure a sufficient PDP.
In these two cases the junction is at different depth from the surface of the image
sensor, resulting in distinct absorption spectra: FSI 3D image sensors perform
best at near-UV and blue wavelength while BSI ones are more suitable for IR and
near-IR applications [21].

2D-SiPM 3D-SiPM

Fill factor Trade-off with electronics
and logic functions

Optimal

On-chip functionalities Limited, trade-off with
photosensitive area

Higher design freedom
and customisation

Reading node capaci-
tance

Minimal Higher, due to the verti-
cal connections

Technology Same for SPADs & elec-
tronics (no optimization)

Can be chosen to opti-
mize each tier

Process/cost Standard process, leading
to low cost and fast pro-
totyping

Different processes,
higher cost and time.

Material Silicon Other materials can be
used for the top layer (In-
GaAs/InP and Ge [15, 52,
53])

Table 1.3: Comparison between analog- and digital-SiPM, with some significant
criteria. More information and state-of-the-art examples can be found in [15, 19,
30]

.

1.5 PET and applications
SPAD detectors are attractive in general for applications requiring fast timing
resolution and potentially single photon sensitivity such as Positron Emission
Tomography (PET) [54], Fluorescence Lifetime Imaging Microscopy (FLIM) [55],
Raman Spectroscopy [56], Near-infra-red Optical Tomography (NIROT) [57] and
Light Detection and Ranging systems (LiDAR) [26]. Our main focus will be on the
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first one, the target application of the chip analyzed in this work.
PET is a nuclear bio-imaging technique first introduced in the early 1970s [58]. It
has a whole set of different clinical and research applications, with the main goal
to visualise and characterise biological processes. In particular, it is extensively
used for diagnosis and monitoring of cancer [59], [60]. This highly sensitive imaging
technique allows three dimensional mapping of metabolic activity of the target
tissue, measuring the distribution of a radio-labeled pharmaceuticals previously
administered. The most common radio-tracer is 18F, a positron emitting isotope
of fluorine, usually inserted in an analogue of glucose, the fluorodeoxiglucose
([18F]FDG). This molecule represents the standard for PET radio-pharmaceuticals
and helps study the glucose metabolism, particularly enhanced in cancer cells.
FDG accumulation in tissues is in fact related to increased consumption of glucose,
characteristic of most cancers. The radiation emission will then be concentrated in
these critical regions that can be easily detected and studied.
The isotope decay process originates from a β+ decay, i.e. the conversion of a
proton in a neutron resulting in the emission of a positron (the anti-particle of the
electron) and a neutrino as expressed by the nuclear reaction 1.22.

p −−→ n + β+ + νe (1.22)
The emitted positron (β+) interacts almost immediately with an electron (its

antiparticle) in an annihilation event producing two energetic photons (or gamma
rays) of 511 keV, simultaneously emitted. Energy and momentum conservation
implies that these two photon are emitted in (almost) opposite direction and are
detected by coincidence detectors of the PET scanner. When two detections occur
within the coincidence window (of few ns generally), a coincidence event is recorded.
The positron annihilation is then assumed to have occurred along the so-called line
of response (LOR), i.e. the virtual line connecting the two triggered detectors. The
collection of multiple LOR allows a reconstruction of the emitting tissue in the
body, as sketched in Fig.1.12.

A good spatial resolution is a key feature for PET scanners. Unfortunately
it can be limited by several factors. The first is the small distance the positron
travels before annihilating, of the order of few mm for 18F [61]. This results in a
shift of the reconstructed LOR from the true radioactive source. A second factor
to consider is that the positron can have a small residual momentum at the time
of annihilation. As a consequence, the two gamma rays are not emitted exactly at
180°.
A significant improvement in the tissue reconstruction can be achieved with the
extraction of time-of-flight (ToF) information from the detected photons. More pre-
cisely, the location of the positron can be assessed with greater accuracy measuring
the difference in the arrival time between the two annihilation gammas. The ToF
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Figure 1.12: Principle of PET: (a) a positron annihilates close to the originating
nucleus with an electron and two 511 keV gamma rays are emitted in (almost)
opposite directions; (b) if two events are detected within the coincidence window
by the ring of detectors surrounding the patient, a coincidence event is recorded.
The tomographic reconstruction is performed recording many LORs (taken from
[61])

.

information provides a measurement of the annihilation point with an accuracy
given in Eq. 1.23. Without ToF the annihilation point is assumed to be uniformly
distributed along the line of response, as sketched in Fig. 1.13.

∆x = c

2 ∆t (1.23)

where ∆x and ∆t are respectively the errors in the position along the LOR
and in the timing measurement [62]. To get sub-centimeter precision, the required
timing precision should be less than 50 ps. This explains the importance of having
very performing detectors with high timing resolution.
Besides the related improvement in spatial resolution, ToF-PET can also signif-
icantly reduce the statistical noise and improve the SNR [62, 63] as showed by
Eq.1.24

SNRgain ∝
ó

2D
c∆t (1.24)

where D is the size of the emission source. The difference in the arrival times corre-
sponds to a position on the LOR, with an uncertainty linked to the measurement
errors.

Typical detectors used in PET scanners are made of high density, inorganic,
scintillating crystal arrays, instrumented with PMTs or SiPM for higher granularity
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Figure 1.13: Principle of ToF reconstruction. Left: conventional reconstruction,
all the pixel on the chord (LOR) are increased of the same amount. Right: ToF
reconstruction, the increment depends on the the probability that the source is on
that pixel. From [62]

.

and better timing performance. Two of the most used crystals are the LYSO
(Lutetium-Yttrium Oxyorthosilicate) and BGO (Bismuth Germanium oxyde). The
first presents major advantages like a higher light output, better energy resolution
and fast scintillation that can reduce the detector dead time [58, 64]. These
properties made it the reference scintillator for TOF-PET [65]. On the other hand,
BGO received renewed interest lately, thanks to the possibility to detect Cherenkov
radiation [66].
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Chapter 2

Blueberry chip architecture

In the last years, time-of-flight positron emission tomography (ToF-PET) demanded
and pushed the development and design of innovative detectors [14]. In this
context, the design of multi-channel digital silicon photomultipliers (MD-SiPM)
allows an increased timestamp granularity and data pre-processing on chip [17].
The implementation in CMOS technology allows cost reduction and the direct
integration of circuits on chip SoC (System on Chip) implementation. On the other
hand, high-performance CMOS devices require advanced, nanometric technology
nodes, not well suited for efficient SPADs. 3D-integrated sensors help to overcome
this problem, because we can select the proper technology node for each tier [14,
18].
In this chapter, we briefly describe the architecture of Blueberry, a 3D-stacked
frontside-illuminated (FSI) MD-SiPM, as in [14, 18] and first proposed in [20].
The chip is compatible with scintillator-based PET, and it is suitable, unlike BSI
solutions, for application where the wavelength range of interest is below 450 nm.
The top tier of the chip is used for light detection and houses all the SPAD sensors.
The bottom tier, on the contrary, includes all the electronics required for the system,
as will be discussed in the following.
A brief but complete analysis on different levels of the system is provided in this
chapter: we start form the single pixel structure, to finish with the whole chip’s
3D-stacked architecture.

2.1 SPAD sensor and pixel circuit
The single pixel detector implemented on Blueberry, is based on high-performance
SPADs designed in 180 nm CMOS technology. In general, CMOS SPAD are less
performing than those fabricated in custom epitaxial technology in terms of both
PDP and noise level [6, 67]. The benefits, in turn, of easier on-chip integration
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and cost reduction, thanks to mass production, are significant. The SPADs rely
on a p-i-n structure, to ensure a wide range of sensitivity and low noise [11]. The
pixel has a pitch of 50 µm and its square-with-rounded-corners profile ensures a a
geometrical fill factor around 67%. Fig. 2.1a shows the cross section of a circular
SPAD with the same structure of the ones in Blueberry [6]. The only difference is
the shape. The picture on the right, instead, (Fig. 2.1b) is a top view of the whole
chip, with an inset displaying the true shape of the SPAD.

(a) (b)

Figure 2.1: (a): circular SPAD cross-section; in our case the pixel is square-shaped
but, apart from that, the structure is the same [6]. (b): micrograph of Blueberry
from the top [18]; the two halves of the chip are identical and formed by 4096 pixels
each. The inset shows the square SPAD with rounded corners.

The SPAD is substrate isolated, with the p-well (PW) layer forming the anode
of the SPAD and the buried n-well (BNW) layer working as cathode contact. A
deep-n-well (DNW) connects this layer to the high voltage. All the SPADs of an
array (one half of the chip) also share this common high voltage cathode. This
allows us to apply two different excess bias voltages on the two arrays independently.
The SPADs anodes, in turn, are all independent from the others, and they are
directly connected to the bottom tier and the front-end circuit with their own
TSV. The anode and the cathode are separated by an epi layer that creates a large
high-field region, to achieve an increased sensitivity spectrum.
The breakdown voltage of the SPAD is about 22V at room temperature, with a
variation in temperature of around 1.8mV/°C, according to [6].

Fig. 2.2 represents the SPAD front-end circuit, that follows the idea proposed in
[29]. In this structure, thick-oxide transistors M1 and M2 form a cascode resistive
divider, to increase the excess bias voltage up to 11V, improving sensitivity and
jitter performance [29, 68]. Vcas is supplied externally to fix the gates of the two
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transistors. When an event is detected and an avalanche is triggered, the voltage at
the source of M1 rises and the overdrive decreases. If the voltage reaches Vcas − Vth,
M1 enters the sub-threshold regime and practically turns off, presenting a high
impedance at the SPAD’s anode.

Figure 2.2: Schematic of the SPAD pixel circuit. Adapted from [6].

The pixel presents both passive and active recharge structures that can be used
independently or together. The passive quenching branch is represented by M4 and
can be disabled by the transistors M5 and M6. The latter is connected to a 1-bit
memory, storing the mask value, used to disable the pixel if noisy, thus improving
the SNR. This bit can logically mask the output of the pixel through an AND-gate.
The tunable active recharge system, instead, is formed by M2 and M3. This last
one is connected to a feedback loop that activates it. The loop is formed by a NOR
gate a Schmitt trigger and a tunable delay element. The latter is implemented with
a current starved inverter (CSI) with a voltage controlled transistor for both the
pull-up and pull-down branches (respectively a p- and an nMOS). A current mirror
is included to set the controlling voltages of the structure [69]. This delay allows
us to tune the hold-off time after one output pulse, a very important parameter
to control afterpulsing in large SPADs. This system also enables the control the
output pulse width and, in large part, the dead time of the pxiel, from 2µs to
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about 10 ns [14]. The stability of the circuit and sharp edges at the output are
ensured by the inverting Schmitt trigger.
A detailed characterisation of SPADs similar to Blueberry’s ones and designed
by the same group, is provided in [6]. Their circular shape is the one shown in
Fig. 2.1a, so also the pixel area will be different. On the other hand, all the
other considerations and comments remain valid, and the paper represents the best
available reference for results on the implemented SPAD sensor.

2.2 Cluster architecture
We shall now focus on the bottom tier. It is based on an event-driven architecture,
and it includes a SPAD address tree, photon counters, time-to-digital converters
(TDCs), signals distribution, readout scheduler and TDC calibration system [14, 18].
The MD-SiPM is composed of two identical arrays. Each of them is further divided
in a 8 x 8 cluster matrix, where each cell is composed by 64 SPADs. Therefore,
each cluster (or macro-cell) occupies a square area of 400 x 400 µm2. The top-level
structure of the bottom tier is shown in Fig. 2.3 [14].

Figure 2.3: Micrograph of the bottom tier, wire-bonded on a custom PCB, used
for tests (left) and a simplified sketch of the architecture of a single array (right)
[14].

The random-access architecture, given by a row encoder and a column multi-
plexer, enables the independent readout of each array of the chip (2.3). The cluster
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on the same column share a common output bus, whose access is controlled by an
high impedance buffer. This buffering stage is enabled, in turn, by the row encoder.
Data are output in parallel and each word includes the address of the read cluster,
the address of the first SPAD that fired in that frame (the one that triggered the
TDC), the TDC digital output code and the final photon count.
When a pulse is generated by the SPAD, it is propagated through an OR-tree for
spatial compression within the cluster. The output of this tree is connected to the
input of the TDC trigger. Before every OR-gate, a winner-take-all tree is connected
(2.3). This circuit allows us to determine the address of the first firing SPAD of
the cluster. The data is stored in a register and sent in output with the cluster
address (in a ROM) through a dedicated bus, when required. This system increases
the spatial resolution of the detector at the level of a single SPAD, improving the
flexibility of the sensor for other applications [14, 18].
Each cluster also includes a photon counting system on the propagation tree, to
estimate the number of detected photons on the surface. To this purpose, TSPC
(True Single-Phase Clock) counters are connected at the output of the fourth
OR-gate. Thus, four counter in total are present in each cluster. Their results are
later summed by a 6-bits adder. Its current value is sampled with a frame signal
(STOP) to be saved in a memory buffer.

Figure 2.4: Schematic of the cluster architecture. Adapted from [6, 18]

The TDC in each cluster is based on a 9-stages multi-path gated ring oscillator
(MGRO), as in [48, 70]. It presents an LSB of around 15 ps and a power consump-
tion below 1.8mW, as determined from measurements on an isolated structure [14,
18].
A calibration register is directly connected to the TDC (Fig.2.4). It is used to store
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a 20-bits string with the calibration data for the TDC. Calibration addresses the
delay elements of the TDC. Four banks of TSPC-FF registers sample the phases
of the ring oscillator 2.5. Every one of these latches should be delayed 1/4, 1/2,
3/4 and 1 of the LSB value of the oscillator. This allows to divide the LSB by
four and perform a linear interpolation within it, increasing the time resolution of
the TDC. These delay elements consist of 4 digitally controlled MOS capacitors.
Depending on four control bits connected to the gate of as many transistors, a
given capacitive load can be added to the line, resulting in an additional delay.
Calibration consists in setting these delays to their correct values for each bank of
latches, modifying the four control bits. This means that a total 4 × 4 bits must
be set. Four additional bits set the delay of the set/reset signals of the MGRO:
the final calibration string will be 20-bits long, as anticipated. The four values
stored in the phase register are then moved to the Output processing unit (OPU),
together with the value of the loop counter, to calculate the final TDC digital code
(the TDC phases are initially in thermometric encoding). The result can then be
sent in output through a dedicated bus (2.4). Alternatively, a serial output is also
available, to send directly the sampled phases in thermometric encoding, bypassing
the OPU. Fig. 2.5 shows a sketch of the architecture of the TDC and its components.

Figure 2.5: Schematic representation of the TDC architecture: 9-stages multi-
path ring oscillator simplified sketch (left); component block diagram (rigth). Four
banks of registers sample the ring oscillator output. Each of them is triggered
by a STOP signal, delayed by a block td,i. The four values are then passed to a
processing unit with the loop counter, to compute the final TDC code [18]

When a TDC is triggered, a flag bit is asserted to indicate that a valid data is
ready to be sampled. All the flags from the clusters go in input to a control unit,
i.e. the readout scheduler. This component implements a priority protocol where
every cluster is associated to a given priority. This system is used to significantly
reduce the readout time, the data throughput and the resulting power consumption,
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thanks to a selective readout of the chip. Especially at low light levels, when not all
the clusters have valid data, this component avoid the read out of every one of them.
In addition, the system dead time is reduced even more by a buffer mechanism: it
is designed to make the sensing and readout phase in parallel. A random-access
readout architecture is equally available, enabling the selection of single clusters.

2.3 3D integration and chip bonding
The top sensitive tier and the bottom electronics tier are both fabricated 180 nm
CMOS technology, and bound together in a 3D configuration. The connection
between the two tiers is ensured by through-silicon vias (TSVs) and bump-bonds
(Fig. 2.7). To this purpose, the top tier of SPADs was thinned to facilitate the
creation of the TSVs at wafer level, one for each pixel (Fig. 2.6). After 3D-stacking
of the two tiers, the correct electrical connection, between the top-tier TSVs and
the bottom-tier front-end pixel circuit, is guaranteed by micropillars. These Sn-Ag
structures can be seen at the back of the top tier (Fig. 2.8b).

Figure 2.6: The chip top-tier presents square-with-rounded-corners SPADs and
is 3D-stacked with the bottom tier (left). The connection between the top-tier’s
SPADs, their corresponding TSV and the bottom-tier’s front-end electronics, is
ensured by micro-bumps (right) [14].

The bonding of the two tiers, besides ensuring the proper electrical connection,
creates a mechanically stable structure, also thanks to relatively small TSV pitches
[18]. The high voltage for the SPADs is provided directly on the top tier through
a set of dedicated bonding pads. This reduces the risk breakdown of the oxide
around the TSVs and avoids the need of specific TSV structures, different form the
others. In this way, the voltage across the TSV oxide remains always below 5V.
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The wire bonding process might be quite stressful for the structure. In order to
prevent possible cracks and damages to the chip during this process, an additional
structure is implemented beneath the bonding pad, to provide further mechanical
support (Fig. 2.8a).

(a) (b)

Figure 2.7: SEM cross-section of the top-tier, with the visible TSVs and the
bumps at the bottom (a). X-ray tomography reconstruction of the TSVs and the
underlying bumps (b).

(a) (b)

Figure 2.8: SEM image of the detail of the bonding pads of the top-tier: they are
supported by additional micropillars to improve reliability and mechanical stability,
critical especially during wire-bonding (a). SEM image of the Sn-Ag micropillars
on the back of the top-tier (b). Taken from [18].
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Testing system

Blueberry testing system includes a PCB module and a software GUI (Graphical
User Interface), implemented to test the chip in a semi-automatic way. The moth-
erboard houses board-to-board connectors to connect up to two Opal Kelly boards,
hosting one FPGAs each. The board also includes an embedded LVDS oscillator
used for synchronization. The FPGA can be controlled by the software. Their
task is to manage the communication and all the signals with the chip. On the
top side of the board there are two connectors used to attach the unit under test
(blue square on Fig. 3.1). Fifteen voltages between 0 V and 3.3 V are available
and tunable through the user interface. Two additional voltages from 0 to 5 V are
tunable by mean of potentiometers on the PCB.
The motherboard contains a power management system to control the voltages
that need to be supplied to the unit under test (UUT) and two slots on the back
to attach Opal Kelly boards (XEM 7360). The usage of two FPGAs allows a
quite large versatility of the system. In addition, they are necessary to test the
whole chip, composed of two identical, 64 by 64 matrices: each FPGA takes care
of one half. The power management, in turn is driven only by one of them (FPGA
B). Some potentiometer are also present and can be regulated to set some of the
voltages, e.g the TDC supply. Fig. 3.1 displays a schematic of the top part of the
motherboard, while Fig. 3.2 shows a picture of it.

A set of 20 SMA connectors (red dashed square in Fig. 3.1) is used to sense the
generated voltages for monitoring purpose, or to supply the voltages from outside,
in case of failure of the power management system. Two of them are used to supply
high voltage to the sample (e.g. for SPAD Vop). If external voltages need to
be supplied, the correspondent 0W jumper must be disordered. The jumpers are
highlighted by green dashed squares in Fig. 3.1.
In the following sections, we will focus on the firmware designed to perform some
tests, and some related sections of the GUI, to control and communicate with
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Figure 3.1: PCB schematic, highlighting the UUT connectors (blue), the SMA
connectors (red) and the related jumpers (green). Courtesy of Francesco Gramuglia

Figure 3.2: Picture of the top side of the PCB. Courtesy of Francesco Gramuglia

FPGA through the Opal Kelly FrontPanel environment. Sec. 3.1 will provide an
overview on the main components of the testing structure, implemented on FPGA;
Sec. 3.2 will include a brief description of the GUI and its main functions.

3.1 Firmware
The target device is a Xilinx Kintex-7 FPGA, integrated on a XEM 7360 Opal
Kelly board with a SuperSpeed USB 3.0 interface for data transfer [71]. The XEM
7360 is fully supported by the FrontPanel Application and its SDK, a C++ class
library to interface the software with the board. Its main purpose is to transfer data
between PC and FPGA so to provide an effective controllability and observability
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of the design.
Besides several components making up the FrontPanel environment, on the FPGA
side of the interface, some HDL modules enable the communication with the PC.
So-called "Endpoints" are employed to connect FrontPanel components to signals
in the design. They basically work just as external pins. To control or observe
some signal, it is sufficient to connect them to the endpoint ports. These are all
connected to the same shared bus: each one is told when it can assert the data
on the bus, otherwise it drives 0. A bit-wise OR operation, performed by the
Wire-OR component, passes the requested data in output. A Host Interface module,
connected to the same bus, takes care of the communication with the software.
Fig.3.3 shows a simplified view of the FrontPanel HDL modules on the FPGA.
New endpoints can be added to the design, instantiating them as additional mod-
ules. They are designed to consume little FPGA resource so that they should
minimally affect the design (precise resources utilisation can be found in [72]).

Figure 3.3: Simplified diagram presenting an example of the general structure of
the Opal Kelly board and the integrated FrontPanel modules: all the endpoints
share the same bus with a Host Interface that controls the communication to the
PC through the USB interface on the XEM board. Adapted from [72]

There can be several types of endpoints: Wires, Triggers and Pipes. They are
either directed in or out of the design, from the perspective of the FPGA (an "in"
endpoint for example, transfer data in the design). Each endpoint can be accessed
independently thanks to its associated address. Below, each endpoint is described
more in detail for a USB 3.0 interface.

Wires

Wires are asynchronous connection between the PC and the design. Each of them
adds 32-bit signals, connected from the FrontPanel to the design or viceversa,
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depending on the transfer direction.
Although they remain asynchronous with respect to the design, all the wires are
captured and updated simultaneously on the Host Interface clock. This means that
all the 64 Wire Ins (or the Wire Outs) are transferred together at the same time
(synchronous to the Host Interface clock).

Triggers

Triggers are synchronous connections between the software and the HDL design.
The synchronisation clock can be defined in the design and the module itself takes
care of the proper clock domains crossing.
A Trigger In creates a one-cycle pulse signal used to initiate an event, e.g to start
an FSM. A Trigger Out is set when a signal is asserted on the rising edge of the
clock and can be used to signal an event, like the end of an FSM. FrontPanel polls
the FPGA periodically and the Trigger Out remains high until the next poll.

Pipes

Pipes are synchronous connections designed to transfer multi-bytes data to (or
from) the endpoint. For the design a Pipe is always a master: the PC and the
HDL module control the transfer in both directions. Moreover, the communication
is synchronous to the endpoint clock, i.e. the Host Interface clock. Clearly, the
target FPGA must accept/pass data when required by the endpoint. Coupling this
module with a FIFO is a common solution to keep up with the data rate and to
transfer a whole block of data. This also ensures a safe crossing of the different
clock domains.
The length of single words that can be passed through a Pipe in one clock cycle is
32 bits.

3.1.1 Chip testing
This first component controls the readout of data from the chip. It both provides
the control signals to the chip, and stores the output data to be analysed. The
component includes a control unit, simply implemented with an FSM whose task
is to manage the signals and data transfer with the chip.
The readout occurs following a rolling shutter scheme: after the integration window
ends, the data of each cluster are stored in a FIFO, starting from cluster 0 to 63.
A whole data string is composed of 36 bits read in parallel. For convenience they
are saved as 64 bits-wide string in the memory (zeros are added as MSBs). Once
the readout has finished, they can be transferred to a PC through a Pipe Out end
point (32 bits at a time), when requested by the software. Several frames can be
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ENDPOINT ADDRESS SYNC./ASYNC. DATA
TYPE

Wire In 0x00 - 0x1F Asynchronous Signal state

Wire Out 0x20 - 0x3F Asynchronous Signal state

Trigger In 0x40 - 0x5F Synchronous One-shot

Trigger Out 0x60 - 0x7F Synchronous One shot

Pipe In 0x80 - 0x9F Synchronous Multi-byte
transfer

Pipe out 0xA0 - 0xBF Synchronous Multi-byte
transfer

Table 3.1: Summary of the types of endpoints modules as in [72]

captured in one measure: their value can be chosen up to a maximum of 2047. The
length of the integration window can be set by the user. The values range from 1
to 100, and represent the time span in term of number of Opal Kelly clock period
(≈ 10 ns). Fig.3.4 presents a schematic view of the testing system implemented to
test the chip.

Figure 3.4: Schematic including the readout system main components and their
interconnections

The diagram in Fig. 3.5 represents the algorithm implemented for the FSM. A
brief explanation of its tasks is provided too. Fig. 3.6 shows the timing diagram
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for the main signals.

Figure 3.5: Moore-type FSM implemented for the control unit to test the chip.
The initial state is "reset_start" (highlighted). All the signals take their default
values unless specified otherwise, to avoid latches in the design. The assignation
in the states take into account only the transitions to non-default values. The
transitions occur when the conditions written on them is verified. Otherwise the
other transition, if present, takes place. When only one transition is possible, it
occurs after one clock cycle, unless specified.

• Reset start: this is the initial state of the FSM where every register is reset
and disabled. All the reset signals of the TDCs are asserted.
If the start signal is received a transition occurs to "reset stop" state.

• Reset stop: in this state the counter and the register containing the address
of the firing SPAD are reset. A counter is enabled to keep the FSM in this
state for two clock cycles, just to be sure that the reset signal is long enough.
After two clock cycles the FSM moves to "readout 1" state.

• Readout 1: here the integration window begins, connecting the TDCs to
the SPADs with the signal sel_start_readout, and removing the reset signals.
A downward counter is enabled to keep the FSM in this state for number
of cycles equal to the chosen integration value. In this state, photons are
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collected and data in the chip are updated continuously.
Once the counter reaches 0, it means that the integration window is finished
and the state changes to "readout 2".

• Readout 2: here the sampling of the data occurs: the stop signal for the
TDC is asserted so that the data are stored in the registers on the chip, ready
to be read. The assertion of this stop signal corresponds to the end of the
integration.
After one cycle the FSM moves to the next state.

• Meta state: this is an additional state to be sure that the data are stable
before they are stored on the FPGA.
The next state is "readout 3".

• Readout 3: in this state the rolling-shutter readout begins. The en signal for
the fifo, fifo_wr_en, is asserted to save the output data from the chip. A 6
bit signal, address, represents the address of the cluster to read. It is initially
0 but will be incremented to read the whole chip. The TDC are also reset.
After one clock cycle the state changes to "readout 4".

• Readout 4: here just the address signal to the chip is increased to change
the selected cluster.
The next state is "readout 5".

• Readout 5: here we only check if the readout has finished or not. Firstly,
we check the address: if it is different from 0, it means that there are still
cluster to be read so the FSM goes back to "meta state"; if it is 0 we must
check if more frames must be taken or not. In the first case, we go back to
state "readout 7", before restarting with a new integration. Otherwise, if all
the frames are done the readout has finished and all the data have been saved
in the FIFO. In this case we move to state "readout 6".

• Readout 6: this is the final state, where the flag readout_complete is asserted
to inform the software that data are ready to be transferred. The chip is also
reset.
Next state is the initial one, "reset start".

• Readout 7: in preparation for a new integration, we assert the chip reset
and set the value for the integration window. We also increment the counter
keeping trace of the captured frames.
We move back to "readout 1", ready to start a new integration.

• Others: if an error occur in the selection of the state, nothing happens, all
the signals are de-asserted.
A transition towards "start reset" occurs right after.
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Figure 3.6: Timing diagram of the FSM with its main signals. After the stop
signal is used to sample the data in the registers on chip, two clock cycles pass
before it it written on the FIFO on the FPGA, to avoid metastability.

Double sampling

During the test of the chip, some issues that could be attributed to an offset on
the counting data arose. To check this eventuality, we developed an additional
readout scheme. The idea was to sample the data twice: once at the beginning
of the integration window, after the reset; once at the end of it, as before. The
different data are then saved in two separate FIFOs. In this way, we could check
the presence of a different offset in every measurement. Probably the cause was
a failed reset of the registers in the chip. Saving both the data, before and after
the integration, a relative measure could be performed excluding the effect of the
offset.
The number of data is doubled with this scheme and it would be a problem to read
the whole chip together. The solution was to select only one cluster to test, without
the need of the rolling-shutter readout anymore. The address can be selected
arbitrarily as the integration value and number of frames. Here the maximum
integration value was increased to 4095 to reach an integration window of more
than 40 µs.
The structure of the component and the general structure of the implemented FSM
are the same as in section 3.1.1, with some obvious, minor differences. Its timing
diagram is shown in Fig.3.7.

3.1.2 TDC testing
This component takes care of the testing of the TDCs on chip, when disconnected
from the SPADs. The test has the goal to check the TDC transfer characteristic
and verify its linearity. To do so, it is necessary to send the start and stop signal
for the TDC at increasing distance in time. For each of these timestamps (the
time difference between a start and a stop signal), the output code of the TDC
is sampled. The resulting plot should present the typical linear trend of every
converter: increasing the timestamp, the TDC output code should grow coherently.
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Figure 3.7: Timing diagram related to the double sampling readout. The main
differences from the one in Fig. 3.6 are the constant address (only one cluster is
tested) and the two enable signals for the FIFO, corresponding to the two different
sampling. For both, two cycles pass before the data are stored in the memories.

Moreover, a step-wise trend is expected, where the step width corresponds to the
LSB of the TDC output, i.e. its resolution.
The main issue in this case is to provide a significant time-shift between the start
and stop signals and between two subsequent timestamps. The TDC resolution is
about 20 ps, so a shift of the same amount is necessary to obtain minimum-width
steps.
Several solutions were explored to perform the adequate shift on FPGA. The
straightforward one is to synthesise a simple counter: in this case the shift corre-
sponds to a clock period; unfortunately, such a small shift would require a clock
frequency of several GHz, impossible to achieve on FPGA.
An alternative is to employ the Xilinx primitive IDELAYE2 [73]. The minimum
shift depends also in this case on the clock frequency (see [74]). In our case it was
impossible to obtain a value below 52 ps, too large for our purpose.
The last and optimal solution is to employ the dynamic phase shift of an MMCM
(Mixed Mode Clock Manager) Xilinx IP. This function enables fine shift of the
component output clock(s) according to some flags (all synchronous to a clock)
and previous shifts. When the enable signal is asserted, a phase-shift incremen-
t/decrement is initiated. Every shift increases/decreases the phase of a 1/56th of
the VCO (Voltage Controlled Oscillator) period and it takes always 12 clock cycle
to complete. With a VCO frequency of 1GHz, a fine shift of less than 18 ps can be
achieved. This scheme of operation is ideal to obtain subsequent shifts one after
the other, as required for the test.
A controller component implements an FSM that manages the control signals for
both the MMCM and the chip. Once the data are ready, it also takes charge of
the sampling, storing them in an appropriate FIFO. The data string has the same
length as in Sec. 3.1.1, but in this case only the 18 significant bits of the TDC
output are stored.
Fig. 3.8 shows the connections between the different components employed for the
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TDC testing. Fig. 3.9 highlights the connections required for the dynamic shift,
with all the control signals coming from the Control Unit (CU).

Figure 3.8: Schematic including the TDC testing system implemented on FPGA
with its main components and their interconnections.

Figure 3.9: Schematic of the connections between the MMCM and the Control
Unit. The signal psen is the enable signal for the shift; psincdec fixed at 1 defines
the shift as increment; psclk is the reference clock of the component; locked informs
when the component is ready, psdone signals when the phase shift is complete.

The number of total shift to be performed can be set arbitrarily up to a maximum
of 216 − 1. The 18-bit TDC output data from the chip are stored, for convenience,
in 32-bit-long string, adding zeros as MSB. They are later sent to the PC through
a Pipe Out, when requested by software. Clearly, the throughput can be very high,
so only one TDC can be tested at a time. The address of the TDC (or the cluster)
can be chosen by the user and is directly passed to the chip as 6 bit string.
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The implementation of the FSM algorithm is presented in Fig. 3.10 with a brief
explanation and a related timing diagram in Fig. 3.11.

Figure 3.10: Moore-type FSM implemented for the control unit to test the TDC.
The initial state is "reset_start" (highlighted). All the signals take their default
values, unless specified otherwise, to avoid latches in the design. The signal values
in the states take into account only the transitions to non-default values. The
transitions from one state occur when the conditions written on them is verified.
Otherwise the other transition takes place, if present. When only a transition is
possible, it takes places after one clock cycles unless specified.

• Reset start: usual initial state where everything is reset. After one clock
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cycle a transition to "reset stop" occurs.

• Reset stop: resets are de-asserted and all signals take their default values.
After one cycle the FSM move to the next state.

• Wait start: here we load the down counter that keeps trace of the number
of timestamps left. If the start signal is received and the MMCM is locked,
the test can begin and we move to "shift" state.

• Shift: here the enable signal for the MMCM shift is asserted (psen) together
with the enable signal for the down counter. After one cycle the state changes
to "wait shift".

• Wait shift: this is an idle state to wait for the shift to complete. When it
does, the psdone flag is assserted and we move to the next state, "select state".

• Select state: in this state the FSM decides what to do next depending on
the point we reached in the test. This information is included in some flags
and counters, keeping trace of the shifts. Depending on their values the next
state can be "send start stop", "send start 1", "send start 2", "send start 3"
(see Fig. 3.10).

• Send start stop: here the output buffers for start and stop signals are simply
enabled together. After one cycle, the FSM moves to "finish" state.

• Send start 1: only the start signal’s output buffer is enabled, because here
an additional cycle delay must be inserted1. Next state here is "send stop 1".

• Send start 2: this state works as "send start 1", the only difference being
the activation of a counter and the state transition. The latter depends on the
value stored in a variable; the next state can be "send stop 1" or "wait stop"
(see Fig. 3.10). This state is used after the first 360° shift is reached, so at
least one additional cycle delay is required to increase the timestamps.

• Send start 3: this works as "send start 2" with the difference that the counter
is not activated yet. This will add an additional cycle delay. Next state is
"wait stop" where the counter will be activated.

1The reason is that after some shifts (559), the next one will be equal to a clock period
(10ns = 560 × 1/(56 × 1GHz)). When this happens, the output clocks from the MMCM (used as
start/stop signal as in Fig. 3.9) are synchronous again (phase shift of 360°). This means that
additional clock cycles must be manually added to continuously increase the timestamps. In
addition, this occurs repeatedly because the clocks are periodic, and every time an additional
cycle must be added. This is taken into account with the different "send start" states.
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• Wait stop: if the FSM reaches this state, it means that more than one
additional clock cycles must be added to the MMCM phase shift. A counter
(the same activated in "send start 2") keeps trace of them and when their value
equals the right one (depending on how many times a complete 360° shift was
already reached before), the FSM moves to "send stop 1".

• Send stop 1: with one cycle delay with respect to the start signal, the stop
buffer is enabled. We can move to "finish" state.

• Finish: this state and the next one are idle states inserted to avoid metastabil-
ity. They introduces an additional clock cycle delay before the data sampling
occurs. Next state is "dummy state".

• Dummy state: apart introducing a cycle delay, here we also reset the TDCs.
The data are already sampled in registers on-chip when the stop signal was
asserted, so they are not reset. Next state after one cycle is "write fifo".

• Write fifo: the data are finally stored in the FIFO. One counter, keeping
trace of the completed measurements, is enabled. Another one is reset. If
there are more timestamps to be sent, the FSM goes back to "shift" state,
otherwise to "reset start".

• Others: if none of the correct states is selected, all the signals take their
default values and a prompt transition to "reset start" is imposed.

Figure 3.11: Timing diagram for the TDC test. After the dynamic phase shift
is complete, the start and stop signal are sent to the chip out of phase. The stop
signal samples the TDC data that are sent back to FPGA. After more than two
clock cycles to avoid metastability, the data is written in the FIFO. The following
shift is initiated right after.
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Serial readout

A serial readout is also possible from one pin of the chip. The scheme was imple-
mented for the TDC testing explained so far, but it was not tested yet. The idea
behind this readout is that once the data are ready, a load signal sample them in
some shift registers on the chip. Then if a sufficiently slow clock is provided (some
tens of MHz) these data are sent in output one bit at a time, starting from the
MSB (see Fig. 3.13). The whole string in this case is 50-bit long and includes some
additional information like a "count valid" flag.
This readout scheme includes a certain dead time given by the data transfer. In
addition, the serial clock should not be very fast, to allow a correct communication
and avoid metastability. These aspects make it much slower than the parallel
readout explained before in this section. To reduce the required time and also limit
the memory size, this time maximum total number of timestamps is 214 − 1. The
address is set as 6-bit string and two decoders (row and column) enable the single
serializer. As before, for the moment only one TDC at a time can be tested.

Figure 3.12: Schematic of the implemented TDC data serial readout system with
its main components and their interconnections. The main differences from Fig.
3.8 are the serial control signals, the readout clock and the additional shift register.

The structure of the component, sketched in Fig. 3.12, is almost the same of the
one with the exception of the serial connections and clocks. The MMCM outputs
also a third clock, "clock readout", shifted of 180° and used for the data sampling
to avoid metastability. An additional shift register stores the serial data from the
chip and then passes the whole 50-bit string to a FIFO. This shift register samples
the data with the shifted "clock readout".
Also the FSM follows the same implementation of the one in Fig. 3.10, with some
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minor differences. Two states are added after the "dummy state": one is used to
send the serial load; the next one to send the serial clock for the data transfer. The
output bit is saved as LSB in the enabled shift register. The FSM remains in this
state until the whole 50-bit word is sent, then moves to "check finish" state. This
state works as "write fifo" state before: it stores the data in the FIFO and checks if
the readout is done. If this is the case, we move to an additional state, "finish",
where a done flag is asserted, otherwise we go back to "shift". Once in "finish" the
FSM goes back to "reset start".

Figure 3.13: Timing diagram of the serial TDC test. The purpose of this diagram
is to show hoe the serial communication with the chip works, so many other signals
are omitted. After the start and stop signals are sent, the load is activated. Once
the data are stored in the registers on chip, the serial clock is sent to get the data
in output. These data, are then sampled one bit at a time with a readout clock in
anti-phase to prevent metastability, and stored in a shift register, here represented
by the variable "data". Later the whole 50-bit word is saved in a FIFO.

3.1.3 TDC calibration
Another component included in the design takes charge of the calibration of the
TDCs. Its role is complementary to the one for the TDC test of Sec. 3.1.2 and
it will be necessary in the future to obtain correct results. In particular, it is
used to improve the temporal resolution of the TDC thanks to the interpolation
of timestamps smaller than the nominal LSB of the TDC (see Sec. 2.2 for more
details). Calibration addresses the delay elements of the TDC. Depending on
four control bits, a given capacitive load can be added to the line, resulting in an
additional delay. Calibration consists in setting these delays to their correct values
for each bank of latches, modifying the four control bits (Sec. 2.2). This means
that a total 4 × 4 bits must be set. Four additional bits set the delay of the loop
counter so that the final calibration string will be 20-bits long.
The calibration circuit is sketched in Fig. 3.14a. The two shift registers, one for the
rows and one for the columns, enable the input of the TDC registers. The data in
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these shift registers must be loaded serially by the FPGA, also providing a suitable
clock. Once the operation is done, the two output enable signals can be asserted:
the data stored in the shift registers are presented to the output, so that the chosen
clusters are enabled. As shown in the schematic, two binary trees are connected
to all the TDC registers. The SDIconfig one sends the configuration data serially.
The SCLK is a common serial clock to sample these data. In summary, two serial
communications occur: one to load the enable shift registers; the second to pass
the calibration data to the TDC registers.
Every TDC might require a different calibration string. A suitable scheme is to
select them one by one and send the appropriate data. The operation can be done
sequentially until every TDC is calibrated, or random access, selecting only one of
them.

(a)

(b)

Figure 3.14: (a): Calibration circuit on chip (courtesy of Francesco Gramuglia);
(b): sketch of the component structure and the connections between the two control
units. The clock CLK, reset RST and start signal come from the design. The SPI
signals to the chip include all the required data and clocks, but were merged for
clarity.

The component implemented on FPGA includes three different control units.
Two of them are employed for the control of the two enable shift registers (colum-
n/row selector), the third for the serial load of the calibration data in the registers
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(calibration controller).
Data are passed through a Pipe In and stored in a 32-bit wide FIFO. 20 bits are
the calibration data, 6 define the total number of TDC left to calibrate, and other
6 correspond to the cluster address. These last 6 bits are sent to the column/row
selectors where a decoder defines the sequence to be loaded in the shift registers.
The three control units include an FSM each, to manage the serial communication
with the chip. All of them are similar because the transfer occurs more or less in
the same way. The diagrams in Fig. 3.15 show the implemented algorithms for
the shift register controller and the calibration controller. In Fig. ?? a simplified
timing diagram of the component is displayed.

(a) (b)

Figure 3.15: (a): Moore-type FSM implemented for the Row/Column selector;
(b): Moore-type FSM implemented for the calibration controller. In both diagrams
the initial state is highlighted. All the signals take their default values, unless
specified otherwise, to avoid latches in the design. For clarity, the signal values
in the states take into account only the transitions to non-default values. The
transitions from one state occur when the conditions written on them is verified.
Otherwise the other transition takes place, if present. When only a transition is
possible, it takes places after one clock cycles if no condition is specified.

The two shift register are controlled by the same FSM described below (rox/col-
umn selector).

• Reset start: initial state where all the signals are reset. After one cycle the
FSM moves to "reset stop".
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• Reset stop: state to de-assert all the reset signals. All the other signal take
their default values. Next state after one cycle is "wait start".

• Wait start: idle state where no signal is updated. The FSM remains in this
state until the START flag is received and it can move to "read data" state.

• Read data: here the READ flag connected to the FIFO is asserted: the first
data string is read but only the bits including the TDC address and number
are stored. Next state is "load data".

• Load data: a state to make sure the data are stable before sending them to
the shift registers. The counter (see "shift state") is reset. After one cycle the
FSM moves to "shift state".

• Shift state: data are sent to the registers. The shift register storing the data
on FPGA is enabled to output one bit at a time. The serial clock is enabled
and sent through a buffer, phase-delayed 180° with respect to the data. A
counter is also enabled to keep count of the sent bits (8 in total). When this
down counter reaches 0, the FSM changes state to "update".

• Update: in this state, all the shift registers are loaded with the required data.
The output enable is asserted to activate the TDC registers. A READY flag is
passed to the other CU (calibration controller FSM) to start the transfer of the
calibration data. Once the transfer is complete, a TRANSMISSION_DONE
flag is received and we move to "check finish" state.

• Check finish: here the FSM checks if more TDCs must be calibrated. In this
case it goes back to "read data" state; otherwise it moves to "end transmit".

• End transmission: The calibration is done. The counter is reset before
going back to "reset start" state.

• Others: if some error occurs, all the signals take their default values and the
FSM moves to "reset start" after one clock cycle.

On the other hand, the calibration controller FSM manages the serial data
transfer to the TDC registers.

• Reset state start: initial state where all the signals are reset. After one
cycle the FSM moves to "reset state stop".

• Reset state stop: state to de-assert all the reset signals. All the other signals
take their default values. Next state after one cycle is "wait data bus state".
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• Wait data bus state: no signal is updated. When DATA_READY flag is
received from the other two controllers the FSM moves to "latch deco data
state".

• Latch deco data state: data are sampled from the FIFO and stored in a
shift register. Next state is "set deco guard state".

• Set deco guard state: a state to make sure the data is stable before sending
it to the TDC registers. After one cycle the FSM moves to "en clk serial state".

• En clk serial state: data are sent to the registers. The shift register storing
the data on FPGA is enabled to output one bit at a time. The serial clock
is enabled and sent through a buffer, phase-delayed 180° with respect to the
data. A counter is also enabled to keep count of the sent bits (8 in total).
When this down counter reaches 0, the FSM changes state to "disable address
serial state".

• Disable address serial state: the serial bits counter is reset. The clock out-
put buffer is still enabled for one cycle to send the last bit. A sending_complete
flag is sent to the other control units (see "update" state before).

• Others:if some error occurs, all the signals take their default values and the
FSM moves to "reset start" after one clock cycle.

Figure 3.16: Simplified timing diagram of the TDC calibration component,
focusing on the serial communication and the combined work of the FSMs. The
first block of signals refers to common ones; the second to the row/column selectors
ones (both components work in the same way); the third to the calibration controller.
Once the data are loaded on the row/column shift register, the output enable is
activated. The calibration data are then passed serially by the calibration controller.
When the transmission is done, the corresponding flag activates. If another TDC
must be calibrated the procedure restarts, otherwise it stops.
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3.2 Graphical User Interface
A simple Graphical User Interface (GUI) was developed to perform in a semi-
automatic way the tests described so far. It was written in C++ with the help
of Qt, an open-source software embedding an easy widget toolkit, to create multi-
platform applications.
The structure of the application is composed of a main window, shown in Fig. 3.17.
It includes several push buttons that open as many different panels, each providing
additional controls on the FPGA. The test structures discussed in Sec. 3.1 can all
be controlled and observed with some of these dialog windows. Their functions
and implementation will be briefly discussed later.
Some of the buttons, however, will not be commented, either because not completed
yet, or because their original functions are included in other windows.

Figure 3.17: Blueberry GUI developed for the chip testing. The different functions
will be explained later, with dedicated sections for the most significant ones.

FrontPanel Software Development Kit (SDK) provides the basic functionalities
to configure, control and interface with the FPGA hardware and peripherals from
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the application. The API was employed to include FrontPanel benefits in our cus-
tom applications like device enumeration, FPGA configuration and communication.
FrontPanel API contains several methods to interface with the device via USB,
especially to directly communicate with the HDL modules in the design like wires,
triggers and pipes (see Sec. 3.1). Virtual buttons can be added and connected
to points in the design to provide the proper level of control, without increasing
the number of physical resources. Also observability is enhanced, because we can
have real-time information on signals in the design. FrontPanel allows us to have
additional (virtual) I/O to the design at will, without using pins of the FPGA.
The API is provided as Dynamically-Linked Library (DLL) that can easily be
included in our application. The library has few necessary classes already imple-
mented that are instantiated in the code to interact with the FPGA. Additional
information on the methods employed can be found in the Front Panel API class
reference [75].

3.2.1 FPGA connection and configuration
The first basic function to implement is the connection and configuration of the
FPGAs. The connection occur directly on the application main window through
the "connect FPGA" buttons in the lower part.
Once the devices are connected to the PC via USB cables, we can enumerate their
number with the method GetCount() of the FrontPanelDevices class. Then the
serial number is retrieved with the method GetSerial(). An iteration over the
serial number is done to find the specific serial number of the two FPGA: this step
is required because every FPGA is connected to different pins and has different
functions. It is then important to load the correct bit files in the proper FPGA
identified by its serial number. While iterating, if the correct serial number is
identified, the corresponding device is opened with the method OpenBySerial()
of okCFrontPanel class. One object of this class will be created for each FPGA
connected, to be able to interact with them separately. The connection is now
complete.
A visual information on the connection status for both board is given in the main
window through two check-boxes. A timer checks periodically if every device is
still connected and update the check-box automatically.
Once the available FrontPanel devices are open, their information are retrieved
using the GetDeviceInfo() method and saved in a object of the okTDeviceInfo
structure. The information includes the device serial number, its product name, its
ID and the speed of the USB connection (it should always be super-speed in our
case).
All these data are written on a log file that can be visualised and read clicking on
the "show log file" button, in the main window. An small dialog window appears,
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as the one shown in Fig. 3.18a.

(a)
(b)

Figure 3.18: (a): Log file panel with the information on the two available devices.
(b):FPGA panel for the devices configuration. Two tabs allow the selection of the
FPGA. A bit file can be selected with the browse button and then dumped on the
device with the corresponding button.

The configuration of the devices implies the opening of a simple secondary
panel,in response to the pressing of the "Open FPGA panel" button. The dialog
window shown in Fig. 3.18b appears. A tab is used to separate the configuration
of the first and the second FPGA. In each tab a "Browse..." button can be used
to search for the proper bit file to load. Once the file is selected, it is possible
to configure the device. A single method from the okCFrontPanel is required,
ConfigureFPGA(), specifying the bit file as argument. It returns some standard
error code if something fails, so a check can be made: some messages boxes will
inform on the task correct execution or failure.

3.2.2 Voltage control
One of the FPGA controls several voltages of the pixels in the chip. These voltages
are used to bias several transistors that greatly impact the functioning of the
devices. In particular some of them take charge of the SPAD discharge (quenching)
whereas some others have effects on the active recharge of the detector. The effect
is to modify the SPAD output pulses and, as consequence the dead time. That is
why all these voltages must be set at a proper value before beginning any type of
measurements.
The corresponding panel opens upon pressure on the "open voltage configurator"
button, in the PCB power management section of the main window. in this panel,
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two tabs are present because they are used to set the voltages of the two halves of
the whole chip (see Sec. 2). However, only one of the two FPGAs is employed for
the voltage management; on the contrary, for the control signals and data transfer,
each device takes charge of one half of the chip. The look of this panel is shown in
Fig. 3.19. The second tab, "board 2" is simply the copy of the first one.

(a) (b)

Figure 3.19: (a): voltage control tab. Every voltage can be set either with the
slider or the spin box. The values can be updated singularly or all together. Some
buttons are disabled because the corresponding voltage is set externally. (b): setup
management panel to save and/or load a given voltage configuration. From here is
also possible to reset all the voltages to zero.

The values set in the tab are stored in a object employed to handle these
parameters. The values in mV can be set either with the spin boxes or with the
sliders, and each one has a fixed maximum (1.8 V or 3.3 V, depending on the type
of transistor it is controlling). The single "update buttons" can be used to store
and send the values independently; the "update all" button works for every voltage
instead.
Before sending the data to the FPGA, they are properly converted from mV to
binary 16-bit strings. All the data are sent through Wire Ins in the design where
they are processed by a component. Each string is included in a 32-bit word with
some additional control bits and then transferred to the respective endpoint. The
method employed is SetWireInValue() that requires the data as unsigned integer
and the endpoint address as second argument. The specification of the address
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allows us to update the values independently, if necessary. To transfer the data
to the FPGA UpdateWireIns() method is called: all Wire Ins are updated at the
same time by the PC.
From Fig. 3.19a it is clear that some buttons are disabled: VOP, VSS_SPAD and
VDD_TDC. The first two are simply set externally with a power supply, while the
third one can be tuned with a potentiometer on the hosting PCB.

Some additional useful functions are implemented in the last tab: "setup man-
agement". Here we have the possibility to save the voltage configuration or load a
previously saved one. The "save" button allows us to create a new .csv file to store
the voltage values displayed on the tab as integer. On the other hand the "load"
button read one .csv file and set all the values for in the two tabs accordingly.
The last button in this tab forces the reset of all the spin boxes and sliders to
zero. The same effect can be obtained pressing the "reset voltages" button in the
application main window.

3.2.3 Chip testing
To perform the test of the chip, an independent dialog window is used. Every
control signal and data discussed in Sec. 3.1.1 can be set from it. Clicking on the
button "chip testing" in the testing section of the main window, the panel appears
as in Fig. 3.20.

The first browse button allows us to select a .txt file containing the masking
data for the whole chip. These are composed of 64 strings (one for each cluster) of
64 bits (one for each pixel) and are used to locally disable some selected pixels, e.g.
the most noisy ones. In the present chip, tested in this work, a bug prevents the
correct functioning of this mechanism so that all the pixels must always be active.
A fix has already been implemented for future versions. Enabling all the pixels
corresponds to sending logical ones to every pixel.
Once the file has been selected, the masking data can be sent to the FPGA. At this
point, the data are already stored as char arrays in a local variable. The reason is
that the transfer to the device occurs through a Pipe In. For USB 3.0 connections,
pipe data is transferred over the USB as 8-bit words. Even if on the HDL side, the
Pipe In has a 32-bit word width, on the PC side (API) the width is smaller.
Pressing the "send mask" button, a function is called where the WriteToPipeIn(...)
method is used. In this case this method is sufficient to transfer the data to the
design. Once the communication begins, it will go on until completion, so the
FPGA must be able to accept all the data. A coupled FIFO, in this case, is the
best solution, as explained before.
The called method returns the number of written bytes or a negative error code
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Figure 3.20: Chip testing panel. An explanation of the different functions is
provided in this section.

if unsuccessful, so that a check for errors is easily done. If no failure is detected,
the start signal for the FSM in the dedicated component is asserted. ActivateTrig-
gerIn(...) method is called to this purpose, passing its address and the specific bit
to activate.

After the mask is set, we can deal with the proper chip testing. Three bottons
are present at the bottom of the window, depending on which some of the spin
boxes must be set.
The first one is "read data from chip" button that is employed to test the chip
following the procedure explained in Sec. 3.1.1. The component on the FPGA
requires the specification of the integration window width and number of frames
to capture. The first two spin boxes serve this purpose. The third one is useful
to repeat several times the measurements, allowing us to increase dramatically
the statistics. When the button is pressed the values of the first two spin boxes
are sampled in two variable and converted to standard strings. They are all later
merged in one single 32-bit word with some other control bits, e.g. a reset bit,
asserted if the "send reset" check box is checked. The 32- bit word is sent through
a Wire in to the design. Again the two required methods are SetWireInValue(...)
and UpdateWireIns().
This happens automatically in few seconds, after a dialog window appears, to select
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or create a folder for the several output files generated. Once the folder is selected
the test can start: another trigger is activated to start the FSM. After a brief break
in the program execution to let time at the test to finish (few ms), the Wire Out
are updated with UpdateWireOuts(). The value of the specific endpoint is read
after with GetWireOutValue(...) method. This is done to check if two bits in this
Wire, informing whether the mask and the readout are complete, are asserted or
not. If they are, all the data are read from the output FIFO.
The output string from the chip is composed of 36 bits: 18 bits represent the TDC
code; 6 bits are the photon count; 6 are the cluster address; the last 6 bits are the
address of the first SPAD that fired. These data are transferred in a 64-bit string
for convenience (Piep Out data width must be multiple of 32).
At this point, the data are processed on the software. Firstly, one check is per-
formed on the bits corresponding to the TDC data: if they are zeros it means
that no photon was detected and the corresponding photon data is forced to zero.
Otherwise the photon count data is stored in a variable. Moreover a 64 × 64 matrix
(representing the pixels) keeps count of the occurrence of the SPAD addresses.
Another check performed regards the cluster address. Due to rolling shutter readout,
it should increase by one in every data string. If it doesn’t happen probably an
error occurred and a variable is increased.
Finally, the data are saved in the output files. The photon counts are saved as
.csv files where every row represents one acquisition frame. Every row includes the
counts for every cluster so it will have 64 values. At the same time, these data are
saved in a shared object representing a 3D matrix. Two dimensions represent the
square matrix of cluster (8 by 8) on the chip while the third dimension is used to
store following frames. This matrix will then be used to directly plot the map of
the photon count in another panel of the GUI, as explained in the following section
Sec 3.2.4. The pixel occurrence matrix, instead, is automatically updated after
every frame, so it is saved as a single 64 by 64 matrix in a file at the end of the
measurement.
This happens for every iteration, so the number of output files can be quite large.
If necessary the raw output data can also be saved in file just by changing few lines
of code. In this case, one additional file for every frame will be generated.

The second button, "ph. count distribution" works differently. The purpose
of this test is to retrieve the distribution of the total number of counts in one
frame. This is an information that can be used to retrieve the energy spectrum of
a radiation source. This makes it a measurement specific to the target application
(ToF-PET). In PET The gamma rays hitting the scintillating crystal has a fixed
energy so it should generate an almost fixed number of visible photons. When the
crystal is placed above the chip, we should observe a peak in the photon count
distribution, showing the number of photons corresponding to the gamma ray
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absorption by the crystal.
To retrieve this information test proceeds as exactly as explained above, but the
data are not saved anymore to speed up the measurement. For every acquisition
frame, the total number of photons is computed, then the count histogram is
updated. Once the measurement has finished, the histogram data are saved in
one .csv file. The problem with this measurement is that millions of data are re-
quired so many iterations must be done. For this reason, the code was optimized to
make it as fast as possible, saving the final data only at the end of the measurement.

The last button, "test single cluster", works exactly as the first one. The test
procedure is the same apart from the double sampling scheme explained in Sec.
3.1.1 and some minor differences. The first one is the maximum integration value,
much higher than before. To represent it a dedicated Wire In must be used to send
it to the design. In addition, also the chosen TDC address must be specified in
this case. The last spin box is used for this purpose. Its value is transferred to the
device with another Wire In, together with the number of frames and the same
control signals as before.
Another difference is the direct consequence of the double sampling scheme: twice
the data must be read from the FPGA, so two FIFOs and the corresponding Pipe
Out are employed. All the data processing occurs in the same way but now the
output files will also be doubled. The increased number of data and file makes
understandable the choice of focusing on one single TDC at a time.

3.2.4 Plot panel
After a test on the chip is performed, it is useful to directly verify the validity
of the results. The best choice is to implement a dedicated panel on which few
basic plots are automatically drawn. This panel is implemented in our GUI to
show maps of the chip with different information. To include it directly in the
Qt-developed application, the dedicated QCustomPlot library is employed. It can
be opened with the button "show plot panel".
The panel is formed of two different tabs shown in Fig. 3.21.

The first panel displays the total photon count value for every cluster of the
chip. When several frames are acquired in one measure, all the counts are added
together. The plot represents the 8 by 8 matrix of macropixels, each coloured
accordingly to the scale on the right. All the values are normalized with respect to
maximum value of counts possible, i.e 63 times the number of frames. The data for
this plot are taken directly from the 3D matrix object created during the readout
of the output data, as explained in Sec. 3.2.3. To include very frame in the plot,
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(a) (b)

Figure 3.21: (a): First tab of the plot window. It shows a 2D representation of
the cluster matrix of the chip. For each cluster the photon count information is
represented as color scale. The data are normalized with respect to the maximum
count possible. (b): second tab of the plot panel. It displays the SPAD address
occurrence over the whole chip, represented as 64 by 64 square matrix. The color
scale here is not normalized and the values in this picture are default ones. When
data are loaded, the colors are re-scaled automatically.

the data of each cluster are summed along the third direction of the matrix (it
stores different frames acquisition). The plot in Fig. 3.21a does not display any
data because no measurement was performed before, so the matrix is populated
with zeros. Different maps will be shown in the next chapter, when discussing the
results.
Several buttons are included in this tab. The "save plot" button allows us to save
the graph as an image, with three possible format: .png, .jpeg or .bmp. This is
easily done with dedicated method in the QCustomPlot library.
On the other hand the "load" button serves the purpose of loading the photon count
data from some output files previously stored. When the dialog window appears, it
is sufficient to select the appropriate directory containing all the output files of a
previous measurement. Then the program fetches the correct file containing the
photon counts matrices (see. Sec. 3.2.3) and stores them in the 3D matrix. Once
the transfer is complete, the plot is updated to show the new data.
The checkbox on the bottom-left side specifies if the plot should use an interpolation
when displaying the color map, instead of using a 1:1 data-to-pixel scale. In our
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case we are interested in recognizing the single cluster so this function will rarely
be used.
In the lower part, the "single frames" radio button allows us to display the same
map of the chip but selecting just one of the acquired frames. This is possible
thanks to the 3D matrix that stores the data separately for each frame. The slider
and the spin box are enabled when the button is pressed and help in the selection
of the desired frame.

The second tab is very similar to the first, but it is used to display the whole
pixel matrix (64 by 64). This plot is used to show the occurrence of every SPAD
address during the measurement. Every time a count is registered the address of
the first SPAD of the cluster to fire is also stored. A explained in Sec. 3.2.3 the
occurrence of these address is kept in a matrix that is later saved on a file at the
end of the measure. This means that before drawing the plot, the data must be
first read from the file. This type of information can be very useful to identify
particularly noisy pixels on the chip: if a SPAD is always active, its address will
always appear when reading the data coming from its cluster. This means that in
the 2D histogram plotted, it will appear particularly bright.
The type of plot is again a QColorMap from the QCustomPlot library as in the
other tab. The colour scale in this case is not normalized but directly displays the
values. A singe cluster is read once every frame. Even if always the same SPAD
fires, its maximum value of occurrence is given by the number of frames (max
2047).
Also in this window two buttons to save the plot as an image and load the data
are present. The first button on the at the bottom is "load frames". In case several
iterations are performed, additional data can be loaded with this button. The data
are accumulated in a variable, but the plot is not updated yet. This means that
several iterations can be included to increase the statistics, before displaying the
new values.
To update the plot, the second button, "refresh plot", must be clicked. This re-draws
the color map taking the updated data in input. Every time also the colors are
re-scaled. The third button is used to clear the plot as well as the variable storing
the data.
Also in this case a second view is possible: clicking on the "single cluster view"
button the plot modifies. The displayed matrix becomes 8 by 8 because it represent
the pixels in a single cluster. Basically the effect is a zoom over the matrix. The
slider and the checkbox become enabled and help with the selection of the desired
cluster.
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3.2.5 TDC testing
Another dialog windows to describe is the one employed for the TDC test. The
former is shown in Fig. 3.22: the picture displays all the 4 tabs of the window.

(a) (b)

(c) (d)

Figure 3.22: Picture of the four tabs in the TDC testing panel.(a): First tab for
the TDC test. (b): second tab for displaying the information on the chosen cluster.
(c): the TDC transfer function can be directly seen on this plot. (d): tab for the
test of the replica TDC, currently unused.

The first one is used to send the TDC testing component the necessary data and

61



Testing system

control signals. As explained before, the TDC test proceeds one cluster at a time
so the first thing is to select the address of the macropixel. The topmost box serves
this purpose. Its value is stored as a string and then passed to a Wire In, ready to
be transferred to the device. Through the same Wire, also a reset bit and a manual
STOP signal can be transferred, when the respective boxes are checked. The usual
method UpdateWireIns(), corresponds to the beginning of of the transfer.
Once the TDC is selected, we can select the number of timestamps to send to
the component for the test. The maximum number is in this case 216 − 1 as
specified in the previous chapter. Clicking on the "Auto test" button, the value is
sent to a dedicated Wire In. Right after, a dialog requests the choice of a folder
for the output files. When this is done, the Wire Ins are updated, and through
ActivateTriggerIn(), the FSM is started. A execution break of one second ensures
that the component has enough time to complete the test (quite long, especially
for many timestamps).
The data are finally read from the proper Pipe Out endpoint, and are automatically
saved in a file, where every TDC output string is written on a single row.
The second possibility to test the TDC is to employ the serial output By clicking on
the "serial readout" button. The main differences for this readout scheme, regards
the implementation of the component on the FPGA, as explained in Sec. 3.1.2.
From the software point of view, the maximum value of timestamps is here limited
to 214 − 1. If an higher value is selected, when pressing the button, a message box
will inform us about the error and the program will not start. Also the execution
pause lasts 1 second more, because this method is obviously slower. The output
data will be different, since they will not be processed by the "Output Processing
Unit (OPU)" on chip that converts the thermal coding in binary strings. Everything
else works as for the parallel readout.
The last button, "info", will open a small message box giving some information on
the test. It defines the maximum number of timestamps and the clock frequency,
depending on the testing procedure, and explains the value of a single timestamp.

The second tab is simply used to display the data coming from the cluster. In
the current configuration is not enabled anymore, but was used in the first tests
to verify that the cluster was responding correctly to the signals. The procedure
was very similar to the one described above, with the only difference that a single
timestamp was selected. For example, in correspondence with the label "row/col-
umn address", the sent address of the cluster and the one in output from the chip
were compared. If they were different, some error occurred.

The third tab includes a QCustomPlot instance to directly display the TDC
transfer function, as result from the performed test. Clicking on the "load" button,
the the folder, where the output data are, can be selected. Reading the file, the
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code plots the output codes of the TDC as function of the given timestamp. This
is possible because every line of the output file represents a code for a given time
interval. Moreover, every subsequent timestamp is 18 ps longer than the one before.
Some of the resulting plots will be commented in the following chapter.

The last tab is currently unused. Its purpose is to include the function described
in the first and the third tab in a single one, to test the replica TDC on the chip. In
this case no address must be provided, and only the parallel readout in taken into
account. The transfer function can then be immediately displayed in the plot below.

3.2.6 TDC calibration
The last panel left is the one use for the TDC calibration. The panel is shown in
Fig. 3.23.

Figure 3.23: TDC calibration panel.

The easiest way to calibrate directly all the TDC is to load an appropriate file
with the calibration string. This can be done with the usual procedure, clicking on
the browse button and then the"load" one, once the file is selected. The format
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of the file must be as follows: on each line, the calibration string is followed by a
comma and then by the TDC address. To handle all the data, an object (a pointer
called *TDCCalib) of a dedicated class is used, where we can store the calibration
strings and the relative TDC address in arrays. In particular, the load button
stores the string and the TDC ID in the object. The same effect can be obtained
using the the two spin boxes below. Here we can change the data independently
and update their value in TDCCalib, clicking on the "update" button.
"Save as" button saves the current calibration configuration in a file, following the
format explained above.
To finally send the data to the FPGA, the "calibrate all" button must be clicked.
First thing resets are sent through a Trigger In, for both the input FIFO and the
FSM, with ActivateTriggerIn(). The data are then written in a single 32-bit string.
The 6 LSB are populated with a decreasing binary number starting from 63. This
number will inform the FSM on the remaining number of TDC left to calibrate.
The last data passed to the component will have 0 stored in these bits. This will
automatically inform the FSM that the calibration has finished.
The data transfer occurs through another Pipe In endpoint. It is important to
consider that the transfer over the USB occurs again in 8-bit words. The first
transferred byte will be written on the LSB of the data bus on the FPGA. This
means that data must be passed to the Pipe in starting from the LSB. After some
microseconds, the trigger for the FSM start is activated.

The second part of the panel is occupied by the "single TDC calibration" section.
The working principle is the same as before but here the single TDCs are calibrated
with random access approach. Since only one TDC is considered, the 6 LSBs will
be all zeros. Once the TDC address and the value are selected, the "send" button
can be clicked. From this point the code is the same as before.
One important difference is that with this method the TDCCalib object is not
updated anymore, but data can only be directly sent to the FPGA.
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Results

4.1 TDC characterization and test

Obtaining the TDC transfer function is necessary to understand, first of all, if it is
active and working. From the slope and the step-wise trend it is also possible to
identify the LSB, i.e. the resolution of the TDC and confront it with the expected
one.
This was one of the first test performed, also because the bottom tier of the chip
is sufficient, so the setup does not require many instruments. The testing system,
developed on FPGA, independently provides the start and stop signal to the TDC,
as discussed in Sec 3.1.2. This means that the circuit does not have to be connected
to the SPADs, placed on the top tier, to work. Only the bottom tier of the chip is
then sufficient to test the TDC. Such samples were available already wire bonded
on a small PCB, ready to be connected to the large one, including connections
with the two FPGAs. Only one half of the chip is tested at at time so only one
FPGA is necessary. The power to the chip come directly from the power cable
connection of the XEM7630 so no additional instrument was needed.
As explained in the section dedicated to the TDC testing component, different
design solutions were explored. The first and simplest one includes the implemen-
tation of a counter. The single timestamp corresponds to a clock period, in this
case of 10 ns. The resulting plot is shown in Fig. 4.1.

As expected the typical, linear trend of a converter is found. Beside this promis-
ing result, another important feature shown in this plot is the limit of the TDC
dynamic range. After 4 µs the trend is clearly interrupted and re-start right after.
The reason is the overflow of the TDC loop counter for such an high timestamp
value. This is supported by the fact that for the next timestamp, it restarts from
zero.
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Figure 4.1: TDC transfer function. The used implementation for the definition
of the timestamps is a simple counter on the FPGA. The pulses are coarse but all
the dynamic range of the TDC can be observed.

On the other hand, focusing on the linear section of the plot, the stepwise trend
is not clear yet. All over the range, many fluctuations are present instead. These
can not represent the expected steps because their width is at least of tens of
ns, whereas the LSB is expected around 20 ps. The fact that the TDC was not
calibrated probably generated this weird trend. In addition, such a coarse test,
with such large timestamps, can not pretend to visualize the correct LSB of the
TDC. The main reason to perform it, was to verify the activity of the TDC, the
correct trend of the transfer function and to define the device’s dynamic range.

More precise measurements required the implementation of another solution,
able to provide sufficiently small shifts. The dynamic phase shift feature of an
MMCM resulted the most promising one. The next tests were performed with a
unit timestamp of 18 ps, plotting the data on the dedicated panel of GUI (see Sec.
3.2.4). At the beginning, we obtained the plot in Fig. 4.2a, selecting a total number
of 65000 shifts, to reach a final timestamp larger than 1 µs (18 ps × 6500 = 1.17 µs).
The plot presents several issues. First of all half of the function becomes constant
as if the read output data is always the same. This was very likely related to an
error in the data readout circuit. The second problem is the obvious presence of
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unexpected, very high spikes along the function. The first solution was to review
the readout component to check for some errors in the communication between
chip and FPGA, or between FPGA and computer.
The right solution appeared when the readout clock frequency of the component
was halved. The resulting plot is shown in Fig. 4.2b. Two idle states were already
included in the FSM from the beginning, precisely to avoid metastability of the
output data (for more details, see Sec 3.1.2). Nonetheless, the time interval before
sampling the data was apparently not enough in the first configuration. From this
analysis it was roughly estimated that at least 20 ns are required to the data to
become stable, avoiding any related issue. With the new clock frequency, 30 ns
pass before the output data are registered and stored.

(a) (b)

Figure 4.2: TDC transfer functions. With a total number of timestamps of
65000, and a readout clock of 200MHz, the plot presents unexpected spikes, and a
constant trend for half of the range (a). With the same input data, but slowing
down the clock to 100MHz, the resulting transfer function appears much neater,
even if some spikes are still present. The problems were most likely related to data
metastability (b).

In this new plot we can notice how the reduction of the clock frequency resulted
in a much neater trend. Some spikes are still present, but they are much smaller
than before, apart from the initial ones for small timestamps. Some of them can
be considered acceptable random errors in the transfer function; others might
disappear after a correct calibration. Unfortunately the calibration requires a
precise study of the device to find the right combination of bits (see Sec. 3.1.3 for
further explanations). This was point has not been faced yet, but it certainly will
be for future tests and further improvement of the TDC characterisation.
Besides the spikes, the correct linear trend is clear and can be seen in Fig. 4.3a.
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This is a further verification that the TDC is working. On the other hand, another
displayed issue is the width of the steps and their internal periodicity. This feature
is displayed more clearly in the plot in Fig. 4.3b, representing a zoomed section of
the one on its left.

(a) (b)

Figure 4.3: Linear fit of the TDC transfer function of Fig. 4.2b (a). Zoom on
the TDC transfer function highlighting the periodicity on the steps (b).

The steps in this case are obviously not the ones we were expecting, defining the
LSB of the oscillator. However, the linearity and the fact that a periodic pattern
is also clear in each step, might suggest that there is a problem in the ordering
of the bits in the output string from the chip. They are manually reordered on
the FPGA, but only a careful check of the circuit design and the bit’s routing can
confirm this hypothesis.
With the first implementation of the counter (see Fig. 4.1) this issue might also
have generated the observed fluctuations on the linear trend. Furthermore, because
the timestamps were coarser, only few, different bits in the output string should
change from one shift to the other (likely, the most significant ones). This could
result in a neater linear trend, with no periodic pattern or steps.

In summary, it looks like the remaining issues in the test might result from a
corruption of the output bits, rather than from the TDC itself. If this is the case,
two possible error sources can be identified. The first is the OPU that process
the raw data from the TDC directly on chip, and outputs them as 18-bit binary
strings. The second is the readout scheme. In both cases a viable solution to
solve the problem, is to read directly the TDC raw data from the serial output,
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excluding the OPU. Although the readout becomes slower and the data have to be
post-processed, it would help to find the main issue. This alternative is currently
being developed starting from the dedicated component already implemented, as
described in Sec. 3.1.2.
Another planned verification is a "single-shot" test. A defined timestamp is sent
many times to the TDC and the output data are analyzed. If the circuit is working
properly, all the data should follow a thin Gaussian distribution, centered on the
correct output.

4.2 Photon count measurements
The activity and the performance of the chip as light detector can be assessed
analyzing the photon count under different conditions. One of the first parameter
to consider is the DCR, i.e. the rate of detection under no illumination. The
results in this case are worse than expected, but show a promising coherence with
the theory. For example the temperature dependency shows a correct trend. On
the other hand, the results under illumination with a laser or a LED, change
visibly. Although some issues are present, preliminary PDE measurements were
also performed, again with encouraging results. After all, the planned tests aimed
at a preliminary, qualitative characterisation of the device.
In the following sections, the most significant results are presented. They are all
coming from one of the available chip. The choice was done to avoid the most
noisy ones as explained in the following. In addition, several devices were visibly
damaged and broken, and were therefore discarded.
One of the main issue for these kind of test was the malfunctioning of the counters.
We discovered that a variable offset was always present at the beginning of the
measurement. No reset seemed to work to bring that value back to zero. For this
reason we were forced to adopt a double sampling scheme, to get rid of the offset.
Many of the data in the following sections are taken with this readout technique
so are limited to a single cluster (see Sec. 3.1.1, "Double sampling scheme" for
more details). By contrast, when representing the data on the whole matrix, the
standard readout was obviously used, to consider all the cluster. As consequence,
in this case, the values are generally over-estimated.
As explained in previous sections, the measurements could include the acquisition
of several frames. This can be useful to increase the statistic of the data and reduce
their fluctuations. A first check can be to verify how many frames are necessary for
the data to converge. Twelve clusters were selected and tested with two different
integration window. The resulting gradient of the mean value is plotted in Fig. 4.4.

The plot represents, in fact, an average value: the gradient of the movable mean
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Figure 4.4: Gradient of the mean value as function of the number of frames
with two different integration window. The mean value shows a good convergence
already after few hundreds of acquired frames.

over the acquired frames of twelve different cluster were extracted to compute it.
The graph shows a significant convergence already for few hundreds of frames for
both the integration values. After one thousand frames the mean value can be
considered completely stable. For shorter integration window the mean is expected
to fluctuate more, so in general more frames are acquired, For the following tests,
2047 frames are always taken anyway, to avoid any possible convergence problem.

4.2.1 Dark count and DCR
Initial dark count evaluations were performed to verify the activity of the detector.
More importantly, they helped with the fast recognition of failing chips and noisy
ones. Qualitative plots could be directly displayed on the GUI, making the pro-
cedure much simpler and faster. Even broken chips were quickly tested on both
halves, to verify that the damage led irreversibly to a failure.
Fig. 4.5 represents the cluster map of six different devices, tested under the same
condition to confront their activity. They are selected between both halves of the
three most promising chips. These first results drove the choice of the designated
chip for the next tests.

The test is performed setting the integration window to 100 ns and the excess
bias to 2V. 2047 frames are acquired in total, and the counts for each of them are
added together. The colour scale is normalized with respect to the maximum count
possible for each cluster, corresponding to 63 × [number of frames].
The first evidence is that the chip represented in Fig. 4.5b is not working: no
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(a) (b) (c)

(d) (e) (f)

Figure 4.5: Cluster maps representing different chip’s activity under no illumina-
tion, i.e. the dark count. The integration window is 100 ns long, the excess bias
is 2V and 2047 frames were acquired in total and the counts are added to form
these maps. The data are normalized with respect to the maximum count possible.
Chip 5, pad 1 (a). Chip 5, pad 2 (b). Chip 4, pad 1(c). Chip 4, pad 2 (d). Chip 2,
pad 1 (e). Chip 2, pad 2 (f). The Plot (b) shows an inactive chip. The others are
generally very noisy, but working. The ones (e) and (f) are the most promising
ones.

photon counts are recorded apart from one single cluster that is evidently always
active. By contrast plots (a), (c), (d) result very noisy even at such a moderate
excess bias and integration window. The most promising ones are the two last
ones, representing both halves of chip number 2. The dark count in the first half,
or "pad 1", in Fig. 4.5e, is generally more uniformly distributed on the map, apart
from four visibly noisy cluster. On the other hand, Fig. 4.5f shows a lower dark
count all over the chip, but presents two very active regions. In total, five clusters
look problematic, whereas, in the previous one, only four.
In the end, the first pad of the chip number 2, whose cluster map is displayed in
Fig. 4.5e, was the designated one for the upcoming tests.

A further insight of the chip activity can be taken analysing the SPAD’s address
matrix. Every time a cluster is read, the address of first SPAD to fire is sent in
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output. Collecting several frames, a 2D histogram representing the 64x64 pixel
matrix is drawn. In each point, the occurrence of the corresponding SPAD is stored,
as previously explained in Sec. 3.1.1 and 3.2.4. This allows us to appreciate the
activity of the single pixels and identify the noisy ones. The noisy clusters from the
previous plots, in fact, can originate either from a high activity of all its pixels or
from few very noisy SPADs (even a single one). The identification of noisy pixels
is important because they can individually be shut down with the masking system,
once its bug is corrected.
The corresponding plots for the chosen chip are displayed in Fig. 4.6 where the inte-
gration window and excess bias are the same as before (100 ns and 2V respectively).

(a)

(b)

Figure 4.6: Pixel matrix corresponding to the chip 2, pad1, taken in the same
conditions of Fig. 4.5e (a). The noisy pixels are clearly visible and are located
in correspondence of the noisy cluster previously identified. Same histogram
represented in 3D to better appreciate the relative dimensions of the peaks(b).
Apart from the noisy pixels, the remaining matrix shows a significant uniformity.
The z-axis scale is in this case limited, to highlight also the lower peaks.

The first plot in Fig. 4.6a is the one directly obtained in the GUI panel. The
noisy pixels are clearly identified and are located in correspondence of the noisy
clusters of Fig. 4.5e. It is clear that, in this case, few noisy pixels contribute to all
the registered counts. The same histogram is drawn in 3D in the plot 4.6b to better
appreciate the relative dimensions of the peaks. In this case, the z-axis range is
reduced to better distinguish the lower peaks. It is interesting to notice that the
noisy pixels are generally distributed one close to the other. The reason might be
a little cross-talk between nearby SPADs.
Besides the peaks in the noisy clusters, the rest of matrix appear uniform, as
expected.

A first simple test to verify the correct functionality of the chip (and the testing
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system) is the measure of the dark count as function of the integration window.
For larger integration intervals, a larger number of counts is expected until the
maximum value is reached. The cluster maps and the pixel matrices of the chip,
taken with the same excess bias, are also displayed in Fig. 4.7 to highlight visually
the difference between a short and a long integration window.

(a) (b) (c)

(d) (e) (f)

Figure 4.7: These maps are taken at Vex of 1.5V and increasing the integration
window: 100 ns (a), (d); 500 ns (b), (e); 1 µs (c), (f). The second row of plots
represents the corresponding pixels map of the plots above.

These plots are taken with a constant excess bias of 1.5V, and the total number
of frames is 2047. The integration window widths are, from left to right, of 100 ns,
500 ns, 1 µs. A nice evidence in the pixels matrices is the increasing number of
counts, results in a higher activity of the pixels all over the chip. Another significant
feature, that becomes visible for higher integration values, is that the noisy pixels
mask all the others of the cluster. The reason behind is that, being so active, they
are always the first to fire, with or without a real event detection.
The aim of these analysis is always to assess the DCR, a significant figure of merit
of every detector. We can compute its mean value over multiple frames, knowing
the photon count values for each cluster. From it we can also estimate the average
DCR for each pixel of the cluster. For example, it is interesting to check how
it changes from one macropixel to another: we know that in the chip there are
four noisy ones, so we expect to find high values for the corresponding DCR. This
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is what is shown in Fig. 4.8a. For each cluster the average DCR of its pixels is
plotted.

(a) (b)

Figure 4.8: Average pixel DCR for each cluster of the chip (a). The noisy ones
are clearly visible. Average pixel DCR distribution over the cluster (b). Most of the
macropixels have a DCR of the same o.o.m, a fraction has lower or higher values
instead. For each curve, four points have clearly larger value: they correspond to
the four noisy cluster identified before.

Data taken with three different excess bias are considered. All the three curve
in plot 4.8a share a common trend. The four noisy clusters identified below are
clearly visible also here. Their DCR values are significantly higher than the others,
as expected. The number of the cluster corresponds correctly to the ones displayed
in Fig. 4.7 (the numeration starts for the top-left corner of the matrix and proceed
row by row).
An additional result from these data is displayed in Fig. 4.8b. It shows the DCR
distribution over the cluster of the chip. The DCR here is again computed for the
single pixels and averaged on 2047 acquisition frames. The trend is coherent with
the expectations: a fraction of the cluster, around the 10% depending on the curve,
have a significantly lower value. The largest portion (60%-70%) presents similar
values, of the same order of magnitude. Another smaller fraction, instead, has
clearly higher DCR and it represents the noisy clusters. In particular the last four
points of the plot must represent the four noisy macropixels identified before.
The main issues of these plots is the resulting, incredibly high DCR. The expected
values should be not less than one or even two orders of magnitude lower. Even
considering an extremely noisy detector, such high values of DCR might prevent
the detection of photons. As already mentioned, some issues regarding an offset
and a failing reset of the counters on the chip was discovered. This can obviously
be one of the causes of these unusual values. In some cases, it might happen than
even without any real count, a large number is stored in the registers, inevitably
affecting the validity of the output data. Unfortunately, to avoid this problem
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the double sampling scheme is required, but it can not be employed for the whole
matrix.
This suggests us to move to the analysis of single clusters, also to have a more
quantitative estimation of the dark count. Starting from this, longer integration
windows and higher excess bias are set, also to appreciate the saturation of the
counts. The chosen cluster is the tenth, given its noise level in the average (check
plot 4.8a, but consider the 11th cluster, because the numeration starts from 1 there).
The obtained plot shown in Fig. 4.9, displays the dark count of the cluster over
two different ranges, to better appreciate the trend.

(a) (b)

Figure 4.9: Dark count of the single cluster vs integration. The data are an
average on 2047 frames, acquired with double sampling scheme on the tenth cluster
alone. Different excess bias where used.

At this point we have the evidence that some problems in the counters are, in
fact, present. The saturation, in particular, highlights that this component does
not work as expected in that regime: instead of saturating around the maximum
value, 63, it occurs around 30. This surely has to do with an error in the counting
system. The fact that the counter, after reaching 63, overflows and restart from 0 is
another issue to be taken into account. The double sampling scheme helps to deal
also with it, because we can recognize when an overflow occurs from the relative
values of the counts, before and after the integration. If the latter is smaller than
the former, it means that the maximum value was reached and the count restarted.
On the other hand, we are not able to recognize if multiple overflows occur. For
example, in presence of a large number of counts, the same effect can results from
two consecutive overflows, but we would not know it.
Nonetheless, the trend follows the expected one, especially the initial linear trend
and the saturation regime. In addition, the effect of the increasing bias voltage is
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significant too. A higher excess bias generally results in a higher number of counts
and this is evident from the plot 4.9b. This also results in an earlier saturation,
clear with a closer look at the data.
To have an additional verification and a comparison with the plots in Fig. 4.8a, we
can easily compute the DCR of the pixels in this cluster. The result is shown in
Fig. 4.10.

Figure 4.10: Pixels’ DCR for different integration windows and excess bias. Only
the tenth cluster is analysed here. In general the values are lower than the ones
taken with the whole chip (see Fig. 4.8b)

The plot shows the pixels’ DCR with different integration window and excess
bias. It appears clearly an unexpected dependency of the DCR on the integration
time that gets stronger for higher Vex. This is again very likely due to the errors
described before. Intuitively, the cause might be the saturation of the counts for
longer integration window, whereas the value is expected to grow steadily. The
fact that the effect is more significant for higher excess bias, where the saturation
occurs earlier (see plot 4.9b) might support the hypothesis.
On the other hand, it is noteworthy that these values are much lower than the ones
presented in Fig. 4.8b. In particular, looking at the data for the two lowest excess
bias, the values remain always well below the million of cps. This does not seem
to to fit with the much higher values of the cited plot. As anticipated, the use of
the double sampling surely reduces significantly the level of DCR, mitigating the
effect of the offset. Nevertheless, the values remain still very high, suggesting the
presence of some bug in the counting system, as also expressed after the analysis
of Fig.4.9.
In summary, some issues appear with the analysis of these last data. They will
surely affect the performance of the detector, but only following measurements will
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be able to assess how much. Besides the qualitative trends presented so far, further
analysis will be necessary to understand precisely the problem, before being able
to obtain reliable, quantitative data.

DCR temperature dependence

One intuitive solution to lower the noise level of the detector is to decrease the
operating temperature. In this condition the DCR should fall steeply, because the
thermal generation of carriers, one of the main source of noise, is dramatically
reduced. For low temperatures, only field-enhanced generation by tunneling effect
dominates, and the values reaches a plateau.
The test is performed in a dark temperature chamber with a fixed integration time
of 1 µs. This higher value is set because the active recharge circuit was disabled,
preventing possible oscillations in that branch, due to the masking circuit. As
consequence, only the passive discharge of the SPAD takes place, which is much
slower. A longer integration time is then required. The results with three different
bias voltages are shown in Fig 4.11. The values represent the average DCR of the
pixels of the tenth cluster, read with the double sampling scheme.

Figure 4.11: Average pixels DCR vs temperature for three excess voltages. The
data are averaged on 2047 frames, acquired with double sampling, always on the
tenth cluster of the matrix.

The plot shows a good coherence with the expected theoretical results. All the
three curves display an exponential dependency on the temperature until −40 °C.
The DCR decrease almost of two order of magnitude along the whole range. At
higher temperatures, around 20 °C, the saturation of the counts occurs and is
clearly visible when the excess bias is larger. The fact that the values are generally
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lower than the ones presented before, is to ascribe to the longer integration interval.
As we commented before, the DCR unexpectedly decreases with wider integration
windows. Another reason is surely the passive discharge of the SPADs. A longer
dead time of the pixel can reduce the total count.
Below −20 °C the values begin to show an acceptable DCR level, although still
high. This analysis suggests that the right strategy might be performing the tests
at that temperature, also under illumination. Lowering the temperature is, indeed,
a good solution to lower the noise. Despite a quantitative analysis is premature
because the values are not completely reliable, the trend confirms our expectation.
In addition it also provides us with a significant hint for future tests to reduce the
high noise level of the detector.

4.2.2 Laser illumination
After the analysis of the DCR, we move to the measurements in presence of a
light source. The first idea is to check if the chip responds correctly in presence of
external photons and if their are detectable above the noise level. The first tests
were performed with a laser with the purpose to verify qualitatively if Blueberry
can detect the incoming photons. The advantage of the laser is that it can be
focused in a relatively small spot. If the spot is small enough, when it hit the
detector only few clusters will activate. In this way there will be a clear difference
in the count values between the background and the active clusters, provided that
the dark count is not too high. On the cluster map, few bright macropixels will
be highlighted on a uniform background. The solution to reduce the DCR was to
perform the measurements at −40 °C, as suggested before. This avoid that a too
high noise level prevents the detection of photons.
A 517 nm fibre-coupled laser is employed for this test. The size of the spot in
output from the fibre optic is further reduced, using a small diaphragm with several
circular slits of different dimensions. The alignment was not easy given the small
dimension of the spot, the slit and the target. Fortunately, the laser light in the
visible range simplified the task a bit.
The first measurements are performed on the whole chip to obtain a cluster map
at different laser intensities. The excess bias is fixed at 2.5V and 2047 frames
are acquired each time for 60 iterations. The integration window is fixed at 1 µs
because, also in this case, the active recharge circuit is deactivate. The resulting
plots are displayed in Fig. 4.12, starting from no illumination and increasing the
light intensity from left to right, row by row.

First of all, it is noteworthy the difference of the maps in plot 4.12a at 2.5V
of excess bias and the one in Fig. 4.7c at 1.5V. The comparison further explains
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(a) (b) (c)

(d) (e) (f)

Figure 4.12: These maps are taken at Vex of 2.5V. (a) is taken with no illumina-
tion. (b) to (f) are taken with increasing laser intensity. The scale is not linear and
the last plot shows a saturation of all the clusters.

visually the great advantage of decreasing the temperature. Even with a lower
excess bias the previous plot had a much higher dark count on every macropixel.
The clear difference between the first map, Fig. 4.12a, and the second one, Fig.
4.12b, highlights the spot of the laser. It is located on four cluster of the matrix,
close to the noisy ones, even if only two of them look especially active. These
four clusters are almost not-triggered in absence of illumination (first plot), so we
can be positive enough that their activity is given by the laser spot. Increasing
the laser intensity we can notice how also the cluster next to the spot start to
activate. This is in accordance with the expected results because the focused laser
spot is anyways a Gaussian beam. The light intensity profile then follows the same
distribution, meaning that not only the cluster in the centre of the spot will be
activated. The effect becomes more evident increasing the laser intensity because
also the Gaussian tails of the distribution will become able to trigger more easily
the detectors. For example in the plot 4.12e the activation of nearby macropixels
is evident, even if the distribution has not a perfect profile.
The last plot, Fig. 4.12f shows a situation where this effect is brought to its limits.
In this case the almost the whole matrix is triggered, as it almost reaches saturation.
Nonetheless, the photon counts are still decreasing towards the right edges of the
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chip, suggesting the Gaussian profile of the intensity. It is important to notice the
difference in this last plot concerning the four initial cluster. They are still distinct
from the others, but in this case, unlike in the other plot, the two on the right
are lighter than the ones on the left. This is understandable reminding that the
test of the whole chip prevents the use of the double sampling scheme. Therefore,
these results are not a surprise, after the previous analysis: evidently the high
number of counts registered in those two cluster, caused the counters to saturate
and overflow, restarting from zero. Unfortunately, we are not able to correct this
error in this case, without the help of the double sampling readout. Still, this looks
as a reasonable explanation of the effect.

4.2.3 Preliminary PDE measurements
Together with DCR, PDE is one of the main figure of merit to characterize a light
detector. It is defined as the probability of a photon hitting the device’s surface
to generate a pulse, i.e. to be detected [9]. It also represents the main parameter
to characterize SPADs’ sensitivity and it strongly depends on the wavelength and
the excess bias voltage. In general, CMOS SPADs have a sharp PDP peak arounf
400-500 nm, due to the shallow junction just below the surface [21].
To perform this test a standard setup is employed. It is formed by a Xe lamp
whose light is focused on a monochromator, i.e. a diffraction grating to disperse
the different wavelengths. The grating is placed on a motorized stand that can be
controlled by the computer to select the desired narrow band of wavelengths, from
340 nm to 960 nm. This range is ideal to assess the device sensitivity peaked in
the visible range. An integrating sphere acts as a diffuser to shine the beam on
the whole chip. A calibrated photodiode is used to detect the number of arriving
photons, before collecting them with the device under test (Fig. 4.13a).
Before considering the exact PDE of the device it is a good idea to simply verify
the photon counts dependency on the wavelength. The trend should be more or
less the same expected for the SPADs’ PDP, and it gives us an idea if the device is
working correctly. In addition, these data are then necessary to obtain the PDE
values, after the calibration of the photodiode is performed. To get more reliable
results, the double sampling scheme is always used in the following, limiting the
analysis to a single cluster.
The first run of measurements are carried out relying only on the passive recharge
circuit as in previous cases. Given the long dead time, the integration window is
further increased to 10 µs. Different excess bias voltages are also used and only few
wavelengths are selected. The resulting plot is shown in Fig. 4.13b

The plot results are very different from what we expected. For lower voltages,
the counts remain constant, whereas for the highest one the trend is obviously
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(a) (b)

Figure 4.13: Schematic representation of the PDP setup (a), adapted from [6].
Cluster counts vs wavelengths with 10 µs integration window (b). The values are
averaged on 2047 frames

inverted. Where the peak of sensitivity is expected, the counts reach the lowest
value. On the other hand, besides being upside-down, the yellow curve has a
reasonable trend. This can help us to understand the source of the error.
First of all, the fact that the two first curves are practically constant suggest that
the counters are saturating. As was previously discussed in Sec.4.2.1, this effect
is indeed observed when the counts reach the values around 30. The saturation
is caused by the combination of the high number of photons and the very long
integration window. With illumination we can expect that the number of counts is
generally larger. In addition, despite the long dead time, the integration interval is
large enough to register many events and to cause saturation. The reason because
it does not happen for the higher excess voltage, can also be explained. We must
consider that, increasing the bias voltage, the SPADs are more active so the situa-
tion is even worse: the number of triggering event gets still higher. If the discharge
of the SPAD is not fast enough, it happens that, after an output pulse, the next
event triggers an avalanche before the voltage at that node is lowered. This means
that an additional pulse is generated before the previous one finished. The result
is that the voltage level at the output node remains high. As consequence the
following inverter does not trigger because the threshold voltage of the component
is not reached (the voltage remains almost constant). Therefore, the edge-triggered
counter is not enabled, although an event occurred. Then, the resulting count value
will be much lower than expected. This explains why the yellow curve has lower
values in correspondence of the sensitivity peak and because this effect is observed
only for the highest excess bias. It is also true that, if that is the problem, the
trend is promising even if upside-down and we can easily correct it.
The straightforward solution is to reduce the pulse width, acting on the discharge
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of the SPAD. The best way is to re-enable the active recharge circuit. To avoid the
risk of oscillation in the circuit, a small modification is done to the firmware, to
force a control bit always to one. The same reasoning is valid in this case: to avoid
the saturation of the counters, the integration window must be greatly reduced.
The chosen value is 100 ns.

Before proceeding with a new measurement, it is necessary to adjust the light
power arriving on the detector. This can be done acting on a diaphragm, placed
before the integrating sphere: the width of the slid can be modified to reduce the
incoming light on the detector. The aim in this case is to generate a clear difference
in the photon count, when the light is around 500 nm and the other wavelengths.
If the light intensity is too high, the counters saturate again for every wavelength,
so no trend could be appreciated. Some measurements are performed on the whole
matrix with this purpose. A quick check on the cluster maps help us to visually
notice the difference and set the proper slid aperture. At the same time a still
naiver analysis can be done, controlling the drained current. Also here, the values in
case of 500 nm light and other wavelengths must be significantly different, without
reaching the maximum limit or saturation. The same tests must be performed with
several excess bias voltages.
Once the proper configuration is set, the real test can start. The plot in Fig. 4.14
displays the results.

All the curves in the plot follow the expected trend, with a clear peak between
450 nm-500 nm. This confirms that the previous analysis and the the following
precautions were correct. Also the dependency on the excess bias voltage is verified,
apart in the region of the peak where all the curves overlap a bit. A significant
ratio of three-four is present between the values on the peak and the lowest counts.
The two smaller peaks after 800 nm are the only unusual features. The fact that
they are exactly repeated in every curve at increasing voltages, suggest that this is
not a readout issue but it is rather caused by the setup. A proof of this hypothesis
is found looking at the irradiance distribution of the emitting lamp in Fig. 4.15
[76]. The curve to consider for our lamp is the one indicated as 6258. Several peaks
between 800 nm and 1,000 nm are clear and they are the source of the corresponding
larger number of counts in the previous plot. This also explains the necessity of
using the calibrated photodiode for the real PDE evaluation. These lower peaks
are an artifact due to the variable lamp emission and can be eliminated. The
photodiode is used to practically normalize the number of events with respect to
the actual number of arriving photons. For these wavelengths a larger number of
photons are hitting the detector and this will be considered with the photodiode
output. This takes into account the lamp’s profile so that the PDE measurement
will not be affected by it. The result is the elimination of the two smaller peak.
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Figure 4.14: Cluster counts vs wavelengths with 100 ns integration window. The
values are averaged on 2047 frames. The smaller integration window is justified
by the activation of the active recharge circuit that significantly reduces the dead
time. The curves follow the expected trend for all the excess bias voltages. The
smaller peaks around 800 ns are caused by the light source irradiance distribution
(see Fig. 4.15).

The calibration of the photodiode was not performed, so that more quantitative
results for the PDE are not yet available. Nonetheless, given the promising trend
in Fig. 4.14, we can expect a positive result from the test, already scheduled for
the near future.

Additional verification can be undertaken to confirm the assumptions done so
far. First of all, we can check if the choice of the smaller integration window was
the correct choice. With a fixed bias the same test are performed, this time varying
the integration interval: for larger value we expect to observe saturation. The
results are shown in Fig. 4.16a.
Similar effects can be observed modifying the recharge time of the SPAD. A smaller
dead time, directly results in a larger number of events that can be detected. This
is achieved modifying some of the voltages controlling the transistor of the recharge
circuit. Depending on it, their conduction varies, resulting in a faster or slower
recharge. The effect can be appreciated in the plot of Fig. 4.16b, Here only the
conduction of one transistor was modified to reduce the fall time of the output pulse.

These plots verify all the previous assumptions and are coherent with the ex-
pected results. Plot 4.16a confirms that the choice of the integration window of
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Figure 4.15: Spectral irradiance of various arc lamps from Oriel/Newport [76].
The one employed in our setup is the 6258. Some peaks are evident from 800 nm
to 1,000 nm.

(a) (b)

Figure 4.16: Average cluster counts vs lambda with Vex = 2V, varying: the
integration window (a); the voltage of one of the transistor in the active recharge
circuit, affecting the dead time of the SPADs (b). In this second case the integration
is set again to 100 ns. All the counts in both plots are averaged on 2047 acquired
fraes.

100 ns was correct. For lower values, the interval would not be enough to collect a
considerable number of events. This is true especially for the peak, that results
lower and flatter. If the integration window increases more, the counts, in turn,
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grow coherently, but the problem becomes the saturation, as expected. It is espe-
cially evident in the last, violet curve, showing almost a constant trend over all
the wavelengths. Anyway, also for lower values, e.g. 500 ns, the saturation masks
completely the peak of sensitivity of the detector.
The plot on the right, in Fig. 4.16b, shows a similar effect caused by a variation in
the voltage Vhold. A higher value corresponds to a shorter output pulse and a lower
dead time. This allows the detection of more events, under the same conditions. In
the plot this is verified by the significantly higher number of counts registered in
the second, red curve. A voltage variation of 200mV is sufficient to almost double
the counts. The increased number of events also corresponds, macroscopically, to
an increased drained current. At this point, setting this voltage at higher values,
seems the right choice, because the peak results sharper. On the other hand, we
must consider that these data were taken with an excess voltage of 2V. If we want
to increase it further, it is very likely that the larger number of counts might cause
again saturation. As consequence, the best choice in this case, is to keep this value
around 300mV to have a significant sensitivity and a good range of operation, as
in Fig. 4.14.
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Chapter 5

Conclusion and future work

A complete, stable and user-friendly testing system was presented in this work.
It allows direct communication with the analysed FSI 3D-stacked MD-SiPM and
helps to perform the necessary tests in a semi-automatic way. Thanks to it, a
preliminary characterisation of the innovative photodector was possible. This, in
turn, verified the correct functionality of the implemented testing system.
The resulting measurements are presented in Chapter 4, starting from the TDC
characterisation. The device is proved to be active and working, even if some issues
are present and will need further testing to be resolved. Some photon counting
measurements are also reported, to characterise both the DCR of the chip as well as
its activity under illumination. The noise level results particularly high compared
to usual values [9, 10, 11, 12, 14, 17, 19, 21, 22, 28, 29, 30] for isolated pixels and
3D-stacked structure. On the other hand, this test helped to understand that some
artifacts might be present due to some problems in the counting system. However,
an additional test showed that the dark count reaches acceptable values when the
detector is cooled, verifying the correct trend in temperature and opening a new
reliable possibility for future tests. The chip seems to respond correctly under laser
illumination too. A preliminary PDE measurement is presented in Sec. 4.2.3, with
promising results (as allowed by the aforementioned issues), showing the expected
trend.
In general, from these preliminary results, the chip seems to work correctly apart
from some minor issues that was possible to identify thanks to the developed testing
system. The 3D integration process briefly presented in Sec. 2.3 looks successful and
can be exploited for future designs. Nevertheless, a more detailed characterisation
of the system is still ongoing and more accurate results will be available in the
future. For what concerns the TDC, the best strategy will be to sample the data
directly from them, bypassing the output processing unit. This technique was
already employed on an independent TDC test structure and demonstrated its
validity. Additional measurements will also be performed to obtain a complete PDE
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characterisation. A calibration with the photodiode is necessary for this purpose
and will surely be performed on the already available setup. A new batch of chips
with some minor changes, especially in the masking circuit, will be tested, hopefully
leading to a lower, acceptable DCR. These and future tests will be performed with
the help of the testing system described in this thesis.
In this context, it is complex to give a comparison of the performances with respect
to other developed solutions. First of all, we still have to precisely assess the
capability of the detector, as explained above, and only future tests will provide us
with quantitative results. It is also true that not many comparable, complete and
already published systems are present in the literature. This is, to our knowledge,
the first FSI 3D MD-SiPM of these dimensions, successfully integrated and working.
A recent review on other 3D-stacked, or similar, solutions can be found in [30].
Still, the comparison of these emerging technologies remains problematic, given
the lack of data due to ongoing development.
The development of the testing system, as first goal of the thesis, was completely
successful, leading to a comprehensive and user-friendly environment that will
be used also in the future. Its contribution to a fast and semi-automatic test
of the chip allowed us to verify the detector functionalities and the reliability of
the exploited 3D integration process. The following preliminary characterisation
represents the second main contribution of this work. Besides testing the different
systems on the chip, it also led to discovery of some main issues of the design. This
will be further investigated and will undoubtedly form a solid basis for forthcoming
evolution of the detector and designs. Even if not complete yet, also the analysis
and the performed tests represent a valid starting point for more advanced and
quantitative tests.
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