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Summary

The forthcoming release of quantum computers, as also the advances of classical

computers, may put at risk most of the cryptosystems used today, in particular

the asymmetric ones. Taking for example the widely used Rivest-Shamir-Adleman

(RSA) algorithm, it can be easily broken using Shor’s factoring algorithm, run-

ning on quantum computers and characterized by a polynomial computational com-

plexity instead of exponential.

Although new and more secure cryptosystems can be developed, the best long-

term solution is quantum cryptography. Nowadays, the first Quantum Key Dis-

tribution (QKD) systems are already on the market. They allow to exchange

private keys between users through the transmission of single-photon pulses en-

coding the quantum information (qubits). QKD is usually employed in symmetric

encryption schemes, like “one-time pad”, and it ideally permits to obtain uncon-

ditionally secure communications, exploiting properties of quantum mechanics

such as the no-cloning theorem.

In this work, a simulation framework for QKD systems based on photon po-

larization encoding is presented. It is composed by two elements: a MATLAB

simulator, used to analyze the optical system where the photons are exchanged,

and a Verilog-A simulator for Single-Photon Avalanche Diodes (SPAD),

able to predict the fundamental parameters of this kind of photon detectors, the

most used in current QKD systems.

The treatment develops in six chapters: after an introduction about the funda-

mental concepts of QKD and quantum optics, the second chapter is centered on the

theoretical model. This is based on the use of coherent states that are the most

convenient choice to model the coherent light emitted by the attenuated lasers em-

ployed in current QKD systems. In fact, at present, efficient single-photon sources,

which would be the most suitable solution, do not exist yet.

In the third chapter, the behaviour of the most common optical components is pre-

sented, as also their modeling. First, they are analyzed in their ideal form, and then

losses are added in the treatment.
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The fourth chapter is dedicated to single-photon optical detectors, one of the most

critical parts of Quantum Key Distribution systems. After a brief overview on the

newest and most suitable types of detectors for QKD, SPADs are analyzed in details,

in particular the ones working in the near infrared, made of InGaAs/InP. Further-

more, a Verilog-A model for this kind of detectors is presented. Its non-trivial

definition started with the theoretical study of SPADs, necessary to understand

their functioning, with a focus on unwanted effects that cause dark counts. In fact,

the generation of charge carriers due to thermal or tunneling effects, in addition

to the release of trapped carriers after an avalanche (afterpulses), can lead to false

detection events.

In the fifth chapter, the operation of the simulator is explained with a practical

example.

In the last chapter, a real BB84 QKD system is analyzed to validate the proposed

simulative methodology, evaluating its Quantum Bit Error Rate (QBER) and

its secure key rate.

To sum up, the work presented in this thesis represents a necessary starting point

for the development of a simulation framework for Quantum Key Distribution

systems based on polarization encoding. With the correct improvements, for exam-

ple exploiting the density operators formalism, enhancing the performance of the

Verilog-A simulator, and integrating the MATLAB and Verilog-A simulators in a

unified software infrastructure, a usefull design tool for QKD can be obtained.
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Chapter 1

Introduction

This thesis stems from the interest about quantum cryptography and, in particular,

form the awareness that current cryptography standards will not be able to guaran-

tee the security of users in the near future. In fact, the release of quantum computers,

as also the development of best-performing classical computers, will make most of

the current cryptography methods vulnerable. For this reason, it is necessary to

study and develop quantum cryptography as soon as possible.

This thesis results the proper conclusion of my master degree “Nanotechnologies

for ICTs”, during which I consolidated my knowledge of physics and engineering ap-

plied to nanotechnologies and, in general, to information technologies. These knowl-

edge were fundamental in developing this thesis were an hardware-model-based sim-

ulator for the analysis of polarization-encoding Quantum Key Distribution (QKD)

systems will be presented.

1.1 Cybersecurity: a brief overview

Nowadays cybersecurity is a fundamental part of our life: all of our personal in-

formation are online, banks handle our money, which have become mostly digital.

Even our memories and knowledge are entrusted to the network.

For these reasons, cryptography, the pillar of cybersecurity, must evolve to deal with

the latest decryption methods. Most of the present cryptographic schemes used to-

day are based on the difficulty of factorizing large numbers, from 2048 bits onwards.

However, more powerful traditional computers and algorithms executable on quan-

tum computers may put at risk most of these cryptography methods in a couple of

decades, or even less.

The Shor’s algorithm is the most famous example of such a kind of algorithm;

it is used to decompose an integer number in its prime factors. Shor’s algorithm is
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1 – Introduction

similar to the classical factorization algorithm with the exception that one of the

step must is a quantum algorithm [1]. Its peculiarity is that it is able to factorize

integers in polynomial time [2]; this makes it extremely efficient in breaking ciphers.

The greatest weakness of current cryptography algorithms is that they are safe

only for a “limited” time. For instance, the Rivest-Shamir-Adleman cryptosystem

(RSA), whose safety relies on the difficulty of factorizing the product of two large

prime numbers, is expected to be broken and completely useless with 50% proba-

bility within the 2032 (in its 2048 bits version) [3]. Moreover, since lots of other

cryptosystems are similar to RSA, the trouble is concrete.

RSA is an example of asymmetric encryption where each user is associated

with a public key, known to all. In addition, the user possesses a private key

that nobody else must know. The adjective asymmetric stems from the presence of

these two keys, one public and one private. For instance, if Alice wants to send a

secure message to Bob, she can encrypt the message using the public key associated

with him; in this way, only Bob can decrypt the message. Furthermore, asymmetric

encryption methods allow the message authentication: senders can use their private

key to encrypt the message, whereas receivers can use the associated public key

to verify the identity of the sender. This is one of the advantages of asymmetric

encryption, in addition to the fact that the exchange of private keys is not necessary.

The main disadvantage is that public and private key are mathematically linked,

consequently one can use the public key to crack the private key. For this reason

the keys must be long enough to ensure an high resistance to attacks, although this

makes communications slower [4].

Symmetrc encryption is the other category of cryptography methods. In

this case, only a single, secret key is used to encrypt and decrypt information.

The communications are faster, because smaller keys are used, and secure, on the

condition that the secret key is not stolen. In fact, the hackers cannot use the

public key to trace back to the private key as in asymmetric encryption, so inefficient

and time-consuming brute-force attacks are the only solution to try to break these

systems. However, the secret keys must be exchanged among the users. Therefore,

if the transmission method is compromised, an eavesdropper can steal the key and

consequently the message [4].

If a completely secure method to share the keys is used, symmetric encryption

2



1 – Introduction

methods will ensure an extremely high security with excellent performance.

1.2 Quantum key distribution

The best long-term solution is Quantum Key Distribution, that enables to ex-

change the private keys by exploiting quantum mechanical properties. The commu-

nication happens on a quantum channel where single photons, properly polarized

or arranged to encode the key, are sent and received; this exchange method is ex-

tremely secure because the presence of an eavesdropper can be easily detected, as it

will be clearer in the next sections.

The quantum channel can be an optical fiber, working in correspondence of one of

the optical communication windows, or even the open air; the latter paves the way to

establish satellite quantum communication and so global quantum communication

networks.

Currently, using optical fibers and some tricks such as decoy states which will be

analyzed later, a secure communication up to 166 km can be performed [5].

With regards to the encoding of information through single photons, several

solutions are possible. The most common are:

• Polarization-encoding: the bit value corresponds to the direction of the polar-

ization;

• Phase-encoding: a Mach-Zehnder interferometer is used to encode the infor-

mation by changing the optical phase in the two arms of the interferometer;

• Temporal-encoding: the single photon is sent by Alice with a variable delay

with respect to a reference clock;

• Multidimensional-encoding: given that photons can carry both spin and or-

bital angular momenta (SAM and OAM), associated with polarization, the

idea is to use both these photon characteristics to encode the information,

enhancing at the same time the security [6].

3



1 – Introduction

1.3 One-time pad

QKD allows to establish secure communications because the exchange of the key is

extremely secure. Consequently, applying symmetric encryption schemes, an eaves-

dropper has no chance to steal information.

One-time pad applied to quantum cryptography is an extremely secure cryp-

tosystem. In fact, if the following four rules are applied, this chiper results to be

unbreakable [7]:

1. the key is at least as long as the message;

2. the key is completely random;

3. only two copies of the key exist: one for the sender and one for the receiver;

4. the keys are used only once.

QKD permits to distribute a new private key for every message, ensuring that only

sender and receiver know it. Therefore, respecting the other three rules, the com-

munication results to be unconditionally secure.

Once that the private key is exchanged, the sender can convert his message into

a binary string, then he adds the private key to the message and he sends it to the

receiver. The receiver only has to subtract the key from the encoded message to

recover the message [8]. Another possibility to encrypt the message is to add the

key to the message bitwise modulo 2, i.e. performing the operation i ⊕ j. In order

to decrypt the message, the receiver just has to add the key bitwise again since

(i⊕ j)⊕ j = i [1].

1.4 Principles of quantum cryptography

Quantum Key Distribution (QKD) is used to share secret keys between two users,

traditionally called Alice and Bob. A primary objective is to prevent an eavesdropper

(Eve) to interfere and subtract the keys. In order to detect the presence of Eve, it

is necessary to give up classical communication, where signals are made by a great

deal of photons, otherwise Eve can subtract some of them without being detected,

4



1 – Introduction

using a simple beam splitter and an optical amplifier as shown in Figure 1.2.

Figure 1.1: Eve can subtract part of the photons of the stream using the beam
splitter. Then, using the amplifier, she can hide her presence restoring the initial
signal intensity [8].

Instead, if single photon signals are used, the security of the communication is

ensured by the no-cloning theorem which states that it is impossible to create

an independent and identical copy of a generic quantum state [9]. To better un-

derstand how this theorem applies to QKD systems, some simple examples will be

analyzed. For the moment it is assumed that Alice has got an ideal single photon

source, impossible to be realized with current technologies.

Starting from a naif case: Alice and Bob decide to encode the information on

photons using only horizontal and vertical polarization, the so-called {H,V} basis:

horizontal polarization corresponds to “0” while vertical polarization to “1”. Eve

can easily barge in the quantum channel and measure the polarization of the photon

using a polarizing beam splitter coupled with two photon detectors. After that, she

sends to Bob a photon with the same polarization just measured. The presence of

Eve seems to be completely hidden and the hopes for a secure communication seem

to be fading.

Proceeding to a more concrete case: Alice is not limited to encode the information

only in {H,V} basis, but she uses also other directions, for example the diagonal and

anti-diagonal ones, the so-called {A,D} basis. However, she could also use right-hand

and left-hand circular polarizations. In principle, the photon is in a superposition

5



1 – Introduction

of states:

|ψ〉 = cos θ |l〉 + sin θ |↔〉 , (1.1)

where the {H,V} basis has been used. But it can be equivalently expressed using

the {A,D} basis:

|ψ〉 = cos γ |↖〉 + sin γ |↗〉 . (1.2)

Since Eve cannot know a priori the encoding basis used by Alice, she has to

choose a random basis measurement: if she chooses the wrong one, she obtains a

completely random outcome, erasing the qubit value. In fact, it is important to

remember that a quantum measurement is totally different from a classic

one: without going into detail, after a measurement, the system collapses into a

particular eigenstate of the measurement apparatus [10]. Choosing the wrong basis

is equivalent to choose the wrong configuration of the measurement apparatus that

forces the photon wavefunction to collapse in an improper eigenstate.

Therefore, the most reasonable thing Eve can do is to send a photon to Bob in the

same basis and with the same value she obtained with the measurement. It is clear

that this outgoing photon is not the copy of the incoming one, and the information

delivered to Bob is very different from the one sent by Alice.

Figure 1.2: Eve measures the incoming photon in a random basis. If she chooses the
wrong one, she obtains a completely random outcome, erasing the qubit information.
As a result, the bogus photon sent to Bob will be completely different from the
incoming one [8].

From these examples, it is clear that Eve can be easily put in trouble using

more than one basis, and her presence can be easily detected. Alice and Bob

can use a classic channel to confront part of the data exchanged: if there were any

inconsistencies, they would be evidence of Eve’s presence. Obviously, in real systems

6
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imperfections, losses, and noise complicate the situation, allowing Eve to partially

hide her presence.

1.5 Two basic protocols

In this section two basic QKD protocols will be analyzed: BB84 and LM05. BB84

is one of the first proposed protocol, while LM05 is a more recent proposal, based

on a closed loop optical system.

1.5.1 BB84 protocol

BB84 protocol was proposed in 1984 by Charles H. Bennet and Gilles Brassard. In

its polarization-encoding version, it is based on the use of two polarization basis

set: the {Horizontal, Vertical} basis, also represented as ⊕, and the {Anti-diagonal,

Diagonal} one, represented as ⊗.

Figure 1.3: Schematic representation of a BB84 system. The polarization of photons
generated by Alice’s apparatus can be rotated using a set of Pockels cells, depicted
as PC1. Bob uses a second Pockels cell to rotate again the polarization of 0◦ or
−45◦ in order to select the measurement basis. The polarizing beam splitter (PBS)
coupled with two single photon detectors constitutes the measurement apparatus
[8].

The convention used to encode the information on the polarization state is the

following:

• Basis ⊕: binary 1 corresponds to vertical polarization, while 0 to horizontal

one;

7
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• Basis ⊗: 1 corresponds to diagonal polarization (θ = 45◦ from vertical axis),

while 0 corresponds to anti-diagonal polarization (θ = −45◦ from the vertical

axis)

The protocol is divided in four phases: the “quantum transmission”, the “public

discussion”, the “privacy amplification”, and the “error reconciliation” : qubits are

transmitted using the quantum channel, then the users compare some of them us-

ing the classical channel to test the security, and at the end, if no-one interfered,

algorithms of privacy amplification and error reconciliation are applied to obtain a

safer key.

Schematically, Alice apparatus consists of a single-photon source, which gener-

ates photons in vertical polarization (but the concepts apply equally if they come

out horizontally polarized), and a set of Pockels cells used to change the polarization

direction to encode “0” or “1” in one of the two basis.

A quantum channel (an optical fiber or the open space) links Alice and Bob equip-

ments. Alongside, there is a classic channel used to exchange service information

necessary to verify the security and synchronize the communication.

Bob apparatus consists of a Pockels cell and a measurement system. When the

Pockels cell is activated, it rotates photon polarization of θ = −45° to measure in the

{Anti-diagonal, Diagonal} basis, whereas, when de-activated, measurement happens

in the {Horizontal, Vertical} basis.

Then a polarizing beam splitter directs vertically polarized photons to detector D1

and the horizontally polarized photons to detctor D2. So, PBS coupled with the

photon detectors constitute the measurement system [8]. A block scheme of the

system is given in Figure 1.3.

Hypotizing that Alice wants to send to Bob 4N qubits, she chooses randomly the

polarization basis for each of them and she sends them without saying beforehand

her base choices to Bob. He receives the photons and measures them randomly in one

of the two basis. At the end of the quantum communication, Alice uses the classical

channel to report to Bob the sequence of basis she used (basis reconciliation).

Bob choses the right basis in the 50% of cases so, on average, 2N qubits are

correct whereas the other 2N must be discarded.

8
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Figure 1.4: Example of exchanged qubits, with the corresponding basis used by
Alice and Bob [1].

In order to verify the security of this communication, Alice and Bob compare half

of the bits for which they used the same basis [8]. Therefore they compare N qubits

randomly: if they all match (apart from a small and predictable error due to the

instrumentation) the communication was secure and the remaining N bits form the

sifted key.

On the contrary, if an eavesdropper interfered, a much larger error would be find

during the comparison of the N bits, due to the aforementioned no-cloning theo-

rem. The problem is that Eve does not know the encoding basis used by Alice, so

she obtains a random outcome in the 50% of her measurements. As a result, there

are cases (the ones highlighted in red in Figure 1.5) where Alice and Bob choose

the same basis but they obtain a different result. At the moment of comparison of

the N bits, Alice and Bob find that, on average, N
4

bits are wrong: this is an error

much larger than the instrumental one, proof that someone interfered. In this case

the communication is interrupted immediately.

Figure 1.5: Effect of Eve on the communication [1]

On the contrary, if the Quantum Bit Error Ratio (QBER) is less than a certain

security threshold, Alice and Bob can post process the data using techniques called

error correction and privacy amplification to obtain a shorter but more secure

9
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key, with minimal information known by the eavesdropper [11]. Privacy amplifica-

tion is the last but not least operation, used to distill the corrected raw key in order

to obtain a final key which is secure, even if Eve stole some information during the

communication on the quantum channel or during the post-processing carried out

on the classical channel [12, 13].

Implementing this protocol in real systems, the non ideality of the light source

must be taken in account. In fact, at present, only quasi single-photon sources

are available and consequently not every signal pulse is made by a single photon.

Hence, Eve can take advantage of this, by splitting the communication beam and

subtracting information while remaining undetected, as she can do in classical com-

munication systems.

To deal with this problem it is convenient to send pulses of different intensities,

in addition to the signal ones: they are called decoy states, and they are used only

for security purposes. Comparing the reception rates of signal and decoy states, it

is possible to easily reveal the presence of Eve also in real systems, as will be shown

in section 1.7.

Researches and experiments show that, using BB84 protocol without decoy

states, a secure connection up to 120 km can be established using optical fibers

as quantum channel [14, 15, 16], whereas, in free space, the maximum distance is

about 25 km [17, 18]. Conversely, using decoy states, communications in fiber up

to 200 km can be established [19], as well satellite quantum communications, with

a feasible distance in the order of 720 km [20].

1.5.2 LM05 protocol

LM05 is an example of polarization-based, closed-loop QKD system, where two sets

of orthogonal bases are used, as in BB84 protocol. In this case, the single-photon

source is at the Bob side, who sends a string of photons, each of which in one of the

four possible polarization states.

In order to encode the information, Alice uses the so-called Universal equa-

torial gate, made by two Pockels cells, able to flip the information encoded in the

photon, preserving the basis previously fixed [21].
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The Pockels cells are a fundamental part in a QKD system, especially in that

based on polarization-coding. They are voltage-controlled waveplates made of bire-

fringent materials, capable of altering the polarization of light [8]. The effects may

be different, depending on the structure of the cell, as will be explained in the suc-

cessive chapters. Half-wave plates are the most interesting in QKD because they

changes the orientation of polarization vector, acting on linearly polarized light.

Figure 1.6: Example of LM05 communication setup: Bob uses two lasers (SRC1
and SRC2) coupled to polarizers (POL1 and POL2) to generate horizontally and
vertically polarized photons respectively. Then, he uses a polarizing beam splitter
(PBS1) to merge this photon in the same optical path. A spatial filter (SF) improves
the mode quality. The first Pockel cell (PC1) encode the photons in the {A,D}
basis, when active. A variable optical attenuator (ATTN1) reduces the intensity
of the pulse down to signal or decoy level, verified using a beam splitter (BS1)
and a photon detector (SPCM3). After the quantum channel, the photon pulse
reaches Alice receiver, where she uses two Pockels cells (PC2 and PC3) to encode
the information. The measurement part in the Bob side is made by a Pockels cell
(PC4), coupled to PC1, to measure in the same sending basis, a Wollaston prism
(WOL1), analogous of a polarizing beam splitter, and two photon counting modules
(SPCM1 and SPCM2) [21].

As can be seen in Figure 1.6, Bob uses Pockels cell one (PC1) to pass from {H,V}

11
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to {A,D} basis. Without knowing the basis used by Bob, Alice encodes a logic 1

activating her set of Pockels cells, the universal equatorial gate M23, which acts in

this way:

M23 |H〉 = |V 〉

M23 |V 〉 = |H〉

M23 |A〉 = |D〉

M23 |D〉 = |A〉

(1.3)

On the contrary, when inactive, the state of polarization (SOP) of the photon re-

mains untouched (M23 becomes the identity matrix), encoding the 0. Alice then

sends the qubit back to Bob who uses the PC4 to measure in the same sending

basis.

Unlike BB84, being a closed-loop system, LM05 does not require the basis rec-

onciliation phase; the raw key measured by Bob coresponds to the sifted key. So

they can directly proceed to error reconciliation and privacy amplification [21].

1.6 A critical problem: PNS attack

The theoretical basis of QKD assumes the usage of single photon signals; unfortu-

nately, actual single photon sources have not been realized so far. In fact, the most

common light sources are lasers attenuated to single photon level, as in the LM05

protocol example. Obviously, the resulting light beam is not a single photon, but a

coherent state whose photon number follows a Poisson distribution.

Pλ(x) =
λx

x!
e−λ, (1.4)

where λ is the mean photon number of a pulse.

An eavesdropper can take advantage of this weakness subtracting some photons

from the pulse, without revealing its presence: this is the photon number splitting

attack (PNS).

As depicted in Figure 1.8, Eve can use a beam splitter to separate the signal

in two parts, then she performs a Quantum Nondemolition measurement (QND)

on one of these, by which she measures only if there is at least a photon. If so,

12



1 – Introduction

0 2 4 6 8 10 12 14 16 18 20

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Figure 1.7: Poisson distribution with three different mean photon number λ. P(x)
is the probability to find x photons in a pulse.

Figure 1.8: Schematic of the components necessary to perform a PNS attack [22].

she stores it in a quantum memory, otherwise she stops the communication with an

optical switch. In this way all the single photons sent by Alice are blocked, while

all the other qubits are possessed by both Eve and Bob [22]. At the moment of

basis reconciliation, Eve can properly measure the photons stored in the memory,

obtaining the final key.

Since for Alice and Bob the blocked photons are completely indistinguishable
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from photons lost due to systems imperfections, the PNS only slightly increases the

QBER. Obviously Eve has to properly choose the transmission coefficient of the

beam splitter in order to not alter excessively the raw key rate and the QBER,

remaining undetected [22, 23].

Leaving aside this example, it is clear that the current impossibility to use a

real single-photon source is a serious weakness for QKD systems. Fortunately, the

implementation of decoy states or the usage of different QKD protocols resistant to

PNS, such as Measurement-Device Independent or Continuous Variable protocols

[23], allow to overcome this problem.

1.7 A fundamental improvement: the decoy state

protocol

As aforementioned, decoy states are a countermeasure against PNS attacks and, in

general, are useful to improve the security of the communication. In a decoy state

protocol Alice sends photon pulses at different intensity levels, in addition to signal

pulses. The most implemented decoy protocols use three different types of states:

signal, decoy, and vacuum states.

Signal states are the only ones that carry information, and they are usually light

pulses with 0.6 mean photon number (MPN).

Decoy states can be weaker, made for example by 0.2 MPN pulses [23], or stronger,

made for example by 1 MPN pulses [24].

Vacuum states, as suggested by their name, take place when Alice does not send

photons at all. In these cases, the detection events obtained at Bob’s side are linked

only to background and errors.

It is important that signal and decoy states only differ in the mean photon

number and are equal for wavelength, duration, and pulse shape: they must be

completely indistinguishable for the eavesdropper. In fact, as explained in the pre-

vious section, during a PNS attack, the eavesdropper tries to block all single photon

pulses. Since signal and decoy states have a different mean photon number, a PNS

attack influences differently their yields, where the yield is the ratio between the

states detected by Bob and those emitted by Alice. There are two cases:
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1. Using weak decoy states, Eve significantly reduces the decoy states efficiency,

due to their lower MPN [23];

2. Using strong decoy states, Eve reduces the signal efficiency.

Therefore, comparing the yield for signal and decoy states, it is possible to reveal

the presence of the eavesdropper.

1.8 Light sources: an overview

As emerged from this brief introduction, the light source is a fundamental part of a

QKD system. In fact the PNS attack takes advantage of its imperfections.

In general, a classical source emits light pulse in which the photon number follows

a Poisson distribution, id est ∆n =
√
n̄ (Poisson statistics), where ∆n and n̄ are

the photons variance and the photons mean number respectively. In other cases

the emitted light has ∆n >
√
n̄ (super-Poissonian statistics). On the other

hand, single-photon sources emit light with a lower variance, so ∆n <
√
n̄ (sub-

Poissonian statistics) [8]. As it is clear, for quantum information applications,

sub-Poissonian light is the most desirable, having a lower variance so resulting less

vulnerable to PNS attacks.

In order to define the quality of a single photon source, the second-order cor-

relation function g2(τ) is used. It quantifies the intensity fluctuations in time

(whereas the first-order correlation function g1(τ) quantifies the electric field fluc-

tuations), and it is given by the following formula [8]:

g(2)(τ) =
〈E∗(t)E∗(t+ τ)E(t+ τ)E(t)〉
〈E∗(t)E(t)〉 〈E∗(t+ τ)E(t+ τ)〉

=
〈I(t)I(t+ τ)〉
〈I(t)〉〈I(t+ τ)〉

, (1.5)

where E and I(t) are the electric field and intensity of the light beam at time t. The

symbol 〈...〉 indicates the time average.

All classical light is characterized by the following properties:

g2(0) ≥ 1

g2(0) ≥ g2(τ).
(1.6)
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In particular, perfectly coherent light has g2(τ) = 1 for all τ , whereas chaotic light,

for example that emitted by a discharge lamp, has g2(0) > 1 [8].

Conversely, ideal single photon sources emit only one photon at a time, therefore

they have

g2(0) = 0

g2(τ) = 1
(1.7)

for τ →∞ [25].

Figure 1.9: Comparison of the photon arrangement in antibunched, coherent, and
bunched light [8].

Furthermore, the concepts of bunching and antibunching are really usefull to

define the type of light emitted by the source. The classification is based on g2(0)

and is the following [8]:

• antibunched light: g2(0) < 1, it is a purely quantum optical phenomenon

without classical counterparts. The photons spread out with regular intervals

between them;

• coherent light: g2(0) = 1, the time interval between two subsequent photons

is completely random;

• bunched light: g2(0) > 1, the photons clump together in bunches. This is

typical of classical light sources.

Figure 1.9 clarifies this classification.
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Nowadays, two types of single photon sources are the most investigated for quan-

tum information applications: sources of single photons and sources of pairs of en-

tangled photons. Most of them are based on parametric down-conversion [25], that

consists in the use of nonlinear birefringent crystals to convert a photon in a pair of

photons of lower energy [26].

Unfortunately they are too much immature to be implemented in commercial sys-

tems. For this reason, most of the current QKD systems use coherent light sources

(lasers or diodes) attenuated to quasi-single-photon level.
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Chapter 2

Theoretical model

In this chapter, a possible theoretical model to describe QKD systems will be ex-

plained. This model rises from the Heisenberg picture of quantum physics: the idea

is to propagate the initial state generated by the light source across the structure,

evolving the operators applied to the state vector.

Since the light source is often a laser attenuated to quasi single-photon levels, co-

herent states can correctly model these signals. Then, considering that a general

coherent state can be written using the displacement operator D̂(α) acting on

the vacuum state |0〉, it is possible to propagate the initial state across every com-

ponent of the system evolving the creation and annihilation operators contained in

the displacement operator. Furthermore, using this model, it is possible to take

in account also more than one optical path, a very useful feature when studying

complex optical systems.

2.1 Coherent states

The theory of coherent states was introduced by Schrödinger in 1926 and was first

used in quantum optics by Glauber in 1963, who understood that an electromag-

netic wave in a box can be seen as a countably infinite superposition of harmonic

oscillators [8, 27]. The choerent states representation fits very well to the description

of quantized electromagnetic fields, and so in the cases of quasi single-photon light.

In Dirac notation, they are represented as |α〉, where α is a dimensionless complex

number. Matematically, they are eigenstates of the annihilation operator:

â |α〉 = α |α〉 (2.1)

In the number or Fock state representation, the annihilation operator â and
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the creation operator â†, its adjoint, are related to position Q̂ and momentum P̂

operators as follows:

â =
1√

2~mω
(mωQ̂+ iP̂ ), â† =

1√
2~mω

(mωQ̂− iP̂ ), (2.2)

and acting on a Fock state they give:

â|n〉 =
√
n|n− 1〉, â† |n〉 =

√
n+ 1 |n+ 1〉 , (2.3)

in practice they add or remove a quantum from the system. Their action on the

vacuum state is:

â|0〉 = 0,
(
â†
)n
|0〉 =

√
n!|n〉. (2.4)

As aforementioned, in general α is a complex number because the annihilation op-

erator is not Hermitian. Separating it in amplitude and phase:

α = |α|eiφ. (2.5)

From this expression it is clear the possibilty to represent coherent states in the

phasor space. To better understand the significance of α, it is possible to think

about a linearly polarized mode of angular frequency ω enclosed in a cavity of

volume V . It is possible to represent α using the dimensionless quadratures of field

in the cavity [8], X1 and X2:

α = X1 + iX2 (2.6)

with

|α| =
√
X2

1 + X2
2 , (2.7)

where the quadrature operators are by definition:

X̂1 =
1

2

(
â+ â†

)
X̂2 =

1

2i

(
â− â†

) (2.8)

which are used to re-write the electric field operator. Considering the x-component
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of the electric field propagating along the z direction, the operator is:

Êx = E0

(
âe−iωt + â†eiωt

)
sin(kz), (2.9)

where E0 is the electric field amplitude, ω the angular frequency, and k = 2π/λ is

the wave vector [8]. It can be rewritten as:

Êx(t) = 2E0 sin(kz)
[
X̂1 cos(ωt) + X̂2 sin(ωt)

]
, (2.10)

where the quadrature operators X̂1 and X̂2 are associated with the oscillations of

the electric field, shifted of 90◦, so they are in quadrature [28].

Recalling the connection between light and harmonic oscillators, which comes from

the wave nature of light, starting from the quantum uncertainty relation for har-

monic oscillators:

∆q∆pq ≥
~
2

(2.11)

where ∆q is the uncertainty on position, ∆pq the uncertainty on momentum, and ~
the reduced Planck’s constant; it is possible to find for coherent states:

∆X1 = ∆X2 =
1

2
(2.12)

understanding that they are minimum uncertainty states [8].

Figure 2.1: Phasor diagram of a coherent state, where the uncertainty circle is shown
in grey [8].
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Taking in account this uncertainty, the phasor diagram of a coherent state is

reported in Figure 2.1. Phasor diagrams are very useful in quantum optics to rep-

resent the light state; any state is an area centered around the point (〈X1〉,〈X2〉)
for that state. The circle in grey represents the quantum uncertainty on photon

number and phase, and it has an area related to the variance 〈∆X2
1 〉 and 〈∆X2

2 〉.
For a coherent state, it has a diameter of 1

2
. Furthermore, it is interesting to note

that the uncertainty area has a constant dimension, independent of the α param-

eter of the coherent state, and that two states are distinguishable only if they are

separated at least by 〈∆X2
1 〉. This sets a limit for the measurement precision [29].

The amplitude of α can be related to the electric field amplitude E0 associated with

the electromagnetic wave [8]:

|α| =
√
ε0V

4~ω
E0 (2.13)

where ε0 is the electric permittivity of free space and V the mode volume, and also

to the mean photon number [8, 30]:

|α| =
√
n̄ . (2.14)

Now, it is interesting to compute the variance of α. First of all, the number

operator n̂ shall be introduced:

n̂ , â† â. (2.15)

The fluctuations of the photon number are computed as:

∆n =
√
〈n̂2〉 − 〈n̂〉2 . (2.16)

As reported in Equation 2.14, the expectation value of n̂2 is:

n̄ = 〈α|n̂|α〉 = |α|2 (2.17)
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while the expectation value of n2 is:

〈
n̂2
〉

=
〈
α
∣∣n̂2
∣∣α〉 =

〈
α
∣∣â†ââ†â∣∣α〉 =

〈
α
∣∣a†a†ââ+ â†â

∣∣α〉 = |α|4 + |α|2 = (n̄)2 + n̄

(2.18)

therefore:

∆n =
√
〈n2〉 − 〈n〉2 =

√
n̄ = |α| . (2.19)

In practice the variance of the photon number is equal to the mean photon number

itself: this is typical of Poisson distributions. Hence, coherent states follow the

Poisson distribution; in fact the probability to find n photons in the beam is [28] :

Pn = |〈n|α〉|2 = e−|α|
2 · |α|

2n

n!
= e−n̄ · n̄

n

n!
. (2.20)

Returning to fundamental properties, coherent states are also eigenbra of creation

operators, with eigenvalue α∗:

〈α|â† = 〈α|α∗. (2.21)

2.1.1 Glauber-Klauder-Sudarshan or Standard Coherent

States

It is possible to write the coherent states using the Fock basis. Let’s start writing a

generic coherent state as superposition of Fock states:

|α〉 =
∞∑
n=0

An|n〉 . (2.22)

Applying the annihilation operator:

â|α〉 = α|α〉 =
∞∑
n=0

An
√
n|n− 1〉 = α

∞∑
n=0

An|n〉 (2.23)

giving:

An
√
n = αAn−1 (2.24)
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and iterating:

|α〉 = A0

∞∑
n=0

αn√
n!
|n〉 . (2.25)

After the trivial normalization [30]:

〈α|α〉 = 1 = |A0|2
∑
m

∑
n

αmαn√
m!n!

〈m|n〉 = |A0|2
∑
n

|α|2n

n!
= |A0|2e|α|

2

, (2.26)

at the end, one arrives at:

|α〉 = e−
|α|2
2

+∞∑
n=0

αn√
n!
|n〉, (2.27)

which is the normalized or standard representation of a coherent state.

2.1.2 Coherent states: an overcomplete basis

Unlike Fock states, coherent states are not orthogonal. In fact:

〈β | α〉 = e−
1
2
|α|2− 1

2
|β|2

∞∑
n=0

∞∑
m=0

(β∗)nαm√
n!m!

〈n | m〉

= e−
1
2
|α|2− 1

2
|β|2

∞∑
n=0

(β∗α)n

n!

= e−
1
2
|α|2− 1

2
|β|2+β∗α

= exp

[
1

2
(β∗α− βα∗)

]
exp

[
−1

2
|β − α|2

]
.

(2.28)

The first term is just a complex phase so it is obvious that:

|〈β | α〉|2 = e−|β−α|
2 6= 0 , (2.29)

as shown in [28]. This last expression shows that coherent states becomes nearly

orthogonal when |β − α| increases.

Furthermore, coherent states are overcomplete so there are more than enough states

available to express a generic coherent state [28], as shown by the completeness
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relation ∫
|α〉〈α| d2α = π I, (2.30)

where I is the identity matrix. This can be considered a direct consequence of the

non-ortoghonality of coherent states shown in Equation 2.28.

2.1.3 Displaced vacuum states

The displacement operator is extremely powerful given that a coherent state can

be obtained as a displaced vacuum state [28]:

|α〉 = eαâ
†−α∗â |0〉 = D̂(α) |0〉. (2.31)

This operator is unitary, so D̂(α)D̂(α)† = D̂(α)†D̂(α) = I. Its Hermitian conjugate

is a displacement operator of opposite magnitude D̂(α)† = D̂(−α). From the Baker-

Campbell-Hausdorff formula one obtains that, for the product of two displacement

operators [30]:

D̂(α)D̂(β) = e
1
2

(αβ∗−α∗β)D̂(α + β) . (2.32)

To better understand the action of displacement operator given in 2.31, it is

necessary to re-write this operator by exploiting the well-known Kermack-McCrae

identity, also known as disentangling theorem [28]:

eA+B =

{
e−

1
2

C · eAeB : AB-ordered

e+ 1
2

C · eBeA : BA-ordered
(2.33)

valid when the operators Â and B̂ commute with their commutator Ĉ = [Â,B̂], with

Ĉ 6= 0. By placing Â = αâ† and B̂ = −α∗â, Ĉ = [Â,B̂] = |α|2, one can find that

[28, 30]:

D̂(α) = eαâ
†−α∗â = e−

1
2
|α|2eαâ

†
e−α

∗â. (2.34)

After the trivial demonstration that:

e−αâ |0〉 = |0〉 , (2.35)

starting from the standard representation of coherent states, it is easy to demonstrate
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that:

|u〉 = e−
|u|2
2

+∞∑
n=0

un√
n!
|n〉

= e−
|u|2
2

+∞∑
n=0

un

n!
(â†)n |0〉

= e−
|u|2
2 euâ

†|0〉

= e−
|u|2
2 euâ

†
e−u

∗â|0〉

= D̂(u)|0〉

(2.36)

In the next sections, the propagation of the initial state will be carried out by

the propagation of the displacement operator, component by component.

2.2 A brief recalling of polarization of light

Before entering the core of the model, some concepts about polarization of light and

the basis of Jones calculus will be recalled.

2.2.1 Polarization of light

Polarization is a property that describes the orientation of oscillation of electric and

magnetic fields associated with light. By convention, the polarization of electromag-

netic waves refers to the direction of the electric field: it can be linear, if the electric

field oscillates along a single direction, or elliptical (in particular cases circular), if

the field rotates in a plane. In this last case it is distinguished in right or left circular

polarization, depending if the field rotatets in the right or left sense hand respect to

the propagation direction of the electromagnetic wave.

In general, the electric field has the following expression:

~E(t) = Ex0 cos (ω0t+ ϕx) x̂

+ Ey0 cos (ω0t+ ϕy) ŷ

+ Ez0 cos (ω0t+ ϕz) ẑ

(2.37)
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which can be re-written as:

~E(t) = Re
{(
Ex0eiϕx x̂ + Ey0eiϕy ŷ + Ez0eiϕz ẑ

)
eiω0t

}
= Re

{
~Eeiω0t

}
, (2.38)

where ~E is the phasor associated with the field. The phasor is a complex vector,

and so, in the tridimensional space, it is made by six components, three real and

three imaginary. Therefore, it can be separated as:

~E = ~E′ + i ~E′′, (2.39)

where
~E′ = Ex0 cosϕxx̂ + ... , ~E′′ = Ex0 sinϕxx̂ + ... . (2.40)

Now, re-writing Equation 2.38 as:

~E(t) = Re
{(

~E′ + i~E′′
)

(cosω0t+ i sinω0t)
}

= ~E′ cosω0t− ~E′′ sinω0t, (2.41)

it can be shown that, in general, this equation describes an elliptical plot in the
~E′-~E′′ polarization plane, as shown in Figure 2.2. The time dependent electric field

Figure 2.2: Plot of a generic elliptical polarization. The sense of rotation is from ~E′

to −~E′′
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vector ~E rotates from ~E′ to −~E′′ and its tip describes the blue plot.

In general this plot is an ellipse, called elliptical polarization. Depending on mag-

nitude and relative direction of these two vectors, particular types of polarizations

can be described:

• linear polarization when ~E′ × ~E′′ = 0, so the vectors are parallel or one of

them is 0;

• circular polarization when
∣∣∣~E′∣∣∣ =

∣∣∣~E′′∣∣∣ and ~E′ · ~E′′ = 0

Another way to distinguish polarization types is to define an x-y cartesian reference

frame on the polarization plane. So, the phasor has x and y components and can

be re-written as follows:

~E = Ex x̂ + Ey ŷ = |Ex|eiφx x̂ + |Ey|eiφy ŷ (2.42)

• if the phase difference δ = φx − φy is 0 or π the polarization is linear;

• if δ = ±π
2

and |Ex| = |Ey| the polarization is circular [31].

2.2.2 Jones calculus

To study the polarization of light and its transformations, it is often convenient

to use the Jones calculus, formalized by R. C. Jones in 1942 [32]. The state of

polarization of light is represented by a vector, whereas the optical components are

described by 2 × 2 matrices. When light interacts with an optical component, the

output polarization state is given by the product of the initial light vector with the

matrix associated with the component.

A Jones vector contains the complex components of the electric field phasor:(
|Ex| eiφx

|Ey| eiφy

)
, (2.43)

where the reference system is choosen to align electric field polarization with the x-y

plane. The fundamental Jones vectors are reported in Table 2.1, with their relative

ket notation:
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Polarization Jones vector Dirac notation Bit value

Horizontal polarization,

parallel to x axis

(
1

0

)
|H〉 0

Vertical polarization,

parallel to y axis

(
0

1

)
|V 〉 1

Antidiagonal polarization, oriented

at -45◦ with respect to x axis

1√
2

(
1

−1

)
|A〉 = 1√

2
(|H〉 − |V 〉) 0

Diagonal polarization, oriented

at 45◦ with respect to x axis

1√
2

(
1

1

)
|D〉 = 1√

2
(|H〉+ |V 〉) 1

Left-hand circular polarization 1√
2

(
1

i

)
|L〉 = 1√

2
(|H〉+ i|V 〉) Not defined

Right-hand circular polarization 1√
2

(
1

−i

)
|R〉 = 1√

2
(|H〉 − i|V 〉) Not defined

Table 2.1: Summary of the possible light polarization states, together with their
Jones vectors, their Dirac notation, and the corresponding usual bit value.

As an example, one of the simplest optical component, the linear polarizer, is

represented by the following matrix:(
1 0

0 0

)
(2.44)

with horizontal transmission axis [33].

2.2.3 Displaced states considering polarization

A widely used characteristic of the displacement operator is that it can take in

account also the state of polarization of the coherent state [34, 35, 36, 37]. For

example, considering a coherent light pulse diagonally polarized, oriented at +45°
from the horizontal axis, it can be expressed as:

|α+45〉 = D̂(α+45°) |0H ,0V 〉 = exp

(
α√
2

(â†H + â†V )− α∗√
2

(âH + âV )

)
|0H ,0V 〉 ,

(2.45)
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where the horizontal-vertical basis has been used, and |0H ,0V 〉 is the vacuum state

in the two-mode polarization Fock space [38].

This last expression is really evocative: modifying the creation and annihilation

operators contained in D̂, it is possible to describe the evolution of the coherent

state across a generic structure.

2.3 Propagation in quantum optics

In order to propagate the state across the structure, unitary transformations are

used to describe the interaction with every optical component. These unitary trans-

formations are modeled by unitary operators Û which preserve the inner product in

the Hilbert space and respect the relation Û † = Û−1 [29].

In order to describe the evolution of a quantum state, two equivalent pictures

are employed: the Schrödinger and the Heisenberg ones.

The Schrödinger picture puts its roots in the homonymous and famous equation,

from which the temporal evolution of the state can be computed:

i~
∂

∂t
|ψ(t)〉 = Ĥ |ψ(t)〉 , (2.46)

where Ĥ is the Hamiltonian of the system. Considering a time-invariant Hamilto-

nian, the solution is:

|ψ(t)〉 = exp

{
−iĤt

~

}
|ψ(0)〉 = Û(t) |ψ(0)〉 , (2.47)

where |ψ(0)〉 is the initial state of the system.

On the contrary, in the Heisenberg picture, the states of the system are temporal

independent, whereas the operators are temporal dependent. The evolution

of the observable Ô can be computed as follows:〈
ψ(t)

∣∣∣Ô∣∣∣ψ(t)
〉

=
〈
ψ(0)

∣∣∣e iĤt~ Ô e−
iĤt
~

∣∣∣ψ(0)
〉

=
〈
ψH

∣∣∣e iĤt~ Ô e−
iĤt
~

∣∣∣ψH〉 . (2.48)
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So, in the Heisenberg picture, the operator evolves according to the following rela-

tion:

Ô
′

= e
iĤt
~ Ô e−

iĤt
~ = Û †ÔÛ . (2.49)

Obviously the two pictures are equivalent, i.e. the expectation values are equal

in the two pictures [29]:〈
ψ′
∣∣∣Ô∣∣∣ψ′〉 =

〈
ψ
∣∣∣Û †ÔÛ ∣∣∣ψ〉 =

〈
ψ
∣∣∣Ô′∣∣∣ψ〉 , (2.50)

where |ψ′〉 represents the time-dependent state in Schrödinger picture whereas |ψ〉
is the temporal independent state in the Heisenberg representation.

In quantum optics, the Heisenberg representation appears very useful in dealing

with coherent states. In fact, thanks to canonical quantization, the equations that

describe the evolution of creation and annihilation operators are identical to those

of the classical complex amplitudes of the electric field [29, 34, 35, 39].

Therefore, in general, if an optical component is modeled with a Jones matrix

Jcomponent, such that its action on the Jones vector is:(
E out
x

E out
y

)
= Jcomponent

(
E in
x

E in
y

)
, (2.51)

it is possible to obtain the quantum description of the component passing to creation

(or similarly annihilation) operators:(
â out
H

â out
V

)
= Jcomponent

(
â in
H

â in
V

)
. (2.52)

This relation is the core of the theoretical model because it allows to propagate

the coherent state from the input to the output of an optical device, modifying the

creation and annihilation operators which appears in the displacement operators.

The relations for creation operators can be easily obtained computing the conjugate

transpose of this last expression.
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2.4 Limits of the model

Using this semi-classical approach based on coherent states is an optimum trade-

off to simulate most of the current QKD systems, which use lasers as light source,

maintaining the model “simple” and consequently obtaining a pretty fast simulator.

The limitations are that QKD protocols where entangled photons are employed

cannot be simulated, as also systems where non-classical light sources are used. In

fact, the light emitted by sub-Poissonian sources or effective single-photon sources

is conceptually distant from a coherent state, therefore it must be modeled in a

different way.

The solution to solve this limitations is the passage to density matrices to describe

the light state, that allow one to obtain a more complex and universal model.
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Chapter 3

Analysis of the most common

optical devices

In this chapter, the most used optical components in quantum key distribution

systems will be analyzed. The physics of the device will be presented, together with

its quantum mechanical relations, necessary to build the simulating framework. To

simplify the treatment, first the components will be analyzed in their ideal form,

then losses and non-idealities will be inserted in the model.

A separate chapter will be dedicated to optical detectors, given their complexity and

importance.

3.1 Attenuated laser

As aforementioned in section 1.8, most of the current QKD systems use lasers as

light sources. In some configurations, only a single laser is used to produce the initial

photon that is properly polarized in one of the four possible states of polarization

afterwards, according to the qubit to be sent to Bob, as in [40, 41, 42]. In other

setups, multiple lasers, activated one at a time, are used to produce photons already

polarized in the correct polarization state, as in [43, 44, 45].

Obviously the emitted light must be properly attenuated to reach a quasi-single-

photon level; the attenuation can be carried out just after the laser or at the end of

Alice’s subsystem.

The initial light state produced by the laser can be easily represented using

the bi-dimensional vector, analogous of the Jones vector. For example, if the laser

produces a light pulse vertically polarized with a mean photon number equal to two,
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the coefficient of the coherent state will be α =
√

2. Formally, the state is:

|Ψ〉 = D(αV =
√

2) |0〉 = exp
(√

2 â†V −
√

2 âV

)
|0〉 , (3.1)

while the vectorial representation is:

V =

(
0√
2

)
(3.2)

3.2 Pockels cell

The polarization of light can be modified using waveplates, also called retarders,

made up of birefringent materials, in which the refractive index depends on

polarization and propagation direction of light. This characteristic comes from the

anisotropy in the binding force of the electrons shells that surround the atoms of

the crystal. As a result, one component of the polarization is retarded with respect

to the other; according to this retardation and to the input polarization, the effect

of the waveplate is different.

Pockels cells are voltage controlled waveplates, widely used in QKD systems both

for modifying the logical value of the qubit in polarization-coding systems, both for

compensating unwanted polarization deviations.

Birefringent crystals are characterized by two axes: ordinary, with refractive in-

dex n0, and extraordinary, with refractive index ne. Light polarized along ordinary

axis moves with a speed equal to v0 = c
n0

, while light (or the component of light)

polarized parallel to extraordinary axis moves at ve = c
ne

. When ne < n0, as in

calcite, the ordinary axis is called slow axis and the extraordinary fast axis.

The retardation describes the phase shift between the two polarization compo-

nents, which is given by the following expression:

θ =
2π

λ0

d |n0 − ne|, (3.3)

where λ0 is the wavelength in vacuum and d is the thickness of the plate [46].

Depending on this retardation, different types of waveplates can be identified:

• if θ = 2π the device is called full-waveplate or full-wave retarder and it
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has not visible effect for light at λ0;

• if θ = π the device is an half-waveplate (HWP). If linearly polarized light

enters the pockles cell oriented with an angle θ with respect to the fast axis,

it comes out with the polarization vector rotated of 2θ. For this reason HWPs

Figure 3.1: Representation of the effect of an half-waveplate on linearly polarized
light [47].

are also called polarization rotators: they rotate linearly and elliptically po-

larized light. In addition they flip the handedness of circularly and elliptically

polarized light, from right to left or vice-versa [46].

• if θ = π
4

the retarder is called quarter-waveplate. Linear light oriented

at 45° from the fast axis comes out circularly polarized. Similarly, incoming

circular light comes out linearly polarized [46].

Using the Jones calculus, if the retarder has the fast axis parallel to the vertical

axis, it is described by the following matrix [34]:

Jretarder(θ) =

(
1 0

0 exp(−iθ)

)
, (3.4)

where θ is the retardation. To properly change the polarization, the retarder must

be rotated with respect to the vertical axis. This operation is represented by the

following rotation matrix:

U(δ) =

(
cos δ sin δ

− sin δ cos δ

)
, (3.5)
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where δ is the rotation angle. Therefore, the retarder is described by the following

Jones matrix:

Jretarder(θ,δ) = U †(δ)

(
1 0

0 exp(−iθ)

)
U(δ) (3.6)

=

(
cos2(δ) + sin2(δ) exp(−iθ) cos(δ) sin(δ)− cos(δ) sin(δ) exp(−iθ)

cos(δ) sin(δ)− cos(δ) sin(δ) exp(−iθ) sin2(δ) + cos2(δ) exp(−iθ)

)
.

(3.7)

To conclude, its quantum mechanical relation is:(
b̂H

b̂V

)
= Jretarder(θ,δ)

(
âH

âV

)
, (3.8)

where â and b̂ are the annihilation operators at input and output ports respectively.

As a further remark, retarders are distinguished in three types [46]:

1. zero-order: the retarder has the minimum thickness necessary to obtain the

wanted effect. Even if they are fragile and expensive, they have a large field-

of-view (also called acceptance angle, is the maximum angle to proper inject

a light ray in an optical device [48]);

2. multiple-order: the retarder gives a phase shift equal to the required one

plus multiples of 2 π. They are cheaper but more sensitive to wavelength,

temperature, and they have a narrow field-of-view;

3. compound zero-order: they are used in order to compensate temperature

dependence. They are obtained combining two multiple-order retarders, align-

ing the fast axis of one with the slow axis of the other.

In QKD systems, the most used are half-waveplate Pockels cells (θ = π) because

they act as polarization rotators. For example, a Pockels cell oriented at 45° from

the vertical axis is described by the matrix:

M = Jretarder(θ=π,δ=π
4

) =

(
0 1

1 0

)
, (3.9)
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and so, when properly activated, it acts in the following way:

(
b̂H

b̂V

)
= M

(
âH

âV

)
, (3.10)

and so:

{
âH = b̂V

âV = b̂H
. (3.11)

In practice, it flips the logic value of the qubit in the {H,V} base, transforming

horizontal light in vertical light, and vice-versa. Using the displaced states repre-

sentation, its action is the following one. If the initial state is:

|Ψ〉 = exp
(
α â†H − α

∗ âH

)
|0H ,0V 〉 , (3.12)

it becomes vertically polarized at the output:

|Ψ〉 = exp
(
α ĉ†V − α

∗ ĉV

)
|0H ,0V 〉 . (3.13)

3.3 Linear polarizer

Linear polarizers are ordinary optical components, used to linearly polarize light. In

general they are divided in absorptive and beam splitter polarizers. The former are

often based on dichroism while the latter on birefringence or reflection at Brewster’s

angle.

Their Jones matrix is [33]:

Jpolarizer(θ) =

(
cos2(θ) cos(θ) sin(θ)

cos(θ) sin(θ) sin2(θ)

)
, (3.14)

where θ is the orientation of the transmission axis with respect to the horizontal

axis.
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3.4 Mirror

For normal incidence a mirror has the following Jones matrix:

Jmirror =

(
−1 0

0 1

)
, (3.15)

in accordance with Fresnel’s equations. In practice, it has the same matrix of an

half-waveplate oriented with its fast axis parallel to the horizontal axis [34, 49].

A noticeable effect of mirror is to change the handedness of circularly polarized

light, from left-handed to right-handed and vice-versa. For example right handed

polarized light becomes left-handed polarized, shifted of π, as shown in the following

eqation:

Jmirror |R〉 =

(
−1 0

0 1

)
1√
2

(
1

−i

)
= − |L〉 (3.16)

3.5 Beam splitter

Beam splitters are essential components in optical experiments, as also in QKD

systems. For example, they are used to joint in a single optical path light beams

coming from different sources or they are used in the detection sub-systems, to

randomly select photons and consequently the measurement basis [29]. In classical

a

b

c

d

Figure 3.2: Naming convention for beam splitter ports.

electrodynamics, neglecting light polarization, the complex amplitudes of the fields
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respect the following relation:(
Ec

Ed

)
=

(
t0 r1

r0 t1

)(
Ea

Eb

)
, (3.17)

where the ports follow the nomenclature shown in Figure 3.2. The matrix is unitary

(in the ideal case), and it has complex elements which are transmission and reflec-

tion coefficients [50].

As already shown, it is possible to substitute electric field amplitudes with annihi-

lation or equivalently creation operators to find the quantum-mechanical relation.

3.5.1 A general relation for creation and annihilation oper-

ators: the importance of vacuum state

At this point, it is convenient to introduce a relevant concept useful to analyze every

optical component.

In order to respect energy conservation, the creation and annihilation opera-

tors must respect the following commutators [28, 50]:

[
âi,â

†
j

]
= δi,j

[âi,âj] = 0[
â†i ,â

†
j

]
= 0

(3.18)

where i and j label the ports of the component. From these relations it is easy

to demonstrate the relevance to take in consideration all possible input and output

ports of an optical element, even if they do not have any input state. From a classical

point of view, it seems useless to consider unused ports because they do not affect

the output state. However, in a quantum-mechanical picture, the vacuum states at

the unused ports must be considered; as well known, the fluctuations of vacuum can

have important physical effects [28], surprising in some cases as in Casimir effect.

As a demonstration, it is possible to wrongly study a beam splitter neglecting an

input port, the “b” port in Figure 3.2. From Equation 3.17, passing to annihilation
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operators, it is possible to write that:

d̂ = r â , ĉ = t â with |r|2 + |t|2 = 1 (3.19)

Now, calculating the commutators, it is easy to see that this transformation does

not respect the physics of fields:[
d , d†

]
= râr∗â† − r∗â†râ = |r|2

[
â , â†

]
= |r|2 I[

c , c†
]

= |t|2
[
â , â†

]
= |t|2 I[

d , c†
]

= r t∗ 6= 0,

(3.20)

and similarly for the other pairs. The last relation is an evidence that this transfor-

mation does not respect energy conservation.

To sum up, it is always necessary to consider the vacuum state as input of unused

ports in order to obtain a coherent description of the system [28].

After this important remark, it is possible to return to the correct modelling of

a beam splitter. For an ideal beam splitter, the commutation relations give:

|t0|2 + |r0|2 = 1 (3.21)

|t1|2 + |r1|2 = 1 (3.22)

t∗0 r1 + r∗0 t1 = 0. (3.23)

From the last expression, a relation for the phases at the ports of the beam splitter

can be found:

φt0 + φr0 − φt1 − φr1 = ± π, (3.24)

as confirmed in [28, 50]. The conventional choice for a cube beam splitter is:

φt0 ,φr0 ,φt1 = 0 (3.25)

φr1 = − π (3.26)

As a result, the relations for the annihilation operators of a cube beam splitter,
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neglecting the polarization, are [29]:{
ĉ = t â − r b̂

d̂ = r â + t b̂
. (3.27)

If the beam splitter is constructed as a single dielectric layer, reflected and trans-

mitted beams will differ in phase by a factor exp
(
± i π

2

)
= ± i and so the relations

become [28, 29]: {
ĉ = t â + i r b̂

d̂ = i r â + t b̂
. (3.28)

As it is clear, these are only two examples of possible beam splitter relations.

The proper one can be obtained with a detailed characterization of the component

that is expected to be used in the optical system. In this thesis, the convention

shown for the cube beam splitter is adopted.

After having developed a rigorous scalar model for beam splitters, it is now pos-

sible to include the polarization in the treatment. Sticking to the conventional

choice of a cube beam splitter, it is possible to write:{
ĉj = t âj − r b̂j

d̂j = r âj + t b̂j
(3.29)

where the subscript j can stand for H or V, as confirmed in [51].

Finally, combining the Jones vectors of inputs and outputs in four dimensional

vectors and defining an “expanded” 4 × 4 Jones matrix for the beam splitter, the

relation for annihilation operator including the polarization is:
ĉH

ĉV

d̂H

d̂V

 =


tH 0 −rH 0

0 tV 0 −rV
rH 0 tH 0

0 rV 0 tV




âH

âV

b̂H

b̂V

 , (3.30)

analogous to the expressions shown in [51].
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3.6 Polarizing beam splitter

Using birefringent materials, it is possible to obtain optical elements able to split

the input beam in two output beams, where one is completely TE polarized, while

the other is TM polarized. Transverse electric (TE) polarized light has the electric

field polarized perpendicularly to the incidence plane, and so it is also known as

s-polarization (“senkrecht” means perpendicular in German). Similarly, transverse

magnetic (TM) light has the magnetic field polarized perpendicularly to this plane,

so it is also called p-polarization because the electric field is parallel to the incidence

plane. The incidence plane is by definition the plane identified by the propagation

vector of the incoming light and a vector perpendicular to the surface of incidence.

TE and TM are normal modes and so they form a basis for the electromagnetic

waves. Hence, it is possible to decompose any plane wave in its TE and TM com-

ponents, as shown in the following relations:

E(r) = Ex(r)x̂ + Ey(r)ŷ + Ez(r)ẑ (3.31)

H(r) = Hx(r)x̂ +Hy(r)ŷ +Hz(r)ẑ, (3.32)

where the blue terms are related to TE polarization, while black ones to TM (assum-

ing that x-z is the incidence plane). An example of polarizing beam splitter is the

Wollaston prism that, as shown in figure Figure 3.3, splits light in its TE and TM

components. It is made joining together two calcite crystals, using optical cement.

The optic axes of the two parts are orthogonal. The deviation angle δ ranges from

5° to 45° [52].

Another example of polarizing beam splitter is the Glan-Focault prism, which

is based on total internal reflection, or rather, on the fact that the reflectance at the

crystal-air interface is dependent on polarization [46].

Assuming an ideal polarizing beam splitter that is able to completely split incoming

light in two separate beams, the quantum-mechanical relations are [35]:
âH = ĉH

âV = d̂V

b̂H = d̂H

b̂V = −ĉV

(3.33)
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Figure 3.3: Wollaston prism. e-Ray means that the vector of polarization is parallel
to extraordinary axis, whereas in o-Ray light is polarized parallel to ordinary axis
[52].

where the nomenclature for ports is the same as in Figure 3.2. To clarify, these

relations derive from the analysis of a Glan-Focault prism where TE component is

totally internal reflected and TM is transmitted.

3.7 Quantum channel

The quantum channel is the link between Alice and Bob that allows to exchange the

qubits. The two most used solutions are optical fibers and the open air, both with

advantages and disadvantages. In the last years, also quantum channels established

underwater have been studied; unfortunately the high water attenuation forces them

to be long only few hundreds of meters [53].

3.7.1 Optical fiber as quantum channel

The usage of optical fiber as quantum channel has several advantages; it has a low

and pretty constant attenuation, slightly dependent on temperature and mechanical

vibrations. It also allows to establish quantum communication systems where an

infrastructure already exists.

The principle drawback is the Polarization Mode Dispersion (PMD) effect which

scrambles the state of polarization of the photons. PMD occurs due to a birefrin-

gence of the fiber that is caused by the unavoidable fiber imperfections, which make
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the fiber core not perfectly circular and cause microbends or microtwists [54]. The

PMD effect also fluctuates as a result of temperature variations and mechanical vi-

brations [29].

In time domain, depending on input polarization, a different arrival time of pho-

tons is observed, while, in frequency domain, a change in polarization happens. In

order to describe PMD, a parameter called called Differential Group Delay (DGD)

is used; it is the difference between the maximum and minimum delays observed in

time domain. DGD ranges from 1 to 50 ps in a 500 km long fiber [54].

PMD must be carefully considered when a long-distance QKD system is designed,

in particular for polarization-coding systems. Actually, this problem is not unique

for polarization based systems, in fact also phase-coding and time-coding systems

are affected by PMD [55].

Fortunately, modern optical fibers, in particular single-mode ones, have very

low DGD, in the order of 0.06 ps/
√

km [56]: the particular unit
√

km derives from

the fact that PMD is a diffusive process, such as random walk [57]. Furthermore,

DGD time must be compared with the coherence time of the source: if the latter is

larger than the polarization mode delay, as it often happens, the effect of PMD on

polarization is faint [57, 58].

To conclude this analysis on PMD, it is appropriate to specify that this effect

spreads the signal pulse width in time, causing problems to high bit rate commu-

nication systems. However, in QKD, the bit rate is quite low, almost always under

the GHz, so the primary issue is the effect on polarization.

In order to reduce the QBER caused by PMD, in long-distance QKD systems, ac-

tive compensation devices are employed. These are usually Pockels cells, pairs of liq-

uid crystal retarders (LCR) [59] (analogous to Pockels cells), or wavelength-division-

multiplexed (WDM) polarization controllers [60]. At regular intervals, qubits are

sent in a predetermined basis in order to verify the entity of PMD and to adjust

properly the compensators.

This process can be fully automated and it ensures a great reduction of the QBER.

As an example, in the QKD system developed by Lijun Ma et al. in [59], the com-

pensation happens every fifteen minutes using a Polarization auto-Recovery and

Auto-Compensation (PRAC) system based on piezoelectrics or liquid crystals. In
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both cases, the QBER remains constant in time, as it can be inferred from Fig-

ure 3.4, in contrast to the case where compensators are not used. Better to say,

Figure 3.4: Comparison of extinction ratio with and without PRAC. Compensation
and measurements of ER happen every 15 minutes [59].

they used extinction ratio as error parameter, defined as “the ratio of the counts in

compatible detection bases to the counts in incompatible detection bases” [59]. In

fact, the PMD alters the state of polarization of photons that, in some cases, are

erroneously directed towards the erroneous detector.

In light of this, in the simplified model presented in this thesis, PMD effect is

neglected, but obviously, when simulating a system, the compensators are taken in

consideration. In fact, PMD models already exist: they are based on the PMD-

Manakov equation, a nonlinear partial differential equation, where nonlinear effects

are taken in account using the Fourier transform to study them in time-domain [61]:

∂E(z,ω)

∂z
= D[E(z,ω)] + Im{N [E(z,t)]}, (3.34)

where D and N are a linear and a non-linear operator acting on the electric field,

respectively.

Ignoring PMD, the fiber effect is only to reduce the intensity of the light beams.

Hence its quantum-mechanical relation is:(
b̂H

b̂V

)
= 10−

AttenuationdB ·length
20

(
âH

âV

)
, (3.35)
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where â and b̂ are the annihilation operators at input and output ports respectively.

This relation was obtained starting from the attenuation coefficient of the fiber,

called AttenuationdB in the previous expression, defined as:

α = −10

z
log

(
P (z)

P (0)

)
, (3.36)

where z is the fiber length and P the power. Equivalently:

P (z) = 10−
α
10
z P (0). (3.37)

Knowing that the power carried by the wave is proportional to the Poynting vector,

which is calculated as follows for an electromagnetic wave propagating in the ŝ = ẑ

direction [31]:

P (z) ∝ S(z) =
1

2

|E0|2

Z
ŝ, (3.38)

where Z =
√

µ
ε

is the wave impedance. Therefore, it can be stated that the complex

electric field amplitudes follow this relation:

|E(z)| = 10−
α
20
z |E(0)| (3.39)

Employing the analogy bewtween fields and annihilation operators which has been

used many times so far, it is possible to affirm that the quantum-mechanical relation

for the optical fiber is the one shown in Equation 3.35.
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3.7.2 Open air as quantum channel

QKD in open air has several advantages, such as the freedom to establish a commu-

nication without having to set-up an optical fiber; quantum based satellite commu-

nication is a striking example of this. Ground-to-satellite and satellite-to-satellite

quantum communication are essential to establish global quantum networks, by ex-

ploiting the loss-free and distorsion-free communication in space [62]. In fact, not

surprisingly, European Space Agency, in accordance with European Commission, is

developing a pan-European quantum communication infrastructure based on satel-

lites [63]. Then, considering that polarization noise is practically absent [64], it is

clear that the usage of open air as quantum channel is beneficial in every type of

QKD protocol.

The principal drawback is that atmospheric attenuation is often higher than

the one achievable with a fiber and, at sea level, it fluctuates constantly due to

atmospheric conditions or pollution.

From Table 3.1, it is clear that atmospheric attenuation is strongly dependent

Visibility (km) dB/km at 785 nm dB/km at 1550 nm Weather
0.05 315 272

Fog
0.2 75 60
0.5 29 21
1 14 9
2 7 4

Haze
4 3 2
10 1 0.4

Clear
23 0.5 0.2

Table 3.1: Atmospheric attenuation in dB/km as function of visibility [65].

on meteorological conditions, and it is lower at 1550 nm in all cases [65]. A good

parameter to estimate the attenuation is the visibility, defined as the distance

where light power decreases to 2% of its starting value [65, 66].

The transmission in open air obeys Lambert-Beer law that gives the transmit-

tance τ at distance x [65, 67]:

τ(x) =
Px

P0

= e−σx, (3.40)
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where σ is the attenuation or total extinction coefficient. Both absorption and

scattering events given by molecules and aerosol particles present in the air, labeled

respectively with α and β in the following equation, contribute to the attenuation

coefficient [67, 68].

σ = αm + αa + βR + βM + βNS. (3.41)

Molecular absorption (αm) is caused essentially by N2, O2, H2, H2, CO2, O3:

a peak of absorption happens when the molecules of these gases start to resonate

after the interaction with the light wave [68]. Similarly, absorption can be caused

by aerosol particle (αa) such as droplets of water, salt-crystal in maritime regions

or human-made aerosol in urban regions [68].

Using wavelengths that fall in the transmission windows of atmospheric absorp-

tion spectra, so 758 nm, 850 nm and especially 1550 nm, absorption can be avoided,

and the dominant effect is scattering. Depending on the light wavelength and on the

radius of scattering particles, different types of scattering can be identified. The size

parameter, used to distinguish the different scattering regions, is defined as follows

[65]:

α =
2π r

λ
(3.42)

where r is the radius of the particle and λ the laser wavelength.

The three scattering types are [68]:

• Rayleigh (βR): particles are smaller than the wavelength. This is the ef-

fect responsible of the blue colour of sky. Since its scattering coefficient is

proportional to λ−4, Rayleigh coefficient is negligible for telecommunication

wavelengths;

• Mie (βM): the radius of the particles is larger than the wavelength. It is

dominant in lower portions of the atmosphere where large particles are more

abundant. This is the dominant effect to be considered in telecom-

munications;

• Non-selective or geometrical (βNS): particles are much larger than wavelength

47



3 – Analysis of the most common optical devices

so the scattered radiation can be studied by geometrical optics. It is called non-

selective because the scattering coefficient is independent from the wavelength.

Figure 3.5: Regions for Rayleigh, Mie and Non-selective scattering as function of
the size parameter.

As aforementioned, visibility is a measurement of the quantity of fog, dust, and

attenuating particles present in the air. So, it is possible to find a relation between

attenuation and visibility; the most famous one is called Kruse-Kim relation [69].

Given that this model underestimate the attenuation for low and medium visibility

[66], nowadays a modified version is usually employed in telecommunication [65, 70].

According to this, the total attenuation coefficient is:

σ =
3.91

V

(
λ

550 nm

)−q
(3.43)

with V the visibility in km, λ the wavelength in nm and q a parameter which is
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related to the size distribution of scattering particles:

q =



0 for V< 500 m (Fog)

V − 0.5 for 500 m<V< 1 km (Mist)

0.16V + 0.34 for 1 km<V< 6 km (Haze)

1.3 for 6 km<V< 50 km (Clear)

1.6 for V> 50 km (Very high visibility)

(3.44)

This total attenuation coefficient σ can be used in the Lambert-Beer equation.

τ(x) =
Px

P0

= e−σx. (3.45)

However, it is convenient to convert this attenuation coefficient in dB/km to use it

in the canonical formula for attenuation used in telecommunication:

Px

P0

= 10−
σdB
10

x. (3.46)

By comparison, one finds that:

σdB = −10 log10

(
e−σ
)
. (3.47)

The plot of the attenuation coefficient as a function of visibility is reported in

Figure 3.6.

The discontinuity observable at 50 km comes from the discontinuity in the q param-

eter, and it is widely accepted in literature.

Once the attenuation coefficient in dB/km has been obtained, it is possible to

write the quantum-mechanical relation for the air quantum channel, analogous to

that for the optical fiber:(
b̂H

b̂V

)
= 10−

AttenuationdB ·length
20

(
âH

âV

)
. (3.48)
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Figure 3.6: Plot of attenuation (dB/km) versus visibility.
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3.8 Losses and deviations from ideality

In the previous sections, the most used optical components have been analyzed

neglecting losses and imperfections, except for the quantum channels because their

effect is simply to attenuate the light beam intensity.

In general, to consider losses, relations between input and output operators must be

modified introducing the Langevin operators F̂ , also called noise operators [71].

For example, considering a beam splitter, the relations become :{
ĉ = t â − r b̂ + F̂1

d̂ = r â + t b̂ + F̂2

(3.49)

The Langevin operators respect the following commutators with the input annihi-

lation operators [71]:[
â , F̂1

]
=
[
â , F̂2

]
=
[
â ,

ˆ
F †1

]
=
[
â ,

ˆ
F †2

]
= 0 , (3.50)

and similarly for b̂. Being a noise, their averages vanish [71]:〈
F̂1

〉
=
〈
F̂2

〉
=
〈

ˆ
F †1

〉
=
〈

ˆ
F †2

〉
= 0. (3.51)

Fortunately, in the case of coherent states the treatment of losses can be simpli-

fied. In fact, passing through linear components, coherent states remain coherent

states [29]. In other words, the input and output relations for creation (or annihi-

lation) operators are the same of the ideal case, but the reflection and transmission

coefficients have a reduced amplitude due to losses [71], in order to take in account

energy dissipation.
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3.8.1 General considerations on the simulator and how er-

rors and losses are taken in account

The emerging simulator is aimed to analyze a QKD system based on polarization-

encoding, estimating fundamental parameters such as the sifted Key Rate and the

Quantum Bit Error Rate (QBER), and comparing them by varying the used com-

ponents. Therefore it is fundamental to describe each of these components in the

best possible way, using the information available in the datasheets.

As it will be clear in the next chapters, the MATLAB simulator works in an

aggregate way, not iterative. In practice the user “describes” the system component

after component, respecting the paths of light. After that, he can simulate how a

coherent state propagates from Alice to Bob, following a particular light path. For

example, when Alice sends a “0” to Bob in the {Horizontal, Vertical} basis, the

user can understand the mean photon number reaching the correct and incorrect

measuring detectors, by running only once the simulation. After that, using

also the information about the photon detectors used in the system, the key rate

and the QBER can be estimated. A detailed analysis of detectors will be made in

the next chapters.

As aforementioned, the non-idealities of the components are taken in account in

the transmission and reflection coefficients. The producers of the devices report in

the datasheets only the average values of the parameters, rarely indicating also the

associated standard errors. Furthermore, the simulator works in aggregate way, not

simulating the passage of every single light pulse; so, it is not possible to estimate

the parameters of the components by simulating the dynamics of a stochastic pro-

cess.

Consequently, only the average values for the parameters are used. Obviously, in-

formation on the errors, such as the variance, is not provided. Nevertheless, the

most important parameters of a QKD system can be correctly evaluated, as it will

be shown in the final chapters; this is more than satisfactory from an engineering

point of view.

After these significant considerations, the lossy relations for Pockels cells, linear

polarizers, mirrors, beam splitters and polarizing beam splitters will be presented.
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The lossy relations for quantum channels were already presented in section 3.7, so

they will not be repeated.

3.8.2 Lossy Pockels cells, linear polarizers, and mirros

To take in account losses in these devices it is sufficient to multiply their matrices by

the transmission coefficient (or reflection coefficient in the case of the mirror). Since

datasheets usually report transmittance calculated as the ratio between transmitted

and incident optical power, the square root appears in the formula. For example,

for a Pockels cell, it is trivial to modify its quantum relation shown in Equation 3.8

obtaining: (
b̂H

b̂V

)
=
√
t Jretarder(θ,δ)

(
âH

âV

)
, (3.52)

where t is the aforesaid transmittance. For polarizers and mirrors the considerations

are the same.

3.8.3 Lossy Beam splitter

In the case of beam splitters, producers usually provide transmittance and re-

flectance for p and s polarization. Orienting the beam splitter so that horizontal

transmittance coincides with that for p-polarization (tH = tp), and vertical trans-

mittance to that for s-polarization (tV = ts), one can use the relation shown in 3.30

inserting transmittance and reflectance under square roots:
ĉH

ĉV

d̂H

d̂V

 =


√
tH 0 −√rH 0

0
√
tV 0 −√rV

√
rH 0

√
tH 0

0
√
rV 0

√
tV




âH

âV

b̂H

b̂V

 . (3.53)

3.8.4 Lossy Polarizing beam splitter

For real polarizing beam splitters, in addition to the use of real transmittance and

reflectance coefficients, it is necessary to consider also their extinction ratio. In fact,

a real polarizing beam splitter does not perfectly separate horizontal and vertical
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polarization; therefore part of the incoming s-polarized light is partially transmitted

even if it should be totally reflected (in the case of Glan-Focault prism). For this

reason, it is necessary to use the following quantum mechanical relation:
ĉH

ĉV

d̂H

d̂V

 =


√
tH 0 −√rH,u 0

0
√
tV,u 0 −√rV

√
rH,u 0

√
tH 0

0
√
rV 0

√
tV,u




âH

âV

b̂H

b̂V

 , (3.54)

where the subscript u stands for unwanted. The unwanted transmittance and re-

flectance can be easily calculated from the extinction ratio, id est the ratio between

the wanted and unwanted transmittance (or reflectance).
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Chapter 4

Single-photon detectors

The photon detectors are the last link in the chain of a QKD system; they accomplish

the essential task of measuring the photons received by Bob. For this reason they

are a crucial part of these systems.

These detectors must sense single-photon pulses, not an easy task due to intrin-

sic limitations in photon detection, such as a low quantum efficiency, or noise. In

fact, considering that a single near-infrared photon carries an energy in the order of

10−19 J, these detectors must be extremely sensitive, which makes them particularly

subject to noise.

After a brief overview on the parameters used to characterise photon detectors,

the most suitable ones for QKD will be introduced. Single-Photon Avalanche Diode

(SPAD), the most used, will be analyzed in detail. A Verilog-A model for InGaAs-

InP device will be presented; it allows the simulation of these types of SPADs

providing in output important parameters to be used in the analysis of a QKD

system.

4.1 Figure of merits of photon detectors

Before entering into the core of this chapter, it is convenient to peruse the figure of

merits of photon detectors, in order to understand the most important characteristics

they must have.

4.1.1 Spectral range

The spectral range identifies the photon spectral region where the detector is sensi-

ble. It is linked to the material used to build the detector. For the QKD purposes, a
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wide spectral range is unnecessary because the wavelength operation region is fixed

and defined at the design stage.

As seen in the previous chapter, the best working region is the near-infrared, in

particular 1550 nm, which corresponds to the lowest lossy region for communication

in optical fibers and open air [72].

4.1.2 Photon detection efficiency (PDE)

Photon detection efficiency (PDE) is the ratio between detected photons and im-

pinging ones. As it is clear, detection efficiency must be the highest possible in order

to ensure high key rate, low QBER and a greater resistance to PNS attacks.

4.1.3 Noise equivalent power (NEP)

Noise equivalent power (NEP) is the incident signal power which gives signal-to-

noise ratio equal to 1. The NEP is the smallest detectable signal, hence it must be

as low as possible for the photo counting applications.

4.1.4 Dark count probability

This is the probability of registering a detection event without illumination [73]. It is

caused by the dark carrier generated in the device and by afterpulses which happen

after an avalanche. To reduce this effect, SPAD’s rarely works in free-running mode;

they often work in gated mode, synchronizing the active state of the detector with

the expected arrival time of the photon, and leaving the SPAD inactive for the rest

of the time.

4.1.5 Timing jitter

Timing jitter is the variation in the time interval between the arrival of a photon

and the generation of the electrical response pulse [72].
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4.1.6 Dead time

Dead time is the time interval after a detection event during which the detector

is unable to detect a new photon. Along with timing jitter, it fixes the maximum

count rate.

4.2 An overview on the newest photon detectors

for QKD

After a detailed analysis, the most suitable detectors for QKD are Superconducting

transition-edge sensors (TES), Superconducting nanowire single-photon detectors

(SNSPD), and Single-Photon Avalanche Diode (SPAD). The first two are the newest

one, with great performance but with the need to work at ultra-low temperatures.

SPADs are the most frequently used today, and they will be analyzed in a dedicated

section.

4.2.1 Superconducting transition-edge sensors (TES)

Superconducting transition-edge sensors consist of a thin metal layer electrically

biased to maintain the metal in the superconducting state, really close to the phase

transition [74]. In such a way, also a single photon has enough energy to heat the

material causing the transition from superconducting to normal state of at least a

part of the film. The steep resistive transition causes a fluctuation in the current

which flows in the film, easily measurable with a SQUID amplifier [72, 75]. The

signal is proportional to the energy carried by the photons so TESs can be also

used for photon counting application. Considering their extremely high PDE, close

to the 95% at 1550 nm, and the absence of dark counts [72], the interest for TESs

in quantum optics is obvious. Their principal drawbacks are a long timing jitter

(100 ns), a long dead time (up to 1 µs), and their extremely low working temperature

of about 100 mK [72]. This last drawback is really constrictive because it obliges to

use expensive cooling systems.
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4.2.2 Superconducting nanowire single-photon detectors

(SNSPD)

The active element of these detectors is a 100 nm wide nanowire operating well

below the superconducting transition edge temperature but biased just below its

critical current (Figure 4.1 (i)). The impinging photons have enough energy to break

hundreds of Cooper pairs generating an hotspot (Figure 4.1 (ii)). Consequently the

supercurrent will start to flow around this resistive region (Figure 4.1 (iii)) but, in

doing so, the current density at the edges of the nanowire increases so much that

new resistive regions are formed (Figure 4.1 (iv)). This increase in resistivity causes

a measurable voltage pulse across the structure (Figure 4.1 (v)) [76].

Figure 4.1: Detection cycle of a SNSPD detector [76].

Integrating these detectors in small cavities allows to reach PDE of about 57%.

Furthermore SNSPDs have a very low timing jitter (tens of picoseconds) and a low

dead time [72]. These characteristics make them very attractive, except for their

low operating temperature, but still greater than that of TESs.

4.3 Single-Photon Avalanche Diode (SPAD)

Single-Photon Avalanche Diodes are still the most used photon detectors in QKD

systems. Nevertheless, they have photon detection efficiency and maximum count
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rate lower than the newest superconductive detectors. The reason is clear: the tech-

nology to produce Silicon or Indium-Gallium-Arsenide/Indium-Phosphide diodes is

well known and so the production costs are low. Furthermore, SPADs are easily

compatible with optical fibers. Another significant advantage is the working tem-

perature; SPADs have adequate performance working at about 220 K, in contrast,

superconducting detectors work below 4 K, so expensive coolers are needed.

Si SPADs allow the detection of photons in the spectral range 400-1100 nm [77],

while InGaAs/InP SPADs work between 1 µm and 1.7 µm [78].

Si SPADs are used in QKD systems with optical fiber as quantum channel, working

with photons in the near-infrared (780 nm [79], 850 nm [80]); even if at these wave-

lengths the attenuation of the fiber is higher, Si SPADs have great performance,

in particular an higher photon detection efficiency (up to the 63% [72, 77, 81, 82])

compared to InGaAs/InP SPADs. This is not surprising considering that Silicon

is one of the material with the highest quantum efficiency, equal to approximately

90% at about 650 nm.

Nevertheless, modern InGaAs/InP SPADs have adequate performance; A. Tosi et

al. showed in [83] an InGaAs/InP SPAD with 30% PDE at 1550 nm, a timing jitter

of about 87 ps Full Width at Half Maximum (FWHM) and moderate afterpulses.

Then, considering that InGaAs/InP SPADs are the best to work at telecommuni-

cation wavelength (1550 nm), from now on, the discussion will be focused on them.

However analogous considerations can be done for Silicon SPADs.

Moreover, as foretold, a Verilog-A model for InGaAs/InP SPAD will be presented

in the next sections. The SPAD developed by Tosi et al. presented in [83] will be

used as benchmark for the theoretical estimations and Verilog-A simulations.

4.3.1 Operating principle and semiconductor structure

SPADs are photodiodes that exploit the avalanche effect in order to have an ex-

tremely high sensitivity. In fact, they have a peculiar structure for which, when

they are inversely polarized above the breakdown voltage, a strong electric field oc-

curs in a well defined region of the device, the multiplication region. This electric

field is so high that carriers that pass through this region are able to acquire enough

59



4 – Single-photon detectors

energy to generate new electron/hole pairs, due to impact ionization. These gener-

ated carriers, in turn, are able to repeat this process; for this reason the avalanche is

a self-sustained mechanism. As a result, also a single photon is able to generate

a macroscopic electrical signal.

Since the avalanche is a self-sustained mechanism, it must be quenched, other-

wise the current can dramatically increase, breaking the device. Quenching methods

are divided in passive, active and hybrid and will be analyzed in section 4.3.2.

Figure 4.2: (a) Energy band diagram under reverse bias. (b) Schematic cross section
of an InGaAs/InP SPAD [84].

The operating principle of the SPAD is shown in Figure 4.2: the 1550 nm photon

passes through the InP layers, which has a wide bandgap, and is absorbed in the

InGaAs absorption layer. The generated electron drifts towards the back contact

while the hole is swept towards the InP multiplication region. Here the electric

field is so high that the hole is able to generate an avalanche.
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The thin InGaAsP layer, called grading layer, is used to flatten the valence band

discontinuity between InGaAs and InP, to avoid an accumulation of holes at the

heterojunction interface [84, 85].

Instead, the InP charge layer is used to shape the electric field, to increase it in

the multiplication layer, and to decrease it in the absorption layer [83, 84, 85].

The Zinc diffusion region is often used in this type of SPAD in order to shape the

high electric field in the multiplication region, decreasing the electric field amplitude

at the edge of the device; in this way, both the PDE is increased and the tunneling

dark carrier generation is reduced [83, 84].

Unfortunately, thermal carrier generation and tunnel effects caused by the strong

electric field can generate electron/hole pairs able to produce new avalanches and so

erroneous detections, known as darkcounts. Afterpulsing is another unwanted

effect: during an avalanche some carriers get stuck in deep trap levels. After a

certain time, these carriers are released and they risk to generate new avalanches

and so other erroneous detections.

Carefully designing the structure of the diode, tunneling generations can be

reduced, as also decreasing the temperature of the device is a solution to reduce the

thermal carrier generation [83]. In order to reduce afterpulsing, it is convenient to

maintain the SPAD inactive (gate-OFF or dead time) for a certain period after an

avalanche in such a way that trapped carriers can be released without generating a

new avalanche.

Therefore, instead of working in free running mode, a good solution is Gated

(Geiger) mode: the SPAD is active in a short time window, the Gate-ON time,

which corresponds to the expected arrival time of the photon. For the rest of the

time, the SPAD is deactivated, and so dark carriers or released carriers cannot

generate avalanches and so erroneous counts. The adjective Geiger comes from the

fact that the detection process is analogous to Geiger counter, where an avalanche

multiplication process followed by a dead time is used too [86].
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4.3.2 SPAD characterization and modelization

In this section, the operating mechanisms of the SPAD will be analyzed in detail,

as also the undesirable effects, such as dark carriers generation and afterpulsing.

Static and dynamic currents

To properly describe the behaviour of the SPAD in reverse bias, the model in figure

Figure 4.3 is used. Below breakdown and when avalanche is not triggered, the static

current is the reverse current Is while, when avalanche starts, it is:

Ispad = Is +
Vn

Rbreak

ln
(

1 + e
Vex
Vn

)
(4.1)

where Vn is a normalization voltage and it is about 10 mV, Rbreak is a resistance of

about 3.5 kΩ which takes in account the space-charge resistance and the resistance of

the neutral regions crossed by the avalanche current [87], Vex = Vcath−Vanod − Vbreak

is the excess bias, and Vbreak is the breakdown voltage [88].

To complete the model, the capacitive effects must be considered. Calling Cj the

depletion capacitance, Ccs and Cas the stray capacitances with the substrate, the

currents at cathode Ic and anode Ia are defined as follows:

Ic = Ispad +
dQj

dt
+
dQc s

dt
, Ia = −Ispad −

dQj

dt
+
dQa s

dt
, (4.2)

where these two currents flow into the Cathode and Anode nodes respectively, as

shown in Figure 4.3 [88, 87].

Figure 4.3: SPAD model and I-V curve in reverse bias [88].
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Photon detection efficiency

The detection efficiency can be modeled considering the various steps which brings

to the detection of a photon. First of all, the photon must be correctly absorbed

in the InGaAs layer, then the generated hole has to reach the multiplication region

where it can trigger an avalanche. So, PDE can be modeled as:

PDE = Pcoup · Pabs · Pinj · Ptr, (4.3)

as confirmed in [85] and [89].

Pcoup is the coupling efficiency of the SPAD and depends on insertion losses, reflec-

tivity of the surface and the detection area [85].

Pabs is the absorption probability in InGaAs and can be modeled as follows:

Pabs = 1− e−αInGaAsWabsorption , (4.4)

where αInGaAs is the absorption coefficient of InGaAs. It is equal to 1× 104 cm−1 in

In0.47Ga0.53As [90], the most suitable choice to absorb photons near 1550 nm.

Pinj is the collection probability of photogenerated holes from absorption to multi-

plication layer.

Ptr is the avalanche triggering probability, usually computed as:

Ptr = 1− e
−Vex
η Vbreak (Vex > 0) (4.5)

η is the extracted exponential slope and is temperature dependent. Its dependence

can be extracted from a fit of the avalanche triggering probability versus temperature

but, anyway, a constant value give a good accuracy in the operating range, as it will

be shown in the next sections. Obviously, when the excess bias is negative, the

avalanche cannot begin and so Ptr is equal to zero.

InGaAs SPADs have a PDE of 30%, approximately, polarizing the SPAD with an

excess voltage between 3 V and 7 V [83, 91, 92].

63



4 – Single-photon detectors

Timing jitter

Timing jitter, in these SPADs, ranges from about 80 ps to 370 ps [72, 83, 93]. Model-

ing this time is not trivial; one should consider the diffusion time from absorption to

multiplication region, the initial noise associated with the start of the avalanche pro-

cess which is very irregular, and, once it is stable, the spread time of the avalanche

[93]. For this reason, the timing jitter will be neglected in the Verilog-A model

proposed in this thesis.

Dark carrier generation

Three effects are dominant and cause the generation of charge carriers able to pro-

duce avalanches and so erroneous detections. These three effects are:

1. thermal generation (SRH): is dominant in the InGaAs absorption layer

whereas it is negligible in InP, having a wider bandgap. It is modeled with

Shockley-Read-Hall theory;

2. band-to-band-tunneling (BTBT): due to the high electric field, valence

and conduction bands are so bent that an electron in valence band can tunnel

towards the conduction band without the assistance of a trap. The process for

holes is analogous and opposite. The band gap acts as the potential barrier

that carriers must cross [94];

3. trap assisted tunneling (TAT): the carriers tunnel between conduction and

valence bands passing through the traps, whose energy level falls in the band

gap. As the previous one, it is prevalent in the InP multiplication layer where

the electric field is very high: it can exceed the 4× 105 V/cm [95].

The generation rate per unit of volume of SRH mechanism is:

Gabs.SRH ≈
ni

τee
−(Et−Ei)

kT + τhe
−(Ei−Et)

kT

. (4.6)

The subscript “abs” indicates that this phenomena is dominant in the absorption

layer. In fact, the parameters of InGaAs must be used: the temperature-dependent

relation for the intrinsic carrier concentration ni; the electron and hole lifetime
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τe = 47.36 µs [96], τh = 3 µs [97]; and Et − Ei = 0.06 eV (extracted from [98]),

where Et is the dominant trap level and Ei the intrinsic Fermi level. Using these

values a good aproximation is obtained, as confirmed by the dark count rate in [83]

where SRH generation is dominant.

The tunneling generation rates per unit area are [89, 99]:

Gmult.BTBT ≈
√

2mr

EInP

q2F 2

4π3~2
exp

(
−
π
√
mrE3

InP

2
√

2q~F

)
, (4.7)

and

Gmult.TAT ≈

√
2mr
EInP

q2F 2

4π3~2Ntrap exp

(
−π
√
mlhE

3
B1+π
√
mcE3

B2

2
√

2q~F

)
Nv InP exp

(
−π
√
mlhEB1

3

2
√

2q~F

)
+Nc InP exp

(
−π
√
mcEB2

3

2
√

2q~F

) . (4.8)

To compute these two last generation rates per unit of area it is convenient to use

the SI units, obtaining a generation rate in s−1m−3.

In this case the subscript “mult” indicates that these two phenomena are dominant

in the multiplication region. Therefore, the parameters for InP must be used: mr is

the reduced mass of electrons and light holes, EInP is the energy gap, F is the electric

field in the multiplication region and it can be extracted by TCAD simulations, using

for example “Sentaurus”. To model the SPAD presented by Tosi et al. in [83], a

value of F = 3.2 × 107 Vm−1 is used, as suggested in [89] where the same SPAD

is analyzed. Ntrap is the trap concentration, EB1 and EB2 are the barrier heights

for valence and conduction band respectively, and Nv InP and Nc InP are the effective

density of states in valence and conduction band, respectively.

After calculating these three values, it is possible to compute the mean carrier

generation time as follows:

tDCG =
1

Gabs.SRHWabsArea + (Gmult.BTBT +Gmult.TAT ) 10−6WmultArea
(4.9)

where the factor 10−6 multiplies the tunneling generation rates in order to use mul-

tiplication thicknesses and detector area in cm and cm2 respectively.
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Afterpulsing

As explained before, afterpulse events consist in the release of charge carriers trapped

in deep levels during an avalanche. Improving deposition techniques used in fab-

rication processes can reduce the number of defects inside the material and so the

afterpulse probability [85].

In order to characterize afterpulsing in SPAD, usually the afterpulse probability

as a function of the delay from the last avalanche is measured.

A standard method often used to estimate afterpulsing is called double-pulse method

[100]; it allows to measure the afterpulses reducing the effects of dark carrier genera-

tion. In practice the SPAD is operated in gated mode: first the SPAD is mantained

below breakdown voltage for hundreds of microseconds, in order to empty the traps;

then an avalanche is triggered using a pulsed laser during the first gate-ON window;

after a certain dead time, the SPAD is re-activated in the second detection window,

waiting for an afterpulse. These operations are shown in Figure 4.4. Repeating many

times this operations and gradually changing the dead time, a statistically signifi-

cant histogram is obtained [100, 101], and consequently the afterpulse probability

similar to that in Figure 4.11.

Figure 4.4: Measurement schematic of double-pulse method [101]

A unique and affirmed model to describe afterpulsing does not exist, in particular

for InGaAs/InP SPADs. By contrast, Silicon SPADs are most-well studied, and an

accurate model can be used. The latter is a simple trapping and de-trapping model
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[88], linked to electron and hole capture coefficients in Silicon, which are well known.

First of all, in order to obtain an accurate model, it is convenient to consider at least

three trap levels, as confirmed in [102]. Then, as shown in [88], the trapping carrier

rate for the i-level during an avalanche can be computed as:

Rcapture i = rn i n(t)Ntn i (1− ftn i), (4.10)

where Ntn i is the trap density in the forbidden band, n(t) the electron density

during an avalanche, and rn i is the electron capture coefficient for the i-th level and

is given by:

rn i = vth σn i, (4.11)

where vth is the electron thermal velocity and σn i the electron capture cross section.

In order to obtain this cross section, a detailed analysis on traps of the material

must be made; they are available for Si but not for InP.

The last term expresses the fraction of traps unoccupied by electrons and is calcu-

lated as follows:

1− ftn i =
exp

[
(Eg−Eai)

2kBT

]
2 cosh

[
Eg−Eai

2kBT

] , (4.12)

where Eai is the activation energy of the i-th level and Eg is the energy gap. For

de-trapping, the average release time from the i-th level is:

τcr i =
1

rn iNc

e
Eai
kBT = τ0i e

Eai
kBT . (4.13)

Here Nc is the state density in conduction band bottom.

Now, having the capture rate and the average release time, the differential equation

for the total number ne i of electrons trapped in the i-th level can be written:

dne i(t)

dt
= Rcapture i −

ne i(t)

τcr i
. (4.14)

The solution of this equation is:

ne i(t) = rn i ·
CjVex
q
·Ntn i · (1− ftn i) · e−

t
τcr i (4.15)
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Now, having obtained the number of trapped electrons in time, the afterpulsing

probability in a short time can be computed, and it is equal to:

dPa = −Ptr · dne i(t). (4.16)

Similar calculations can be made for holes.

In order to reduce afterpulsing phenomena, it is convenient to work in Gated

Geiger mode, and an efficient quenching method is also necessary, in order to stop

the avalanche the fastest way possible.

Quenching methods and reset

The quenching circuit is a fundamental part of a SPAD detector; without this, the

avalanche current would dramatically increase, breaking the device. Moreover, an

efficient quenching circuit able to stop the avalanche as fast as possible makes the

detector more efficient, because it reduces the trapped carrier and consequently

the afterpulses. After quenching, it is also necessary to restore the detector in the

original bias condition, to sense new photons: this is the reset phase.

The possible quenching methods are:

• Passive quenching: it is the simplest method of quenching, where a huge

resistance (ballast resistance RB) is connected to the anode or to the cathode

of the SPAD: both solutions can be found in literature.

When the avalanche current starts to flow, the voltage on this resistance in-

creases. As a result, the excess voltage on the diode decreases, as also the

avalanche current; when the current goes below a certain “latching current”,

the avalanche is no longer self sustained, and so it stops in a random time [104].

The level of this threshold current is not exactly defined, it is approximately

100 µA [103].

The excess voltage decreases towards zero with a time constant equal to:

τ = CP (RS‖RB) (4.17)

where CP is the parasitic capacitance at SPAD anode or cathode, depending
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Figure 4.5: Simple passive quenching circuit [103]

on where ballast resistance is connected, and RS is the SPAD’s resistance [103].

The average quenching time can be estimated as follows:

tQ = τ ln

(
I0 − IF

IThreshold − IF

)
(4.18)

where I0 is the peak current at the beginning of the avalanche, IF the quenched

current and IThreshold the latching current mentioned above [103].

In order to decrease this quenching time, a low time constant is required, and

so it is convenient to connect the ballast resistor to the less capacitive terminal

of the SPAD [103]. It is important to emphasize that this quenching time is

random; this is one of the drawbacks of passive quenching. Another drawback

is the long reset time [103]. Indeed, after quenching, the bias voltage returns

slowly to its initial value (passive reset), with a time constant that is five or

ten times bigger than the quenching time. Considering that the quenching

time is in the order of tens of nanoseconds, the reset time can overcome 1 µs.

It is a concrete problem because, during this time, some photons may generate

too small currents, remaining undetected. Consequently, the dead time of the

detector must be very long, limiting the working frequency.

Passive quenching has the advantages to be cheap, simple, and to occupy a

small area.

• Active quenching: active quenching circuits are much more complex, so
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they are more expensive and they occupy a larger area, but they have better

performance, in particular in reset phase.

The avalanche is detected through a low impedance, and, using active com-

ponents, the voltage on the diode is lowered below the breakdown. As a con-

sequence, the avalanche is immediately blocked; this allows the reduction of

power dissipation. Furthermore, an important advantage is that the quench-

ing time is well defined.

The reset time is much faster than in passive systems, in the order of few

nanoseconds or a few dozens of nanoseconds [103].

Commercial detectors rarely use pure active quenching systems because the

delay from detection of avalanche and the quenching intervention can last tens

of nanoseconds during which dissipation is high. Hence, the best solution is

to use hybrid quenching systems.

• Hybrid quenching: this quenching method mixes active and passive quench-

ing to get the advantages from both [105]. Active, passive or mixed quenching

circuits combined with active, passive or mixed reset must be choosen depend-

ing on the specific application requirements. The most used combination is

active-passive quenching with active reset [103]. In fact, the passive quenching

allows the reduction of the current (and consequently the lowering of power

dissipation and trapped carriers) before the active quenching comes into op-

eration [103, 106].

Operation modes: free-running and gated

A SPAD can work in two different ways:

1. free-running mode: the SPAD is continuosly above the breakdown voltage,

so capable to detect a photon. The principal drawback is that the detector

can be continuously triggered by dark generated avalanches or afterpulses;

2. gated mode: the SPAD is maintained below the breakdown for most of

the time, and it is activated for a small time window, the gate-ON time,

synchronized with the arrival of a photon. This method allows one to strongly

70



4 – Single-photon detectors

decrease the dark counts caused by both dark generations and afterpulses

because many of them “happen” when the SPAD is deactivated.

4.4 Verilog-A model

As suggested from the previous sections, the performance of a SPAD is strictly

connected with its physical structure but also to the control circuit used to quench

and reset the diode. Developing a Verilog-A model for the SPAD, it is possible to

simulate its behaviour, studying how its performance varies using different control

circuits or different operating conditions. In this way, it is possible to obtain usefull

information that are essential to estimate the key rate and the QBER of a QKD

system, such as the total dark count rate. A detailed estimation of these parameters

for a real QKD system will be done in chapter 6.

4.4.1 Reference SPAD

The Verilog-A code is developed having as reference the aforementioned InGaAs/InP

presented by Tosi et al. in [83], but this model is suited to simulate also Si SPADs.

This detector has the usual physical structure of a InGaAs/InP SPAD, as depicted

in Figure 4.6, where the scanning electron microscope image of its cross-section

is shown. The role of each layer and each material has been already analyzed in

subsection 4.3.1.

4.4.2 Flowchart of the simulator

The Verilog-A code was written and tested using “Cadence Virtuoso”. The operation

of the simulator is described by the flow chart in Figure 4.7: at the beginning of

the simulation, the variables of the SPAD are initialized; after that, if the SPAD

is properly biased, it can detect photons, whose interactions are simulated with an

if-clause. Dark carriers generations and afterpuling are simulated using two distinct

timers.
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Figure 4.6: Scanning electron microscope image of the InGaAs/InP SPAD cross-
section [83].

4.4.3 Ports of the SPAD

The SPAD is modeled as a three port device, two real and a fictitious one. Anode

and cathode are the real ones while the third is called “photon”: when the voltage

at this port overcomes the value fixed in the variable “PhotonThreshold” the arrival

of a photon is simulated.

4.4.4 Circuital model

The simplified circuital model is shown in Figure 4.8. Consequently, the SPAD

structure is described at the beginning of the Verilog-A code in the following way:

module SPAD (a, k, photon);

inout a,k,photon;

electrical a, k, photon, gnd;

ground gnd;

branch (k,gnd) Kcap;

branch (a,gnd) Acap;

branch (k,a) Jcap, spad;

In practice “a”, “k”, and “photon” are the three ports, also called pins or nodes.

The branches, defined as a single path between two nodes [107], are “Kcap” and

72



4 – Single-photon detectors
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Figure 4.7: Flow chart that describes the operation of the simulator.

“Acap”, which are the stray capacitances with the substrate; “Jcap”, which models

the depletion capacitance at the junction; and “spad”, which is the static DC branch.

4.4.5 Static and dynamic currents

As explained in section 4.3.2, below breakdown and when avalanche is not triggered,

the static current is the reverse current IS while, when avalanche starts, it becomes

[88]:

Ispad = Is +
Vn

Rbreak

ln
(

1 + e
Vex
Vn

)
(4.19)
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Figure 4.8: Circuital model of the SPAD [87].

Including also the capacitive effects given by the depletion region and the stray

capacitances with the substrate, the total currents at cathode and anode are defined

as follows [87, 88].:

Ic = Ispad +
dQj

dt
+
dQcs

dt
, Ia = −Ispad −

dQj

dt
+
dQas

dt
, (4.20)

The Verilog-A code for the current definition is the following one:

///////// Diode and excess voltages //////////

Vd=V(k)-V(a);

Vex=Vd-Vbreak;

//////// STATIC AND DYNAMIC BEHAVIOUR ////////

Qks=Cks*V(Kcap);

Qas=Cas*V(Acap);

Qj=A*Vbi*Cj0*pow((1+V(Jcap)/Vbi),(1-mj))/(1-mj);

Cj=A*Cj0*pow((1+V(Jcap)/Vbi),(1-mj))/(1-mj);

Curr_av=(Vn/Rbreak)*ln(1+exp(Vex/Vn));

////////// SETTING CURRENTS //////////

Curre=Is+avalanche*Curr_av;
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I(Acap)<+ ddt(Qas);

I(Kcap)<+ ddt(Qks);

I(Jcap)<+ ddt(Qj);

I(spad)<+ Curre;

In the first lines, the voltage across the diode and consequently the excess voltage

are calculated. Then the charge contained in the capacitive regions are computed

using the expressions reported in [87], as also the variable “Curr av”, which is the

static current when an avalanche is triggered. Obviously, the other variables present

in these equations are previously initialized at the beginning of the simulation. This

variable is used to obtain the current in the DC branch: when the SPAD is not

in avalanche condition, the variable “avalanche” is 0 and consequently the current

“I(spad)” in the DC branch is equal to the reverse current “Is”, instead, when an

avalanche is self sustained in the diode, the current is given by Equation 4.19.

Figure 4.9: Simplified plot of the current that flows in the SPAD. The black dashed
line shows the current without an avalanche, the black solid line shows the current
during an avalanche or below breakdown. The latching current and the turn-off
behavior are in grey [87].

4.4.6 Current quenching

As explained in section 4.3.2, the quenching circuit is necessary to stop the avalanche.

In general, it simultaneously reduces both current and voltage on the SPAD. The

avalanche ends when the current decreases below a certain threshold current, called

“latching current”, where the avalanche is not self-sustained anymore; this behaviour
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is shown in grey in Figure 4.9. Furthermore, it may terminate if the diode voltage

goes below the breakdown value, i.e. the excess voltage becomes lower than 0.

In the Verilog code, the shutdown of the SPAD is modeled by the following lines:

///////// STOPPING AN AVALANCHE ////////////

if (((avalanche==1.0) && (Vex<=0))||((avalanche==1.0) && (Curr<Ilatch)))

begin

avalanche=0.0;

$strobe("AVALANCHE STOPS!", $abstime);

//Set a new latching current

Ilatch=$rdist_normal(seed_Ilatch,Ilatch_av,Ilatch_sig);

end

In practice, if an avalanche is active, it ends if “Vex” becomes negative or the

static current “Curr” goes below the lathcing current.

The function “$strobe” is used to print in the log file the simulation time “$abstime”

when the avalanche stops; the strobe function is very useful in Verilog-A because

it allows to debug the code, showing the values of the variables during a certain

simulation step.

The last line before the “end” which concludes the if clause is used to define a new

latching current because, as already explained, this threshold current is not exactly

defined. So, to make the simulation more realistic, the next latching current is

calculated using a normal distribution that has mean value (Ilatch av) equal to 20 µA

and standard deviation (Ilatch sig) equal to 1.5 µA [88]. The variable “seed Ilatch”

is an integer number used to initialize the pseudo-random number generation on the

basis of the normal distribution.

4.4.7 Photon arrival

The arrival of a photon, simulated with a voltage signal at the pin “photon”, is

modeled with the following part of code:

///////// PHOTON ARRIVAL ///////////

if((V(photon)>PhotonThreshold))

begin
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if (Vex>0)

begin

Ptr=1.0-exp(-Vex/(eta*Vbreak));

if($rdist_uniform(seed_Pphoton,0.0,1.0)<Ptr*Pab)

begin

avalanche=1.0;

$strobe("1) Avalanche occurs due to photon at time:", $abstime);

DetectedPh=DetectedPh+1;

time_last_av=$abstime;

//schedule next afterpulse triggering time

tap=$abstime+20e-9;

end

end

end

So, when the voltage at the fictitious pin “photon” exceed the “PhotonThresh-

old”, if the excess voltage is greater than 0 (i.e. the SPAD is active and potentially

an avalanche could start), firstly the avalanche triggering probability “Ptr” is com-

puted using Equation 4.5, where the exponential slope “eta” is assumed equal to

0.1707 as suggested in [89].

This probability is multiplied by the absorption probability “Pab” which takes in

account the reflectivity of the surface, the absorption probability in InGaAs and the

collection probability of holes, from absoprtion to multiplication region. In practice

“Pab” contains the first three terms of Equation 4.3. Since an exact relation exists

only for the absorption in InGaAs (Equation 4.4), the other two contributions are

taken in account with a correction factor. The probability “Pab” is computed at

the beginning of the simulation in the global event “@(initial step)” as follows:

///////////// INITIAL STEP ////////////////

@(initial_step)

begin

...
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//Computing photon absorption probability

Pab=(1-exp(-alpha_abs*Wab))*corr_fac_abs;

...

end

The correction factor is choosen in order to obtain a photon detection efficiency

close to the real one:

PDE = Pcoup · Pabs · Pinj · Ptr ≈ Pab · Ptr (4.21)

Choosing the right correction factor (0.63), the photon detection efficiency used in

the simulator well reproduces the real one in the working temperature range, as

depicted in Figure 4.10. In fact the modeled PDE line falls exactly in the middle
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Figure 4.10: Comparison among the PDE used in the simulations (orange curve)
and the real PDE efficiency of the SPAD. The blue curve is related to an older
version of the SPAD, while the red one is the PDE in a newer and more efficient
version of it [83].

of the two experimental curves. The blue one is related to an older version of the

SPAD, while the red one is the PDE in a newer and more efficient version of it.

To determine if the impinging photon generates or not an avalanche, a random
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number is extracted using the function “$rdist uniform” that returns a pseduo-

random-real number between 0 and 1 using a uniform distribution. If this random

number is lower than the calculated photon detection probability (Pab · Ptr), the

avalanche starts: the variable avalanche switches from 0 to 1, the avalanche start

time is printed and saved in the variable “time last av”, the counter for the correctly

detected photons “DetectedPh” is incremented, and the triggering time for the next

afterpulse is saved in the variable “tap”. In practice, after 20 ns from an avalanche

and for the next 150 µs, the simulator tests if an afterpulse occurs or not entering

in a dedicated timer, as it will explained in subsection 4.4.9.

4.4.8 Dark carrier generation

Thermal, band-to-band-tunneling, and trap assisted tunneling generation rates per

unit of volume can be easily calculated using Equation 4.6, 4.7, and 4.8. Subse-

quently the mean dark carrier generation time can be computed using Equation 4.9.

Therefore this mechanism can be described in the Verilog-A model using this simple

timer:

//////////Timer for DCG event /////////

@(timer(tdc,inf))

begin

if (Vex>0)

Ptr=1.0-exp(-Vex/(mu*Vbreak));

else

Ptr=0.0;

if($rdist_uniform(seed_dark,0.0,1.0)<Ptr)

begin

avalanche=1.0;

time_last_av=$abstime;

Ndcr=Ndcr+1;

$strobe("2) Dark generation generated an avalanche", Ndcr, $abstime);

//schedule next afterpulse triggering time
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tap=$abstime+20e-9;

end

//schedule next dark carrier release

delta_tdc=$rdist_exponential(seed_tcg,tcg);

tdc=$abstime + delta_tdc;

end

First of all, it is convenient to recall how a Verilog-A timer is set: the first variable,

in this case “tdc”, fixes the first simulation time in which the timer is triggered; the

second variable, in this case “inf” which stands for infinity, set the period of the

timer. This timer is controlled only by the triggering time “tdc” that is set at the

beginning of the simulation exactly equal to the mean dark carrier generation time.

Then “tdc” is updated at every occurrence of the timer, as it will explained below.

Basically, when the simulator enters in this timer, firstly the avalanche trigger-

ing probability is computed. In a manner similar to what happens in the “Photon

arrival” routine, a random number between 0 and 1 is extracted. If it is lower than

the triggering probability an avalanche occurs: the variable “avalanche” is set to 1,

the counter “Ndcr” for dark counts is updated, the starting time of the avalanche is

saved and the variable “tap” to simulate afterpulses is updated.

Before going out this timer, the next dark carrier release time is set using an expo-

nential distribution, even if the carrier release did not generate an avalanche. This

escamotage is used in lots of Verilog-A model for SPADs [87, 88, 89] to make the

simulation more realistic.

4.4.9 Afterpulses

The modeling of afterpulses was one of the most demanding task in developing this

code; the first idea was to use the trapping-detrapping model shown in 4.3.2, using

the data for trap levels in InP. To implement this model is necessary to have detailed

data about both electrons and holes. Unfortunately these data are fragmentary in

literature and strongly related to the deposition techniques, not mentioned by the

designers of this SPAD. Furthermore, saving the trapping time of each carrier and
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determining its releasing time is not trivial in Verilog.

After several non-working versions, it was decided to model this phenomenon by

exploiting the afterpulse probability as a function of time from the last avalanche.

This probability is obtainable with a simple characterization of the device, indeed

it is frequently reported in the presentation papers of these devices. For this SPAD,

the avalanche probability is shown in Figure 4.11; it was obtained using double pulse

method [100] with a gate-ON time of 20 ns and an excess bias of 5 V. For this reason

Figure 4.11: Afterpulse probability as a function of time from last avalanche mea-
sured with double pulse method, with VEX = 5V and TON =20 ns at 225 K and
250 K [83].

it is possible to model the afterpulses using a timer which is repeated every 20 ns for

150 µs, when the afterpulse probability in InGaAs/InP SPAD becomes negligible.

The code for afterpulsing is pretty similar to that for dark carriers, but here the

afterpulse probability is computed in place of the avalanche triggering probability.

The probability used in the simulation was obtained by a fit of the experimental

curve of Figure 4.11 with a sum of three exponentials:

f(x) = A1e
− t−t0

τ1 + A2e
− t−t0

τ2 + A3e
− t−t0

τ3 , (4.22)

where Ai are the exponential pre-factors and τi are the average lifetimes in the
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trap levels. The fit with three exponential appears to be the best choice to obtain

an accurate fitting expression for the afterpulse probability in InGaAs/InP SPADs

[83, 89, 108].

The result of the interpolation, carried out using the software “Origin 2021”, is

reported in Figure 4.12.

Figure 4.12: Experimental data (black dots) and curve fit (red) of afterpulse prob-
ability, obtained using “Origin 2021”. The fitting equation and the calculated pa-
rameters are reported in the table.

The fit was made only for the experimental data at 225 K and VEX = 5V because

this is the best operating condition for this device; consequently the afterpulsing

results are accurate at this temperature and with this excess voltage. However, if

one has more experimental data (and not only two plots as in this case), a relation

for afterpulse probability which depends also on temperature and excess voltage will

be obtainable.

The code for afterpulses is the following:

/////////Timer for afterpulses/////////

@(timer(tap,20e-9))
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begin

if (Vex>0)

begin

P_afp_1=corr_fac_1*exp(-($abstime-time_last_av)/trel_1)

+corr_fac_2*exp(-($abstime-time_last_av)/trel_2)

+corr_fac_3*exp(-($abstime-time_last_av)/trel_3);

end

else

P_afp_1=0.0;

if($rdist_uniform(seed_aft_1,0.0,1.0)<P_afp_1)

begin

avalanche=1.0;

Naft=Naft+1;

$strobe("3) Afterpulse generated an avalanche with P_afp=",P_afp_1,

"at time:", $abstime,"Counter afp:", Naft);

//schedule next afterpulse triggering time

tap=$abstime+20e-9;

end

if ($abstime-time_last_av>150e-6)

begin

tap=1000;

end

end

Unlike the dark carrier generation routine, here the next triggering time “tap” of

the timer is scheduled every 20 ns, without varying this interval with an exponential

distribution. This decision was taken in order to not introduce new simulation errors

in addition to those already given by the afterpulse probability characterization and

accentuated by the fitting.
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The last lines of this part of code fix the next triggering time “tap” at 1000 s (but

every large amount of time would be fine) when 150 µs has passed from the last

avalanche, effectively deactivating the timer. In fact, after 150 µs from an avalanche,

the afterpulse probability becomes negligible.

4.4.10 Simulation and verification

In order to test the reliability of this Verilog-A code, the modeled SPAD was in-

cluded in a passive quenching-and-reset circuit, operated in gated mode, shown in

Figure 4.13.

The generator “Vphoton” is used to simulate the incident photon, generating a 1 ns

narrow pulse.

“Vbias” is used to fix the bias point of the diode during the gate-OFF period, 0.5 V

below the breakdown voltage. Since the breakdown voltage is temperature depen-

dent, this bias point is variable. This generator is connected to the cathode of the

diode through a 50Ω resistor.

“Vgate” is used to polarize the SPAD above the breakdown voltage during the gate-

ON periods, fixing the excess bias voltage. It is connected through a 50 nF capacitor

at the cathode of the diode.

The 100 kΩ resistance “RB” connected to the anode is the ballast resistance, the

essential part of this simple quenching circuit.

Primary dark count rate

The primary dark count rate (DCR), id est the erroneous detection events effectively

caused by generated dark carriers, was simulated at three different temperatures

(225 K, 250 K, 275 K) and with VEX = 5V , in order to compare the results with

the data shown in the paper, where a passive quenching circuit was used too. A

very long dead time (100 µs) was used in order to minimize the effect of afterpulses,

hence the adjective primary. The gate-ON time is irrelevant because the results are

corrected using the following formula:

DCR = − 1

TON
· ln
(

1− Ncounter

fGATE

)
, (4.23)
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Cathode

Anode
Vphoton

Vbias Vgate
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Figure 4.13: Passive quenching circuit used in the SPAD model simulations.

where fGATE = 1/(TON + TOFF ) and Ncounter is the measured/simulated avalanche

rate [109]. Using this formula, it is possible to normalize the DCR making it in-

dependent from the gating periods; in practice, the calculated DCR is that of the

device as if it works in free-running mode. Usually, the dark count rate is expressed

in counts per seconds (cps).

The comparison between experimental and simulated DCR is shown in Fig-

ure 4.14; the primary dark count rate is very-well simulated across the entire tem-

perature range, in fact the simulated values fall exactly between the ones relative to

a newer and an older version of this SPAD.

The dominant phenomenon is thermal generation, as in the real case [83]. This is

demonstrated in Figure 4.15 where all the contributions to dark count rate, theoreti-

cally computed, are reported. In this plot also the simulated values for the DCR are

shown (red asterisks), the same of Figure 4.14: they correctly follows the theoretical

primary DCR. This is evidence of the goodness of the simulation.
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From these results, it is easy to understand that dark counts are a limiting factor

for the sensibility of a SPAD, and, consequently, the importance to work in gated

mode.

220 230 240 250 260 270 280
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10
5

10
6

10
7

Previous run InGaAs/InP SPAD

New run InGaAs/InP SPAD

Simulated DCR

Figure 4.14: Comparison between the experimental primary dark count rate (dashed
lines) and the simulated one (orange solid lines), both obtained with 5 V of excess
bias and with TOFF =100 µs. The values are reported in counts per seconds (cps).
As in Figure 4.10, the blue curve is related to an older version of the SPAD, while
the red one is the DCR in a newer and more efficient version of it [83].

Afterpulsing and total dark count rate

After having computed the primary dark counts, it is necessary to understand how

afterpulses affect the total dark count rate. To do this, the previous simulations were

repeated but the dead time was progressively reduced, until it becomes so small that

some trapped carriers are released during a gate-ON time window.

This simulation method for afterpulses proposed in this thesis allows an excellent

accuracy when the excess bias is equal to 5 V, well reproducing the experimental
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Band-to-band-tunneling generation
Trap-assisted-tunneling generation
Total theoretical DCR
Simulated DCR

Figure 4.15: Theoretical DCR and simulated one with 5 V of excess bias and
TOFF =100 µs. The values are reported in counts per seconds (cps). In addition
to the total theoretical DCR (dark purple), all the contributions to DCR are re-
ported: Shockley-Read-Hall (fuchsia), band-to-band-tunneling (green), and trap-
assisted-tunneling (blue).

results, as shown in Figure 4.16.

On the other hand, the total DCR is slightly overestimated when the excess bias is

fixed to 3 V. These results were largely predictable because the afterpulse proba-

bility was obtained with VEX = 5 V; in this condition a larger current flows in the

diode, therefore more carriers are trapped, and the afterpulses are more frequent

compared to when VEX = 3 V is applied. Similarly, it is reasonable to expect an

underestimation of afterpulses when an higher excess bias is applied.

In order to correct the model ensuring a better simulation accuracy in all the op-

erating conditions, a more detailed afterpulsing characterization would be necessary.

In this manner, an afterpulse probability function dependent also on excess bias and
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Experimental DCR with 3 V of excess bias
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Figure 4.16: Comparison between experimental total dark count rates (dashed lines)
and the simulated ones (solid lines), as a function of gate-OFF time. The simulations
where repeated with two different excess bias, 5 V (red curves) and 3 V (cyan curves).
In the simulation temperature was set to 225 K and the gate-ON time to 20 ns, as
in the experiments.

temperature could be obtained. Another solution is to recover all the parameters for

trap levels in InP, necessary to implement the trapping-detrapping model explained

before. In fact this is the most used solution to simulate Si SPADs, for which these

parameters are widely investigated.

Returning to the simulation results, it is evident how the number of total dark

counts is quite constant for gate-OFF delays greater than 10 µs, linked almost only

to generated dark carriers. For gate-OFF times smaller than 10 µs, the total dark

count rate strongly increases due to the effect of afterpulses. Now it is clear why a

long and appropriate gate-OFF time is necessary to decrease the dark detections.

With a lower excess bias the DCR is lower also at higher operating frequency, but

the photon detection efficiency is lower too.
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To sum up, it is necessary to find the most convenient trade-off among all the

operating parameters of a SPAD, from the temperature to the gating periods, passing

through the excess bias voltage.
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Chapter 5

Detailed description of the

simulator and MATLAB

implementation

After having analyzed all the components that may be encountered in a QKD sys-

tem, it is now possible to show in detail how the simulator works. A series of

MATLAB functions have been developed to easily describe and simulate a generic

QKD system, but, in principle, it is possible to study any optical experiment. The

explanation will be supported by the analysis of a real QKD system.

As a remark, this model is intended to simulate QKD systems based on polarization

encoding, when coherent light sources are used, for example an attenuated laser.

Nowadays, this is the most common solution in QKD systems. Anyway, this is a

necessary starting point to build more complex models for systems where exotic

light sources or entanglement-based protocols are employed.

5.1 State representation and MATLAB operations

As seen in the previous chapters (section 2.3), the propagation of a coherent state can

be studied representing the state as a bi-dimensional vector, formed by its creation

(or annihilation) operators coefficients, analogous of the Jones vector. Looking at

the displaced vacuum state representation, the coefficients for the horizontal and

vertical creation (or annihilation) operators are the components of this vector. For

example, an antidiagonal-linearly polarized coherent state:

|α〉 = exp

(
α√
2

(â†H − â
†
V )− α∗√

2
(âH − âV )

)
|0H ,0V 〉 , (5.1)
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can be equivalently represented using the coefficients for creation or annihilation

operators with the following vector:

Vα =
α√
2

(
1

−1

)
. (5.2)

By doing so, the previous quantum mechanical relations seen in chapter 3 can be

used to propagate the state across the optical system in MATLAB. It is important

to note that the Horizontal/Vertical basis has been used to represent the states in

the MATLAB scripts and functions.

5.2 Example of propagation

As an example, the propagation through a non-polarizing beam splitter is considered.

If the state defined in Equation 5.1 enters in the “a” port of a beam splitter while

the other port “b” is left unused, the input state for the beam splitter is:

|α〉a |vacuum〉b = exp

(
α√
2

(â†H − â
†
V )− α∗√

2
(âH − âV )

)
a

|0〉a |0〉b , (5.3)

where the vacuum state |0H ,0V 〉 is represented only with |0〉 to lighten the notation,

and the subscripts a and b indicate the input ports. Their associated vectors to be

used in MATLAB are:

Va =
α√
2

(
1

−1

)
, Vb =

(
0

0

)
. (5.4)

In order to calculate by hand the output state of the beam splitter, it is nec-

essary to invert the relation shown in Equation 3.30, in order to obtain the input

annihilation operators as a function of the annihilation operators at output ports.

Labeling the transmittance and reflectance of the beam splitter as t and r, the
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inverted relation is:
âH

âV

b̂H

b̂V

 =


√
tH 0

√
rH 0

0
√
tV 0

√
rV

−√rH 0
√
tH 0

0 −√rV 0
√
tV




ĉH

ĉV

d̂H

d̂V

 . (5.5)

Here the square roots come from the fact that transmittance and reflctance coeffi-

cients reported in datasheets are referred to the ratio of transmitted and reflected

optical power [110], and not to the electric field amplitudes.

Now, substituting the expressions for âH and âV in the displacement operator of

Equation 5.3, and assuming in the ideal case of a 50:50 non-polarizing beam splitter

where tH = tV and rH = rV , the output state results to be:

|β〉c |β〉d = exp

(
α
√
t√

2

(
ĉ†H − ĉ

†
V

)
− α∗

√
t√

2
(ĉH − ĉV )

)
c

· exp

(
α
√
r√

2

(
d̂†H − d̂

†
V

)
− α∗

√
r√

2

(
d̂H − d̂V

))
d

|0〉c |0〉d ,
(5.6)

where the subscripts c and d indicate the output ports of the beam splitter. In

practice, the input state has been separated in two antidiagonal output states, as

expected.

The vectorial representation of the output states is:

Vc =
α
√
t√

2

(
1

−1

)
, Vd =

α
√
r√

2

(
1

−1

)
, (5.7)

easily obtainable using the following MATLAB function:

[V_c,V_d]=beamsplitter(V_a, V_b , transmittance, reflectance)

This is the basic version of the function, where the user manually enters the value

of transmittance and reflectance of the optical component. This function takes the

vectors associated with the coherent states at the input ports of the beam splitter,

and it calculates the output vectors, using Equation 3.30.

Finally, from the vectors of Equation 5.7, one can easily calculate the mean pho-

ton number contained in each of the two output states, by squaring the components
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of these vectors, and summing them together.

5.3 Component libraries

In order to simplify the simulations, a dedicated MATLAB function has been created

for each type of component. The function contains the matrix expression of the

component plus a sort of library where the user can add the list of parameters

necessary in the simulation. In this way, the commercial component can be quickly

inserted in the simulation of a QKD system by its name, without having to rewrite

its parameters every time.

For example, to use the beam splitter function as in the previous example, one can

write:

[V_c,V_d]=beamsplitter_known(V_a, V_b , BS_Name)

where “BS Name” recalls one of the saved beam splitters.

As a further example, the function for a Pockels cell is:

V_out=pockels_cell_known(V_in, PC_name, Orientation,

Active/Inactive_state)

In general, the user puts as arguments of the function the input state (or the input

states in the case of four ports device such as beam splitters), the name of the com-

mercial component, and the working conditions of the device such as the orientation

of the Pockels cell and if it is active or inactive.

5.4 Analysis of a real QKD system

In this section, the system presented in [111] is considered. Here a modified version

of the BB84 protocol is applied but the structure is the same as an ordinary BB84

system. The experimental setup is shown in Figure 5.1.

The objective of this example is to show how a QKD system based on polarization

encoding works and how it is described in the model. It is not taken as benchmark

for the model because the employed light source does not generate coherent states.

It is made by a laser coupled to a Periodically Poled Lithium Niobate (PPLN),
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Figure 5.1: Experimental setup. The light source is formed by a laser and a Pe-
riodically Poled Lithium Niobate (PPLN) crystal. A dichroic beam splitter (DBS)
is used to split the light pulse and monitor it through a SNSPD. Pockels cells PC1
and PC2 are used to encode the single-photons. The quantum channel is the optical
fiber SMF28e. FPC is a fiber polarization controller used to compensate PMD. PC3
is used by Bob to select the measurement base. The polarizing beam splitter (PBS)
coupled with two SNSPD form the measurement unit [111].

an highly efficient crystal used for non-linear conversion process [112]. The light

generated is characterized by a second order correlation function of 0.048, therefore

the generated light states have a smaller variance than a coherent state, which has

a second order correlation function equal to 1.

5.4.1 Structure and operation

As just mentioned, the light source is formed by a pump laser coupled to a PPLN,

which uses the spontaneous parametric down-conversion (SPDC) to produce quasi-

single photon pulses with a second order correlation function of 0.048. The PPLN

emits idler photons at 782 nm and signal photons at 1550 nm. A dichroic beam

splitter (DBS) is used to separate signal and idler photons; the latter are detected

by a superconductor nanowire single photon detector to monitor the operation of

the light source.

On the other hand, the signal photon passes first in an optical delay, which can be

neglected in this analysis, and then in two Pockels cells. These two cells work as

half-waveplate and are used to encode the qubits value. It is worth recalling the

encoding scheme used in these types of systems: binary “1” corresponds to vertical
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or diagonal photons, whereas binary “0” corresponds to horizontal or anti-diagonal

photons. The state of polarization of the vertically polarized photons emitted by

the laser is modified as follows:

1. the first Pockels cell has its fast axis oriented at 45° with respect to the ver-

tical axis and consequently, if properly activated, vertically polarized photons

become horizontally polarized. Its action on annihilation operators is:{
âH = ĉV

âV = ĉH
(5.8)

where a and c label input and output ports respectively.

2. the second one is oriented at −22.5° with respect to the vertical axis, and so,

when activated, vertically polarized photons become diagonally polarized (plus

a phase shift of π), while horizontal ones become anti-diagonally polarized. In

practice this second Pockels cell is used to pass from {H,V} to {A,D} basis.

In fact its action on annihilation operators is:{
âH = 1√

2
(ĉH − ĉV )

âV = − 1√
2

(ĉH + ĉV )
(5.9)

Transmitter and receiver are linked through a single-mode optical fiber (SMF28e)

that has a low attenuation (0.2 dB/km) and very low DGD value (0.06 ps/
√

km).

However, an unspecified fiber polarization controller is used anyway.

Bob’s subsystem is very simple; it contains a Pockels cell oriented at −22.5° with

respect to the vertical axis, used to select the measurement basis. This Pockels cell,

coupled with a polarizing beam splitter and two SNSPD, forms the detection unit,

that works in this way:

• assuming that Bob receives horizontally or vertically polarized photons, if he

turns off his Pockels cell, he measures in the correct {H,V} basis. In fact,

photons surpass undisturbed the Pockels cell, and then the polarizing beam

splitter directs horizontally polarized photons towards one detector, while ver-

tical photons to the other one (except for small errors due to imperfections of
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the PBS);

• similarly, if he receives horizontally or vertically polarized photons, but he

activates his Pockels cell in order to measure in {A,D} basis, the photons

arrive diagonally or anti-diagonally polarized to the PBS, and so they are

randomly directed towards the detectors. As a result, the measurement is

totally random, triggering in the 50% of the cases one or the other detector,

regardless on the initial qubit value;

• likewise, when he receives diagonally or anti-diagonally polarized photons, if

he activates the Pockels cell, photons arrive horizontally or vertically polarized

at the PBS, which directs them correctly;

• conversely, if he does not activate the Pockels cell, the diagonally or anti-

diagonally polarized photons arrive in this state to the PBS, which splits them

randomly.

5.4.2 Some real examples

Now that the operation of the system is clear, some real situations are analyzed.

The coherent state will be propagated by hand, neglecting the losses of the compo-

nents, while, simultaneously, the vectorial representation of the state will be used to

propagate the state using the MATLAB script, including losses and non-idealities

of the components.

The system is simplified joining the laser and the PPLN in a block called light

source and neglecting the optical delay and the fiber polarization controller. The

simplified scheme is reported in Figure 5.2. For simplicity, the light source is assumed

to emit coherent states with mean photon number equal to 1, hence the α coefficient

of the initial state is equal to 1 too. Commercial optical components are used

for the Pockels cells and the polarizing beam splitter, whereas the optical fiber

is the SMF28e used in the paper. In particular the Pockels cell is the “1147-6”

from “Lasermetrics” with transmittance equal to 0.98 [113], while the polarizing

beam splitter is the “PBS1005-FY” from “Precision photonics” with transmittance

and reflectance higher than the 98% and an extinction ratio of 1000:1 [114]. As a

remark, the extinction ratio is the “ratio of maximum to minimum transmissivity
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of a sufficiently linearly polarized input” [115], in particular, for the aforementioned

beamsplitter, the ratio between transmissivity for p-polarized light and s-polarized

light.

Light 
source

PC
 1

PC
 2

PC
 3Fiber

PBS

SNSPD
    B

SNSPD
    A0 0 0 0 0

1

2

Alice
Bob

3

Figure 5.2: Simplified structure of the system. The light paths are labeled in green.

Case 1

In this first example, the case where Alice sends a “0” in {A,D} basis to Bob, who

measures in this same basis, is analyzed.

The emitted photons are vertically polarized, so the initial state is:

|Ψ〉0 = D(α = 1V )0 |0〉0 = exp
(
â†V − âV

)
0
|0〉0 , (5.10)

where the subscript 0 indicates the first light path, as shown in green in Figure 5.2.

The associated state vector is:

V0 =

(
0

1

)
(5.11)

Alice activates the first Pockels cell in order to encode the binary “0”, polarizing

the photon horizontally. Applying the relations shown in section 3.2, it is easy to

find that, after the pockels cell, the state becomes:

|Ψ〉0 = D(1H)0 |0〉0 = exp
(
b̂†H − b̂H

)
0
|0〉0 . (5.12)

Here the symbol b is used instead of a to identify the creation and annihilation
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operators only to underline that this is the output state of this Pockels cell. The

alphabetical order will be followed in the next steps. Using the MATLAB script,

which implements the relation for a lossy Pockels cell shown in Equation 3.52, the

state vector is:

V0 =

(
0.9899

0

)
. (5.13)

The horizontal coefficient is not 1 anymore because the MATLAB script takes in

account the losses of the Pockels cell.

The second Pockels cell is activated because Alice wants to encode the qubit in

the {A,D} basis. For this reason the state becomes anti-diagonally polarized:

|Ψ〉0 = D(1A)0 |0〉0 = exp

(
1√
2

(
ĉ†H − ĉ

†
V

)
− 1√

2
(ĉH − ĉV )

)
0

|0〉0 . (5.14)

The state vector calculated with MATLAB is:

V0 =

(
0.6930

−0.6930

)
. (5.15)

Neglecting losses in the calculation by hands, the fiber has no effect on the state,

thus this remains the same as before:

|Ψ〉0 = D(1A)0 |0〉0 = exp

(
1√
2

(
d̂†H − d̂

†
V

)
− 1√

2
(d̂H − d̂V )

)
0

|0〉0 . (5.16)

In reality, the light intensity is strongly attenuated by the 30 km long optical fiber,

as shown by the state vector computed using MATLAB:

V0 =

(
0.3595

−0.3595

)
. (5.17)

Bob wants to measure in the correct {A,D} basis, so he activates the third

Pockels cell. The state of polarization of the photon returns to be horizontal:

|Ψ〉0 = D(1H)0 |0〉0 = exp
(
ê†H − êH

)
0
|0〉0 , (5.18)
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as shown also by its vectorial form:

V0 =

(
0.5033

0

)
. (5.19)

As a consequence, the light state can be correctly separated in two path by the

polarizing beam splitter. In fact, considering that the input state of the PBS is:

|Ψ〉0 |vacuum〉1 = D(1H)0 |0〉0 |0〉1 = exp
(
ê†H − êH

)
0
|0〉0 |0〉1 , (5.20)

the output state can be easily computed using Equation 3.33:

|Ψ〉2 |Ψ〉3 = D(1H)2 |0〉2 |0〉3 = exp
(
f̂ †H − f̂H

)
2
|0〉2 |0〉3 . (5.21)

In practice the photons are completely transmitted towards light path 2 and they

can be correctly detected by “detector A” associated with the horizontal polarization

or, better to say, with the qubit value “0”. Using the MATLAB function for the

PBS which implements the Equation 3.54, the vector for the coherent state in path

2 is:

V2 =

(
0.4957

0

)
, (5.22)

whereas for path 3:

V3 =

(
0.0152

0

)
. (5.23)

Path 3 has non-zero components because of the limited polarization contrast of the

used PBS, which mistakenly reflect a small part of horizontal incoming photons.

These imperfections can lead to erroneous detections.

Case 2

This second case is equal to the previous one, except for the fact that Bob tries to

measure in the {H,V} basis, obtaining a random detection. The state encoding in

Alice’s subsystem and the propagation in the fiber are the same as before, so Bob

receives the coherent state shown in Equation 5.16, equivalently represented by the

vector in Equation 5.17. In this case, Bob does not activate his Pockels cell, so the
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state remains unchanged after it:

|Ψ〉0 = D(1A)0 |0〉0 = exp

(
1√
2

(
ê†H − ê

†
V

)
− 1√

2
(êH − êV )

)
0

|0〉0 , (5.24)

except for the intensity attenuation, calculable with the MATLAB function:

V0 =

(
0.3559

−0.3559

)
. (5.25)

Consequently, anti-diagonal photons arrive at the PBS, which splits them randomly.

In fact the input state of the PBS is:

|Ψ〉0 |vacuum〉1 = exp

(
1√
2

(
ê†H − ê

†
V

)
− 1√

2
(êH − êV )

)
0

|0〉0 |0〉1 , (5.26)

which gives at the output:

|Ψ〉2 |Ψ〉3 = exp

(
1√
2

(
f̂ †H − f̂H

))
2

exp

(
1√
2

(
ĝ†V − ĝV

))
3

|0〉2 |0〉3 . (5.27)

In practice, the initial light intensity is equally divided in the two output paths; as

a result, a single photon is randomly directed towards one of the two detectors. In

other words, in the 50% of the cases the “detector A” will be triggered, measuring

“0”, while in the other 50% of the cases the photons will reach “detector B”, mea-

suring “1”.

Using the MATLAB model, the vector state in path 2 is:

V2 =

(
0.3505

−0.0107

)
, (5.28)

whereas in path 3:

V3 =

(
0.0107

−0.3557

)
. (5.29)

From the comparison between the theoretical calculations and the MATLAB sim-

ulations, it is evident how real optical components influence photons propagation,

leading to erroneous propagation and imbalances. For this reason, it is important
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to properly choose high quality components to reduce the errors and consequently

to limit the QBER and increase the key-rate.

5.5 Overview of the complete simulation frame-

work

Now that the functioning of both the MATLAB functions and the Verilog-A SPAD

code is clear, it is possible to understand how the complete simulation framework

works. The flow chart in Figure 5.3 represents the series of processes that allow to

analyse a QKD system, starting from the details of the employed hardware to arrive

at the fundamental parameters which describe the quality of the system.

Physical characteristics

Operating frequency

Operating conditions
(Temp., Excess bias, ...)

Employed quenching
and reset circuit

System structure

Device parameters

Employed QKD protocol

Verilog-A SPAD
simulation

MATLAB optical
system simulation

Total DCR

Polarization contrast (eopt )

Transmittance

Light intesity (at any point)

Post- processing
QBER

Secure
Key Rate

v

Figure 5.3: Flow chart of the simulation framework.

The MATLAB scripts simulate the propagation of the qubits, namely the photon

pulses, through the optical system. This must be described respecting the optical

paths and inserting the optical devices in their proper positions. Obviously, also

the peculiarity of the employed QKD protocol must be considered, for example

the mean photon number sent by Alice in a signal pulse. The MATLAB simulation

allows to obtain the light intensity at every point of the structure, the transmittance

through any optical path as also the polarization contrast, i.e. the probability that

the photon hits the erroneous detector. Furthermore, this hardware based model
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allows to understand if a qubit sent by Alice is correctly detected by Bob when he

employs a certain measurement basis.

To perform the Verilog-A SPAD simulation, first of all, it is necessary to define

the physical characteristics of the diode in the code. Then, the SPAD is ready to

be actually tested by setting the operating conditions, as for example the working

temperature and the excess bias. In fact, inserting the SPAD model in the quenching

circuit which one plans to use, the total dark count can be obtained as a function

of the operating gating frequency.

Combining the information derived by the MATLAB and Verilog simulators,

the user can perform simple calculations in order to obtain the Quantum Bit Error

Rate and the Secure Key Rate of the system, as explained in the next chapter. The

advantage of this simulator is that one can easily observe how these parameters

vary changing the optical devices, the operating conditions of the SPAD or even

rearranging the optical structure of the system. With improvements, this simulation

framework could be implemented effectively in a professional software to design QKD

systems based on polarization encoding.
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Chapter 6

A detailed analysis of a real QKD

system

In this chapter, the simulative approach will be validated analyzing a real polarization-

coding BB84 systems has been analyzed. The system presented in [116] was selected.

In this example, classic and quantum channel coincide in the same optical fiber.

Classic communication happens using 32 channels modulated with a 16-QAM for-

mat. Wavelengths range from 1535.7 nm to 1559.7 nm. The synchronization signal

between the QKD transmitter and the receiver is a photon signal at 1570 nm, mul-

tiplexed on the same fiber. The wavelength of the quantum signal is 1310 nm.

6.1 Description of the QKD system

Figure 6.1: Experimental setup. (a) and (b) are the classic transmitter and receiver,
respectively. (c) and (d) form the quantum sub-system [116].
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The system is depicted in Figure 6.1, where the elements (c) and (d) represent

the QKD sub-system.

Starting from the Alice transmitter, the four nonorthogonal states are generated by

four different laser sources. Their light is properly polarized using the polarizing

beam splitters, obtaining Horizontal or Vertical states. The light coming from the

two lower lasers passes through a Pockels cell in order to generate Antidiagonal or

Diagonal states. Then the light coming from these two optical paths is combined in

the same path using a beam splitter.

Then, the intensity of the light pulse is adjusted using a Variable Optical Attenuator

(VOA).

In Bob’s side, a 100 GHz bandpass filter at 1310 nm is used in order to suppress the

noise added by the classical communication, in particular caused by Raman scat-

tering. In fact the photon-phonon interaction can cause the change in wavelength

of the classical photons. The photon can be de-excited or excited during the in-

teraction with the material; de-excited when it loses energy generating a phonon

(Stokes event), excited when it absorbs a phonon (Anti-stokes event). Scattering

with acoustic phonons (Brillouin scattering) is negligible because they have small

energy, while interactions with optical phonons (Raman scattering) can cause wave-

length shifts in the order of 100 nm at 1550 nm [117]. As a result photons used for

classical communication can interfere with quantum communication.

The measurement basis is randomly selected by a 50:50 beam splitter. If the “single-

photon” goes to the upper detectors it is measured in the {H,V}, while, if it goes

to the other two, it is measured in {A,D} basis.

The polarization controllers are used to compensate the state of polarization, altered

by imperfections or by the fiber.

The InGaAs/InP SPADs have an efficiency of 10% and a dark count probability of

1× 10−6 in a gate-ON cycle. The dead time of the detector is set to 200 ns, when a

detection event occurs, in order to reduce the afterpulsing probability.

The decoy state method is employed with the purpose of increasing the security of

the communication; Alice sends signal states, weak-decoy states, and vacuum states

with a ratio of 6:1:1. The average photon number of signal and weak-decoy states

are 0.6 and 0.2, respectively.
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6.2 MATLAB simulation

In order to simulate this QKD system, the following components have been selected

and inserted in the “library” of components:

• the “PCBS-OC” from “Spectral Products”;

• the 5 mm, 1100-1620 nm, 50/50, Non-Polarizing Cube Beamsplitter from “Ed-

mund Optics”;

• the “DPZ-8-IM”: 8 mm, half-wave-Pockels cell, with an activation voltage of

3200 V, from “Qioptiq”.

The researches, as always, do not mention the used components so this simulation

can give only an estimation of the parameters of the QKD system, and not exact

results.

The attenuation of the VOA is choosen in order to obtain the signal and decoy states

mean photon number required. The attenuation of the filter at Bob’s side is fixed

at −0.5 dB, as indicated in the paper.

The structure is described component after component in the MATLAB script.

First of all, the laser states (path A, path B, path C, path D) are initialized, as also

the vacuum state.

Then the Alice’s subsystem is described as follows:

%_______ALICE TRANSMITTER_________

if strcmp(Laser_ON,'A')

path_1=P_beamsplitter_known(path_A,vac,PBS_name);

path_2=vac;

elseif strcmp(Laser_ON,'B')

path_1=P_beamsplitter_known(vac,path_B,PBS_name);

path_2=vac;

end

if strcmp(Laser_ON,'C')

path_2=P_beamsplitter_known(path_C,vac,PBS_name);

path_1=vac;
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elseif strcmp(Laser_ON,'D')

path_2=P_beamsplitter_known(vac,path_D,PBS_name);

path_1=vac;

end

%Pockels cell to pass in AV basis, always active (true)

path_2=pockels_cell_known(path_2,PC_name,-pi./8,true); %Passing from

%HV basis to AV;

[path_3,dis]=beamsplitter_known(path_1,path_2,BS_name);

%Variable optical attenuator VOA

disp('At Alice transmitter output the state is:')

path_3=10.^((-attenuation_VOA)./(20)).*path_3;

out_Alice=path_3;

%______________________________________________

Depending on the qubit value the user wants to send, a different laser generates

the light pulse. In the simulation it can be choosen using the variable “Laser ON”.

Path 1 and path 2 are the combined light paths, output of the first two polarizing

beamsplitters. Path 2 passes through a Pockels cell, necessary to transform hori-

zontal or vertical light in antidiagonal or diagonal light. Then path 1 and path 2

are combined in path 3 using a beam splitter.

At the end of Alice’s subsystem the VOA is used to have the desired mean photon

number for signal and weak-decoy states. The rest of the system is described in a

similar way.

6.3 Quantum bit error rate and secure key rate

estimation

After having described the system in the MATLAB script, it is possible to calculate

the parameters which define the efficiency of the system.
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6.3.1 Quantum bit error rate

First, the quantum bit error rate (QBER) must be calculated because it is necessary

to evaluate the secure key rate.

Before introducing the expression for the QBER, it is convenient to define some

usefull concepts. First of all, the yield Yi of a light pulse made by i-photons is the

probability of detection at Bob’s side, given that Alice sends an i-photon pulse [118].

When Alice sends a vacuum state, i.e. she does not send photons to Bob, the yield

Y0 is linked to dark counts, hence to the background noise (such as Raman noise in

this case) and especially to the dark counts of the photon detectors. Now it is clearer

why in section 4.3 SPAD detectors were extensively analysed and in section 4.4 a

Verilog-A model for them was presented; their behaviour, and in particular primary

dark counts and afterpulsing, which combined together give the total dark count

rate, must be well known to design a QKD system. For a generic i-photon state,

the yield is [118, 119]:

Yi = Y0 + ηi − Y0ηi ∼= Y0 + ηi, (6.1)

where ηi is the transmittance of the i-photon state, which is given by:

ηi = 1− (1− η)i. (6.2)

η is the overall transmittance, obtained considering the power attenuation caused

by the quantum channel, the optical components at Bob’s side and also the photon

detection efficiency of the detector [116]. The overall transmittance for every optical

path is easily obtainable in the MATLAB simulator: assuming Alice sends to Bob

a photon vertically polarized, it is sufficient to make the ratio between the mean

photons number reaching the correct detector and the mean photons number leaving

Alice’s apparatus, multiplied by the photon detection efficiency:

η = PDE · path det(1)2 + path det(2)2

path Alice(1)2 + path Alice(2)2 (6.3)

where path X2 are the components of the state vector used to calculate the mean

photons number in horizontal (1) and vertical (2) polarization states.
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Returning to the QBER, its expression in BB84 QKD systems, widely used in

literature [116, 118, 119], is the following one:

Eµ =
1

Qµ

[
evacY0 + eopt (1− Y0)

(
1− e−ηµ

)]
, (6.4)

where:

• Qµ: the probability of a detection event when Alice sends a signal state. It is

also called signal gain, and it is equal to:

Qµ =
∞∑
i=0

Yi
µi

i!
e−µ = Y0 + 1− e−ηµ, (6.5)

where µ is the signal mean photon number. In general, the aforesaid Y0 can be

easily obtained by the Verilog-A SPAD simulation, but, in this case, also the

Raman noise contributes to Y0. Not having information on the used detectors,

Y0 is assumed equal to 2.45 × 10−6, considering the dark count probability

per clock cycle of the used detector (equal to 1× 10−6) plus the Raman noise

probability reported in the paper. The transmittance η is computed using the

simulator;

• evac: the error rate of the background. Dealing with the BB84 protocol, it is

usually considered completely random, consequently evac is assumed equal to

0.5 [118];

• eopt: the probability that the photon hits the erroneous detector, due to a finite

polarization contrast. It fixes the QBER at small communication lengths. In

this system setup, it is mostly caused by the polarizing beam splitter.

This parameter can be easily computed from the simulator; it is sufficient

to divide the light intensity reaching the wrong detector by the total light

intensity reaching the pair of detectors:

eopt =
path inc(1)2 + path inc(2)2

path cor(1)2 + path cor(2)2 + path inc(1)2 + path inc(2)2 , (6.6)

where the subscripts “inc” and “cor” stay for incorrect and correct detectors,
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respectively.

Unfortunately, no details are given regarding the optical components used;

this parameter is obtained by the fit of the theoretical QBER plot shown in

the paper, which gave eopt = 1.2. In general this parameter is independent

from the quantum channel length, and it ranges between 0.5 and 3.3 [118],

therefore the fitted value is reasonable.

The comparison of simulated and experimental values is shown in Figure 6.2; the

simulations slightly underestimate the experimental QBER. This discrepancy is at-

tributable to the fact that the optical components used in this system are not men-

tioned. In particular the parameter eopt, connected to the quality of the optical

components used, strongly influence the QBER fixing its minimal value when the

quantum channel length tends to zero.
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Figure 6.2: Comparison between the experimental QBER and the simulated values.
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6.3.2 Secure key rate

The secure key rate per clock cycle in a BB84 protocol can be calculated as follows

[23, 116, 120]:

R = q {−Qµf ·H2 (Eµ) +Q1 [1−H2 (e1)] +Q0} . (6.7)

The parameters in the formula are:

• q: is the probability that Alice emits a signal state (0.75) and Alice and Bob

choose the same basis (0.5), so q = 0.75× 0.5;

• f : the inefficiency of the error correction, which is 1.25 in this system;

• H2: the binary entropy function, equal to:

H2(x) = −x log2(x)− (1− x) log2(1− x) (6.8)

• Eµ: the QBER of the system;

• Q1 and Q0: are the fraction of detection events that are due to single-photons

or vacuum components of a signal state. Their values are calculated using

Equation 6.5 and the simulated transmittance;

• e1: the quantum error rate due to single photon. It can be estimated with the

following formula:

ei =
evacY0 + eopt ηi

Yi
. (6.9)

The simulated Secure key rate is shown in Figure 6.3. The black dots are linked to

the experimental values. The simulated curve, in red, tends to overestimate the key

rate also because the previously calculated QBER was lower than the experimental

one. Nevertheless, the trend is the same of experimental values; this proves the

goodness of the model.

Considering the few information given by the researchers, the presence of Raman

noise, and the simplifications introduced by this simulator, the results are still sat-

isfactory. Probably, having a more detailed description of the system, better results

would be obtained.
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Figure 6.3: Comparison between the experimental secure key rate and the simulated
values.
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Conclusions and future

perspectives

The work presented in this thesis represents a necessary starting point for the de-

velopment of a simulation framework for Quantum Key Distribution systems based

on polarization encoding.

The first stages of this work were related to the study of the fundamentals of

quantum optics, which are partially presented in the first three chapters, required for

the formalization of the theoretical model based on coherent states, that constitutes

the basis of this simulator.

Considering a future perspective, this theoretical model should be evolved, aban-

doning the semi-classical approach in view of an effective quantum model. Obviously,

this model is much more complicated but it allows to analyze all the types of QKD

systems, including those based on entanglement or those where non-coherent light

sources are going to be used. This evolved model would be based on the use of

the density matrix formalism. For example, a generic phase-randomized coherent

state can be represented as follows:

ρ̂ =

∫ 2π

0

dθ

2π
|α〉 〈α| =

∑
n

e−µµn

n!
|n〉 〈n| , (6.10)

where the single photon state |n〉 is a Fock state [121]. The use of the density

matrix, also called density operator, is very useful because it allows to study also

entangled systems, and, as a consequence, to rigorously analyze the interaction of

photons with the environment [122].

The time evolution of the state, corresponding to the evolution of the density

matrix, can be calculated according to the Von Neumann or Liouville equation

[122, 123]:
d

dt
ρ̂ =

1

i ~

[
Ĥ(t),ρ̂

]
, (6.11)
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where Ĥ(t) is the Hamiltonian of the system.

Another advantage of this formalism is that it permits to describe decoherence

phenomena. This can be done with Kraus’ operators Mi, which change the density

matrix according to the following equation:

ρ̂out = E(ρ̂in) =
∑
i

M̂i ρ̂in M̂
†
i , (6.12)

with
∑

i M̂i M̂
†
i = Î. In general, transformations can be studied with a quantum

channel E that maps density operators to density operators by using a series of

Kraus’ operators [124].

After having defined the theoretical model, the matrix expressions for each op-

tical component were investigated. For a given device, the study started from the

analysis of its physical structure, in order to understand its operating mechanisms;

then its Jones matrix was obtained. Finally, the losses were inserted into the model.

Throughout these phases, MATLAB was steadily used, first to test the ideal model,

and then to automate the computation of the propagated states, including losses.

Several MATLAB functions are currently available, one for each component analyzed

in this thesis. Moreover, small libraries with some commercial components are in-

cluded in the infrastructure. The user can use them to describe and simulate the

QKD system as shown in chapter 5 and chapter 6. Obviously, the MATLAB simula-

tor can be improved creating a user-friendly application with a graphical interface,

currently missing, where the user can “draw” the optical system component after

component. A ready to use solution would be to exploit the MATLAB-Simulink

programming environment. Another upgrade of the simulator would consists in the

inclusion of PMD effect, currently neglected, when the communication is performed

on an optical fiber.

In a second phase, the optical detectors were analyzed, focusing on the SPAD,

which are the most used detectors at present. First, the theoretical study was nec-

essary to understand the functioning of these detectors and their unwanted effects

like dark counts.

The development of the Verilog-A code was nontrivial, also because of the missing
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experience with this particular hardware description language. As aforementioned,

the simulation of afterpulses was the most complex part, due to the absence of clear

data about the trap levels in InP and to the difficulty to schedule absorption and

release of trapped carriers. The adoption of the afterpulse probability permitted to

obtain simulation results compatible with the experimental ones.

In order to improve this Verilog code in future, one could modify the afterpulsing

simulation, as already explained in section 4.4. Another secondary improvement

would be the introduction of the timing jitter in the code. Moreover, it would be

very useful to integrate the Verilog simulator into the MATLAB scripts in order to

create a unified simulation tool.

In light of this, the simulation environment mapped out in this thesis can be

improved and enlarged in order to gain in reliability and universality, so that it

can simulate also future QKD systems. In fact, it is reasonable to expect a rapid

evolution of quantum cryptography in the next years that will bring to the use of

new protocols, modern optical devices, and certainly exotic light sources.

The more interesting and appropriate field of application for this simulator

would be the free-air QKD based on polarization encoding. This types of quantum-

cryptosystems are very promising because they are the basis for the satellite QKD.

In fact, considering the “limited” communication distance reachable today with op-

tical fibers (in the order of 200 km [19]), satellite QKD is the fastest way to establish

a worldwide QKD infrastructure in the short term.

By the way, a simulator like the one proposed in this thesis, possibly integrated

with a network simulator, would certainly ensure a huge advantage in designing new

QKD systems.
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