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Abstract

Galvanizing is the process of applying a zinc coating to iron and steel to prevent corrosion. Hot-dip
galvanizing, electrogalvanizing, and zinc spraying are three of the most used methods for adding zinc
to iron and steel. The continuous sheet hot-dip technique is used to coat the majority of galvanized
products

Jet wiping is a process of hot-dip galvanization and is used to regulate the thickness of a liquid
coat on a moving substrate by wiping the free surface. Nevertheless, some undulation phenomena
occur over the zinc film due to the jet wiping action; among different actuators used to cope with
this issue, the electromagnetic (EM) control system seems a viable solution. Hence, a reduced-order
model capable of accounting for magnetohydrodynamic effects has been elaborated at von Karman
Institute.

The project presented in this thesis has been part of the validation campaign of the numerical
results of the electromagnetic model mentioned above and it has been undertaken in Elmer. This
freeware software has been developed by the Finnish IT centre for science (CSC) and it is based on
the finite element method (FEM). Elmer has offered an appealing opportunity being a multiphysics
software, user-friendly thanks to its Graphical User Interface (GUI) version and easy to learn as CFD
tool.

The numerical results obtained by the simulations in Elmer have demonstrated the accuracy of
the EM model both with a uniform and Gaussian magnetic field.
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Chapter 1

Introduction

1.1 Overview

Hot-dip galvanization is one of the most widespread and consolidated industrial processes, it consists
of galvanizing a steel strip to protect it from oxidation. By the way, to reduce production cost an
electromagnetic model has been designed [8]. This solution has been described thoroughly in the
following chapters and it has been tested in Elmer in the light of the study [15],[16] and [19].
Thereby, this chapter presents a general description of hot-dip galvanization, by following the defi-
nition proposed in [5].

1.2 Hot-Dip Galvanization

Galvanizing is the process of applying a zinc coating to iron and steel to prevent corrosion. Hot-dip
galvanizing, electrogalvanizing, and zinc spraying are three of the most used methods for adding
zinc to iron and steel. The continuous sheet hot-dip technique is used to coat the majority of
galvanized products. To produce a metallurgically bonded zinc or zinc-iron alloy coating, a moving
steel continuous sheet is immersed in a bath of molten zinc at a temperature close to 465°C for
2 to 15 seconds. Other coatings, such as zinc-aluminium alloys, are made using the same hot-dip
immersion method.
Steel rusts (oxidizes/corrodes) in nearly any climate if left exposed. Protecting steel with a thin
layer of zinc is a cost-efficient technique to protect it from corrosion. Zinc coatings protect the
underlying steel by providing a physical barrier as well as cathodic protection. The zinc corrosion
rates in air are 10 to 100 times slower than steel, so galvanized surfaces do not need to be painted
[5].
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Chapter 1 1.3. Jet Wiping

1.3 Jet Wiping

Once the steel strip exited the zinc bath, the excess zinc must be removed. To do this, jet wiping
is applied; it consists of gas knives employing a low-pressure air as a medium as illustrated in figure
(1.1)

Figure 1.1: Jet wiping on the steel strip exiting the liquid bath

Although pressure is the most important variable, the management of other factors necessitates
the use of a lot of equipment to keep the wiping process under control. The unnecessary liquid zinc
is ”cut” away by the air exiting the knife orifices, which returns to the zinc bath, leaving only the
thickness required to satisfy the standard. Gas wiping is the coating control process used on all
galvanizing lines, which run at rates ranging from 0.15 m/s to over 2.5 m/s.
Nevertheless, after the jet wiping, a strip surface that is too smooth, high strip and bath temper-
atures, excessive strip vibrations, and fracture of the oxide layer on the liquid zinc coating surface
can determine undulation phenomena on the zinc coating [24], as shown in figure (1.2).

2



Chapter 1 1.3. Jet Wiping

Figure 1.2: Coating degeneration on the strip after the jet wiping

To cope with the undulation phenomenon, the electromagnetic (EB) brake principle has been
elaborated as described in [9]. The physics is the same of that reported in [7], nevertheless, in [7]
this solution constitute a complementary to the jet wiping for hot-dip galvanizing lines, since gas
knives are not sufficient to wipe the excess of zinc, due to limitation of gas pressure increase for
preserving a good homogeneity of the coating. Moreover, while in [7] an electromagnet’s application
is described, in this work a couple of permanent magnets are involved but the physical properties
and working are the same, as shown in figure (1.3)

Figure 1.3: Application of permanent magnet as a brake for hot-dip galvanizing lines

The main working principle is described below. The strip coming with a velocity U = (0, Up) from

3



Chapter 1 1.3. Jet Wiping

the jet wiping region encounters a magnetic field produced by a couple of permanent magnets. This
field is considered steady and uniform as starting hypothesis. When the zinc coating of the strip
meets the external magnetic field Be, the latter one combined with the velocity of the strip Up

determines an induced current density J
Indeed, from the Maxwell-Faraday equation

J = σm(U×Be)

Where σm is the electric conductivity. According to Ampere’s rule, this induced current must produce
an induced magnetic field Bi.

∇×Bi = µ0J

Where µ0 is the magnetic permeability of free space. Eventually, this current coupled with induced
and the external magnetic fields generates the Lorentz force FL acting downwards with respect to
the strip motion.

FL = J× (Be + Bi) = J×B (1.1)

Thus, this force pushes the film thickness down as shown in figure (1.3) and it copes with the
undulations arising on the film.
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Chapter 2

Magnetohydrodynamics

The equations mentioned in the previous chapter are constitutive for the Magnetohydrodynamics
(MHD). MHD is a formal term that refers to the mutual interaction of fluid movement and magnetic
fields. Electrically conducting and non-magnetic fluids are required, restricting liquid metals, hot
ionized gases (plasmas), and strong electrolytes [6].

2.1 Navier-Stokes Equations

Heat transfer and viscous fluid flow in solid and liquid materials are regulated by the heat and
Navier-Stokes equations, which can be derived from the fundamental concepts of mass, momentum,
and energy conservation. Fluids can be Newtonian or non-Newtonian in nature [20]. The main
characteristic of non-Newtonian fluids is a nonlinear dependency of shear stress τg on shear rate
∂ui/∂xi [10]

τg = µl
∂ui
∂xi

i, j = {x, y, z} {ux, uy, uz} = {u, v, w}
Where µl is the dynamic viscosity. If a fluid is Newtonian the ratio τg/µl is constant as opposed to
non-Newtonian ones. Consider the forces acting on an incompressible Newtonian fluid with density
ρl and moving with a velocity U. The mass and moment conservation equations are

∇ ·U = 0 (2.1a)

ρl

(
∂U
∂t

+ (U · ∇)U
)
−∇ · (2µlEl) +∇pl = ρlfext (2.1b)

Where El is the linearized strain rate tensor of the fluid.

Eli,j = 1
2

(
∂ui
∂xj

+ ∂uj
∂xi

)
i, j = {x, y, z} {ux, uy, uz} = {u, v, w}

The acting force on the fluid are

• Surface forces expressed by ∇pl and ∇ · (2µlEl)

• Generic volume force expressed by fext
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Chapter 2 2.2. MHD Equations

This last contribute and the velocity U allow the interaction of fluid movement and magnetic fields.
Actually, the simulations realized in Elmer concern a steady evolution, thereby the time contribute
of the equation (2.1b) should be removed. Nevertheless, for a mayor clarity, the equation (2.1b)
has been reported in its complete form.

2.2 MHD Equations

The mutual interaction of a magnetic field, B, and a velocity field, U, is caused in part by Faraday
and Ampère’s equations and in part by the Lorentz force (1.1) experienced by a current-carrying
body. These two equations are gathered in Maxwell’s equations which constitute the basis of the
Electromagnetism theory

∇ · E = ρc
ε0

Gauss′s Law (2.2a)

∇ ·B = 0 (2.2b)

∇× E = −∂B
∂t

Faraday′s Law (2.2c)

∇×B = µ0

(
J + ε0

∂E
∂t

)
Ampere′s Law (2.2d)

Where ρc is the external charge distribution and ε0 the permittivity of free space. A more detailed
derivation of this set of equations can be found in [2]. Gauss’s law expresses the continuity of the
electric field, whereas the equation (2.2b) confirms the solenoidal property of the magnetic field.
This means that all magnetic field lines are close to one another, implying that there are no magnetic
monopoles.
After the description of Maxwell and Navier-Stokes’s equations, MHD equations for an incompressible
fluid immediately follow. Firstly, there are the continuity equations for the charge conservation and
the fluid density

∇ · J = ∂ρc
∂t

= 0 (2.3)

∇ · (ρlU) = ∂ρl
∂t

= 0 (2.4)

Where ρl is the density of the fluid and U is its velocity field. The external charge distribution is
not considered

ρc = 0

Maxwell’s equations are now

∇ ·B = 0 (2.5a)

∇× E = −∂B
∂t

Faraday′s Law (2.5b)

∇×B = µJ Ampere′s Law (2.5c)

One can note that Gauss’s law is not regarded due to the absence of charge distribution in the system;
indeed, E originates from changes in the magnetic field. Considering again the equation (1.1), the
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Chapter 2 2.2. MHD Equations

Lorentz force FL = J × B is the volume force term appearing in the momentum conservation
equation of Navier-Stokes equations (2.1b).

ρl

(
∂U
∂t

+ (U · ∇)U
)
−∇ · (2µlEl) +∇pl = ρl(J×B) (2.6)

It is worth noting that the interaction between magnetic induction equation and Navier-Stokes
equations is determined by the fluid velocity U and Lorentz force.

2.2.1 Magnetic Induction Equation

For the derivation of the magnetic induction equation is worth following [2] and [6]. Assume that
there is an electric field and a magnetic field in the laboratory frame. The force per unit charge on a
charge q at rest in that frame defines the electric field, E. When the charge moves, the force owing
to the electric field remains

fs = qE

Nevertheless, an extra force qu×B emerges, which is utilized to define B. If a frame of reference in
which the charge is at rest (but moving with velocity U relative to the laboratory frame) is adopted,
the force on the charge can only be attributed to an electric field Er. The subscript r stands for
”relative to a moving frame” as shown in figure (2.1)

Figure 2.1: Observers in relative motion. Relative frame Sr moves with velocity U relative to the labora-
tory frame S

According to Newton’s second law the forces in the two frames are

f = q(E + U×B) Laboratory Frame (2.7a)
fr = qEr Relative Frame (2.7b)

The force described in equation (2.7a) is the complete expression of a force acting on a charge and it
is called again Lorenz force; indeed, it is the same force described in (1.1) but with the contemporary
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Chapter 2 2.2. MHD Equations

presence of an electric field [14]. The Newtonian relativity, which is all that is required for MHD
[6], allows matching the two forces

f = fr (2.8)

From (2.8) it is possible to write the electric fields in the two frames

Er = E + U×B (2.9)

The magnetic fields B and Br are equal (relativistic corrections apart)
In a conductor Ohm’s law states that the current density J is proportional to the force experienced
by the free charges for a conductor

J = σmE

Where σm is the electrical conductivity. Now, assume a conducting fluid and consider an electric field
measured in a frame moving with the velocity of the fluid U. Ohm’s law applies for a conducting
fluid too and can be recast as follows

J = σmEr = σm(E + U×B) (2.10)

The key point is the substitution of Ohm’s law (2.10) in Faraday’s law (2.2c)

∂B
∂t

= −∇× E Faraday′s law

= −∇×
[ J
σm
−U×B

]
= ∇×U×B−∇×∇×

(
B
σmµ

) (2.11)

Conjuring the vector identity for a curl of a curl

∇×∇× F = ∇(∇ · F)−∇2F

and recalling the solenoidal property for the magnetic field (2.2b) yield

∂B
∂t

= ∇×U×B−
���������
∇
(
∇ ·

(
B
σmµ

))
−∇2

(
B
σmµ

)

The final form follows
∂B
∂t

= ∇×U×B− 1
σmµ
∇2B (2.12)

Where µ is the magnetic permeability. If U = 0

∂B
∂t

= 1
σmµ
∇2B (2.13)

Equation (2.13) shares the canonical form of a diffusion equation.
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Chapter 2 2.2. MHD Equations

2.2.2 Boundary Conditions in MHD

Given an interface separating two media 1 and 2 shown in figure (2.2), it is always possible to write
the boundary conditions below with all the field quantities measured in any arbitrary reference frame
[11]

(E2 − E1)× n̂ = 0 (H2 −H1)× n̂ = Js (2.14a)
(D2 −D1) · n̂ = ρs (B2 −B1) · n̂ = 0 (2.14b)

Figure 2.2: Interface between media 1 and 2. n̂ is the unit normal vector

Where Js is the surface current on the interface and ρs is the surface charge density on the
interface. Moreover, D is the electric displacement field and H is the magnetic field

D = εE H = B
µ

Where ε is the electrical permittivity of a material and µ is the magnetic permeability of a material.
Equation (2.14) states that If there is a surface current, the tangential component of H jumps, and
the normal component of D jumps if there is a surface charge; the tangential component of E and
the normal component of B are continuous across the interface.
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Chapter 3

Steady Model With Magnetic Field

The electromagnetic model, presented in [19] and reported in the second part of this chapter,
represents the theoretic base of this manuscript. It originates from the integral model of the jet
wiping [15] which has been described below.

3.1 Integral Modeling of the Jet Wiping Process

Figure (3.1) shows the configuration considered in this 2D problem. A gas jet impinges on a liquid
film falling along a vertical plate which moves upwards.

Figure 3.1: Sketch of the jet wiping configuration: a liquid film bounded by an interface h = f(x, t) is
dragged along a plate moving at a speed Up, and it is impinged by a 2D gas jet released at a
speed Uj , from a slot of opening d located at a distance Z. [15]

The Navier-Stokes equations regulate liquid film flow under isothermal circumstances. The
continuity and momentum equations along x and y for a 2D incompressible flow with constant
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Chapter 3 3.1. Integral Modeling of the Jet Wiping Process

characteristics (density ρl, dynamic viscosity µl, and surface tension σ) are:

∂xu+ ∂yv = 0 (3.1a)
ρl(∂tu+ u∂xu+ v∂yu) = −∂xpl + µl(∂xxu+ ∂yyu) + ρlg (3.1b)
ρl(∂tv + u∂xv + v∂yv) = −∂ypl + µl(∂xxv + ∂yyv) (3.1c)

The subscripts l and g differentiate characteristics of the liquid and gas sides, respectively.
The wall at y = 0 and a moving interface at h define the film flow h(x, t). The no-slip and
non-permeability conditions are the wall’s kinematic boundary conditions:

U = (u, v) = (−Up, 0) for y = 0 (3.2)

The kinematic and dynamic boundary conditions at the interface are both present. As observed by
an Eulerian observer, the kinematic condition assures that the contact between the two fluids stays
continuous, namely the material derivative of (y − h) equals to zero:

D(y − h)
Dt

= ∂(y − h)
∂t

+ U∇(y − h) = 0

This condition reads:
v = ∂th+ u∂xh for y = h(x, t) (3.3)

The dynamic condition ensures that the force balance at the interface is maintained, which ultimately
determines the form of the interface. The normal n̂ and tangential t̂ directions, which are specified
by the unit vectors, are used to formulate this force balance.

n̂ = (−∂xh, 1)√
1 + (∂xh)2

t̂ = (1, ∂xh)√
1 + (∂xh)2

(3.4)

At the interface y = h(x, t), the force balance along these directions is

Along n̂ : n̂Tln̂− n̂Tgn̂ = σ∇n̂ (3.5)

Along n̂ : t̂Tlt̂− n̂Tg t̂ = 0 (3.6)

where ∇n̂ is the curvature of the interface, which for a 2D geometry reads:

∇n̂ = ∂xxh

[1 + (∂xxh)2]3/2 (3.7)

and
Tl,g = −pl,gI + 2µlEl,g

is the stress tensor in the two fluids. Here, I is the identity tensor, E is the strain of rate tensor
containing the symmetric (deviatoric) part of the velocity gradient. For the liquid film, in the 2D
configuration analyzed, it reads:

El = 1
2

∇U +∇UT

 = 1
2

2∂xu ∂xv + ∂yu

∂yu+ ∂xv 2∂yv

 (3.8)
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Chapter 3 3.2. The Simplified Steady State Solutions

Observing that n̂(−pI)n̂ = −p and n̂(−pI)t̂ = 0 the projection of (3.5) and (3.6) onto the unitary
vectors in equation (3.4) yields two scalar equations:

pg − pl + n̂(2µlEl)n̂− n̂(2µlEg)n̂ = σl∇n̂ (3.9a)
n̂(2µlEl)t̂− n̂(2µlEg)t̂ = 0 (3.9b)

Assume that gas pressure pg and the shear stress τg (the so-called wiping actuators) are known.The
tensor Eg is therefore replaced by

pg(x, t) = pg − n̂(2µlEg) (3.10a)
τg(x, t) = n̂(2µlEg) (3.10b)

For the liquid flow, introducing (3.4) and equations (3.10) in equation (3.9) yields

pl − pg(x) + 2µl
1 + (∂xh)2 [(∂yu+ ∂xv)∂xh− ∂yv − ∂yv − ∂xu(∂xh)2] + σl∂xxh

[1 + (∂xh)2]3/2 = 0 (3.11)

in the normal direction n̂, and

(1− (∂xh)2)(∂xv + ∂yu) + 2∂xh(∂yv − ∂xu) = 1
µl
τg(x) (3.12)

in the tangential direction t̂. The full set of equations for the jet wiping process is given by equation
(3.1) with the boundary conditions in equations (3.2), (3.3), (3.11) and (3.12).

3.2 The Simplified Steady State Solutions

For the derivation of the classical steady solution for the jet wiping problem, consider only the far
field conditions, namely the regions where the jet influence is negligible and the liquid film is flat.

3.2.1 Far Field Conditions

Examine a piece of the liquid film that’s distant from the impinging point. At x → ±∞, strictly
speaking. To get the steady solution, the interface is assumed to be steady (∂t = 0) and flat
(∂x ∼ 0), with no stream-wise pressure gradient (∂xpl = 0). The continuity equation and kinematic
boundary conditions imply that the flow is mono-dimensional (v ∼ 0) under these assumptions, and
the momentum equations in (3.1) simplify to:

0 = νl∂yyu+ g (3.13)

The cross stream momentum equation (3.1c) an the dynamic boundary conditions are now negligible.
equation (3.13) can be integrated twice to obtain the cross-stream velocity profile:

u(y) =
∫ ∫ g

νl
dy

dy = −1
2
g

νl
y2 + c1y + c2 (3.14)
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Chapter 3 3.2. The Simplified Steady State Solutions

From the boundary conditions: u(0) = −Up and ∂yu(h) = 0, the two integration constants are
c1 = gh/νl and c2 = −Up. The velocity profile becomes:

u(y) = −1
2
g

νl
y2 + g

νl
hy − Up (3.15)

Therefore, the flow rate per unit width can written

q =
∫ h

0
u(y) = 1

3
g

νl
h3 − hUp (3.16)

Setting Us = 0 restores the classic Nusselt film solution, whereas setting Us 6= 0 adds a plug flow
contribution. The film thickness h determines the relative significance of the descending section
(q > 0) and the withdrawn region (q < 0). Each dimensional variable is written as the product
of its dimensionless representation (marked with a hat •̂) plus a reference quantity (shown within
square brackets [•]) to scale both equations. It is as follows for equation (3.16):

q̂[q] = 1
3
g

νl
[h]3ĥ3 − [h]ĥUp (3.17)

Equation (3.17) is divided by [q] yielding:

q̂ = 1
3

g[h]3
νl[q]

ĥ3 −

Us[h]
[q]

 (3.18)

The reference quantities can now be chosen from two options. The most obvious option is to set
[q] = [u][h] = Us[h], which means using the plug flow rate as a reference flow rate. The second
dimensionless quantity inside the curly brackets in (3.18) becomes unitary, and the same may be
done for the first by adjusting the thickness scale [h]. As a result, this method is based on the
following reference quantities:

[h] =
√
νlUp
g

[u] = Up [q] = [h][u] =

√√√√νlU3
p

g
(3.19)

Eventually, the equations (3.15) and (3.16) become:

û(ŷ) = −1
2 ŷ

2 + ĥŷ − 1 q̂ = 1
3 ĥ

3 − ĥ (3.20)

It is worth mentioning a second scale option. This is done by using the dropping portion of the flow
rate (first term in equation (3.16) as a guide:

[q] = [u][h] = 3uN [h] = g[h]3
νl

(3.21)

Where uN = g[h]2/(3νl) is the Nusselt average velocity and [h] = hN is the Nusselt film thickness.
Now, the equation (3.20) can be rewritten:

û(ŷ) = −1
2 ŷ

2 + ĥŷ − Ûp q̂ = 1
3 ĥ

3 − Ûpĥ (3.22)

where Ûp = Up/uN is the dimensionless withdrawal speed.
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Figure (3.2) shows the admissible range of interest for equation (3.22). The flow rate equation
is shown on the left in figure (3.2a). The amount of liquid film descending is more than the
amount absorbed by the wall when ĥ > ĥc =

√
3, and the situation becomes non physical. Figure

(3.2b) shows the velocity profiles at h1 = 0.5, h2 = 1.5, and h3 = 2 (marked with 1, 2, and 3
correspondingly) and compares them to those at ĥ = 1 and ĥc =

√
3.

In the range 0 < ĥ < ĥc, it is clear that the decreasing flow rate (q̂ < 0) achieves a maximum
of q̂M = −2/3 for ĥ = 1, and that for every other flow rate, two potential film thicknesses exist:
a ‘thin’ one for ĥ < 1, and a ‘thick’ one for ĥ > 1. These solutions correspond to the final coat
thickness and the run-back flow thickness in the wiping process, which can only occur for ĥ >

√
2.

If the liquid interface is assumed to stay flat, every point on the curve 0 < ĥ < ĥc is a feasible
configuration in the event of no jet wiping, i.e. in the well-known 2D drag out problem.

Figure 3.2: Figure a): Liquid flow rate per unit width versus film thickness in dimensionless form (3.22).
Figure b): dimensionless velocity profiles (3.20) per unit thickness for three example points,
labeled as 1, 2, 3 in Figure a). [15]

Contrary to the Landau theory, which predicts a film thickness of ĥ =
√

3Ca, with Ca = Upµl/σ

as the capillary number, none of the flux-based methods account for surface tension or the dynamics
of the liquid meniscus produced at the bath.

3.3 Electromagnetic Model

For the derivation of the electromagnetic scheme that will be used in Elmer, the starting point is
the the simplified Navier-Stokes set of equations for the steady 1D Jet wiping model

∂xu = 0 (3.23a)

0 = −1
ρ
∂xpl + νl(∂xxu) + g − σmB2u (3.23b)

0 = −∂ypl (3.23c)

Where σm is the liquid zinc’s electrical conductivity or specific conductance, and B denotes the
magnetic field produced by the permanent magnets. The non-slip condition on the plate determines
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the boundary conditions:
u(0) = −Up for y = 0 (3.24)

and the dynamic conditions at the interface:

pl − pg(x) + σ∂xxh = 0 ∂yu = 1
µl
τg(x) (3.25)

Introducing (3.25) into (3.23b) and multiplying all the terms by ρ yield:

0 = −∂xpg(x) + σ∂xxxh+ µl∂yyu+ ρg − σmB2u (3.26)

Now, introduce non-dimensional quantities in (3.26)

0 = − [p]
[x]∂x̂p̂g + σ[h]

[x]3 ∂x̂x̂x̂ĥ+ µl
Up
[h]2∂ŷŷû+ ρg − σm[B]2UpB̂2û (3.27)

Define [B] as the maximum values of the magnetic field:

[B] = sup(B(x, t))

Introduce the ratio between the film thickness and the characteristic length in the streamwise direc-
tion

ε = [h]
[x]

and divide all the terms by (ρg):

0 = − [p]
[x]ρg∂x̂p̂g −

σ��[h]ε3

ρg[h]�32
∂x̂x̂x̂ĥ+ σUp

g[h]2∂ŷŷû+ 1− σm[B]2Up
ρg

B̂2û (3.28)

By considering

[p] = ρg[x] [τg] = µlUp
[h] [h] =

√
νlUp
g

the dimensionless form of (3.28) can be written as follows

0 = −∂x̂p̂g + ε3

Ca
∂x̂x̂x̂ĥ+ ∂ŷŷû+ 1−H2

aB̂
2û (3.29)

From the previous equation the capillary number is defined as Ca = µlUp/σ and weights the
importance of surface tension to viscosity; whereas, the Hartmann number Ha = (σm[B]2Up/ρg)1/2

compares the importance of electromagnetic force to the viscous force. The boundary conditions
(3.24) and (3.25) keep the same form:

û(0) = −1 for y = 0 ∂ŷû(ŷ) = τ̂g for ŷ = ĥ (3.30)

Regrouping the terms of (3.29):

0 = A1 + ∂ŷŷû+ 1−H2
aB̂

2û (3.31)

where
A1 = −∂x̂p̂g + ε3

Ca
∂x̂x̂x̂ĥ (3.32)
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The homogeneous solution plus the particular one of (3.32) is given by:

û(ŷ) = k1e
(HaB̂ŷ) + k2e

(−HaB̂ŷ) + A1 + 1
H2
aB̂

2
(3.33)

To determine the constants k1 and k2, it needs to add the boundary conditions from (3.30). After
some mathematical steps, the final equation is written below

û(ŷ) =


τ̂g/

(
HaB̂

)
+ sinh

(
ĥHaB̂

) (
1 + A1+1

H2
aB̂

2

)
cosh

(
ĥHaB̂

)
 sinh

(
ŷHaB̂

)
−cosh

(
ŷHaB̂

)(
1 + A1 + 1

H2
aB̂

2

)
+A1 + 1
H2
aB̂

2

(3.34)
The non-dimensional flow rate per unit width is obtained integrating the velocity profile in the
wall-normal direction: q̂ =

∫ ĥ
0 û(ŷ′) dŷ′

q̂ = τ̂g

H2
aB̂

2
+ A1 + 1
H2
aB̂

2
ĥ−


τ̂g/(HaB̂) + sinh(ĥHaB̂)

1 + A1+1
H2

aB̂
2


cosh(ĥHaB̂)


1

HaB̂
(3.35)
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Chapter 4

Elmer Environment

The testing campaign has been undertaken in Elmer which is a freeware software based on the finite
elements method. Before of describing the test cases realized on this software, it is worth presenting
Elmer’s functionalities, solvers, pre-and post-processing tools. For the drafting of this chapter and
further reading, the Elmer models collection [20] and solvers manual [21] can be consulted.

4.1 Overview

Elmer is a multiphysics finite element software package. It is, in essence, an open source software
program for solving partial differential equations. Elmer is a powerful method since it can work with
a large range of different equations that can be combined generically, and it allows users to change
existing solution procedures and thus create new solvers for equations of their own choosing [23]
Elmer main models present in the software and used in the simulations are:

• Electromagnetism: electrostatics, magnetostatics, induction;

• Fluid flow: the Navier-Stokes, Stokes and Reynolds equations;

• Level set method: Eulerian free boundary problems;

Elmer, like most CFD software packages, is made up of three key components: a pre-processor,
a solver, and a post-processor. There are individual executables that can be used together or
separately:

• ElmerGUI: graphical user interface (GUI) for Elmer;

• ElmerGrid: provides functionalities for the generation of simple meshes and conversion of
accepted file formats to the native format;

• ElmerSolver: the main part of Elmer, the solver;

• ElmerPost: simple GUI post-processor.
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Chapter 4 4.2. Models/Solvers

4.2 Models/Solvers

The following solvers, whose full description can be found in [20], have been used for the implemen-
tation of this project:

• FlowSolve solves the Navier-Stokes equations;

• FreeSurfaceSolver allows the specification of a boundary as a free surface, which can then
be solved in combination with the Navier-Stokes equations (FlowSolve).

• LevelSet fixes the interface as a zero level-set function of a higher dimensional variable. It is
an Eulerian descriptive technique;

• MagneticSolve solves the magnetic induction equation. The latter one describes interaction
between an applied or an induced electric field and a fluid (gas or liquid)

In order to solve linear and non-linear systems, Elmer includes several solution methods. These are
explained briefly according to [21]. The list below sums up the main ones:

• All basic element shapes in 1D, 2D and 3D with the Lagrange shape functions of degree k ≤ 2;

• Direct linear system solvers;

• Multigrid solvers for some basic equations;

• ILU preconditioning of linear systems;

• Time integration schemes for the first and second order equations;

4.2.1 Methods for Linear Systems

For the linear systems, there are two main categories: direct and iterative methods. It should
be remembered that the direct solvers’ performance is highly dependent on the sparse matrix’s
bandwidth. As a result, these routines often collapse miserably in 3D. For the direct methods, there
are:

• The Linear Algebra Package (LAPACK) collection of subroutines;

• The Unsymmetric Multifrontal Sparse LU Factorization Package (UMFPACK) set of routines;

In the iterative methods, there are two categories: the preconditioned Krylov methods and the
multilevel methods. The first ones can be used to solve both real and complex systems, and they
are:

• Transpose-Free Quasi-Minimal Residual (TFQMR);

• Generalized Minimal Residual (GMRES);
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• Generalized Conjugate Residual (GCR);

• Conjugate Gradient (CG);

• Conjugate Gradient Squared (CGS);

• Biconjugate Gradient Stabilized (BiCGStab);

• BiCGStab(l).

Concerning the multilevel methods, they let solve large linear systems. Two different multilevel-
method approaches are available in ElmerSolver:

• Geometric Multigrid (GMG)

• Algebraic Multigrid (AMG)

4.2.2 Methods for Non-Linear Systems

The non linearity problems can be met, for instance, when the Navier-Stokes equations are involved.
Regardless, the nonlinear equations are linearized by methods that depend on the used solver. For
example, for the Navier-Stokes ones, the used techniques are:

• Picard linearization

• Newton linearization

4.2.3 Time Discretization Strategies

Elmer discretizes the first-order time derivates by two methods:

• the Crank-Nicolson method

• the Backward Differences Formulae (BDF) of several orders

In the case of the first order BDF scheme, the adaptive time-stepping strategy may also be used.
Concerning the second-order time, it can be discretized by either using the Bossak method or
reformulating the second-order equations as equivalent systems of first-order equations.

4.3 Interfaces

There are two available versions of Elmer: NoGUI and GUI. Hence for ElmerNoGUI the user has to
call the software by the command line by calling the solver executable: ElmerSolver. The pre- and
post- processing executables, respectively, ElmerGrid and ElmerPost, can also be called from the
command line. By contrary, the ElmerGUI, used in this work, has a graphical user friendly interface.
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4.3.1 Graphical User Interface

ElmerGUI can accept many mesh formats and it can be used to edit an imported one. The figure
(4.1) represents the interface of the software.

Figure 4.1: ElmerGUI interface with a loaded mesh

There a lot of menu elements in this window, this short list describes the main ones:

• File allows the user to load a saved project or to start a new one by loading a mesh file. The
GUI’s definitions and the save buttons are also located in this menu;

• Help is the Help menu;

• Mesh allocates the mesh configuration buttons;

• Model allows the user to stipulate the model definitions. The Setup, Equation, Material,
Body force, Initial condition and Boundary condition sub-menus are located here. Defining
the parameters located inside each one of these sub-menus defines the model to be simulated;

• Run is used to start the solver or the post-processor (ElmerPost);

• Sif allows the generation of the Solver Input File (case.sif) based on the Model defined
properties. The user can also manually edit the Sif;

• View allows the user to set view preferences;

4.3.2 Solver Input File and ElmerGrid

The Solver Input File can be edited manually in order to add functionalities absent in the ElmerGUI,
such as solvers or methods for linear and not linear problems. A typical configuration of a Sif file is:
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• Header

• Simulation

• Constants

• Body

• Material

• Body Force

• Equation

• Solver

• Boundary Condition

• Initial Condition

Once the case.sif is written, the user can press the ”Start Simulation” to run it. In case of NoGUI
version, the Sif file can be called by Command line as:

1 E l m e r S o l v e r Test . s i f

Issuing this command runs the solver and it saves the results in the chosen directory. ElmerGrid
may be used to create the mesh, or it can be used to convert one of Elmer’s mesh acceptable input
files to a native Elmer mesh file. The information about ElmerGrid are in the respective manual
[22]. ElmerGrid is in charge of pre-processing and includes a rudimentary mesh generator and mesh
manipulation tool. It can read meshes created by other applications and edit and convert them
to a format that ElmerSolver understands. ElmerGrid supports many mesh formats. The user can
find them in the section ”Configure” in the menu Mesh. These formats can be converted using
ElmerGrid to Elmer’s native mesh format: .mesh.* . Since Gmsh has been used as software to
mesh the geometries of the test cases, the output format has been .msh. When the simulation has
concluded, the post-processing can be launched.

4.4 Post-Processing

The are two types of Elmer file produced as output for the post-processing: .ep and .vtu. The first
extension is for ElmerPost, that is enough for visualizing the results, nevertheless the developers
suggest using ParaView for a rapid and user friendly visualization.
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Figure 4.2: Typical ParaView interface
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Chapter 5

Level Set Method

This chapter describes the mathematical model used for the simulation of the interface movement
in Elmer. Being the problem multiphase, there is a contact surface between two fluids: zinc and air.
Nevertheless, this interface can show issues caused by the inaccurate mesh refinement or particles
generation and their subsequent separation from the interface.

5.1 Definition of the Interface

As suggested in [13], the starting point is to assume φ as an implicit function that describes the
domain interface, that is a point or a collection of them delimiting a certain region of space from
another.

φ : Ω→ R Ω ⊂ Rm (5.1)

Where Ω is the computational domain. The time dependent position of interface is defined as:

Γ(t) = {x ∈ Ω : φ(x, t) = 0} (5.2)

Equation (5.2) describes the locus of the points where this function φ goes to zero. For instance a
2D implicit function is φ(x) = x2 + y2 − 1, where the interface φ(x) = 0 is the unit circle defined
by ∂Ω = {x|x| = 1}. The interior region is the unit open disk Ω− = {x|x| < 1} and the exterior
one is Ω+ = {x|x| > 1}. In few words, this function specifies an interface between two fluids as in
figure (5.1).

5.2 Level-Set Function

After introducing the implicit function to describe an interface, a distance function can be defined.
There is an additional requirement for this kind of function:

|∇φ| = 1 (5.3)

This indicates that the function’s growth equals the minimum distance between the point and the
interface when measured at a certain moment. The distance function is defined as:

d(x) = min(|x− xc|) (5.4)
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Chapter 5 5.2. Level-Set Function

Figure 5.1: Implicit representation of the curve x2 + y2 = 1.[17]

Where xc are the points belonging to the interface (where the interface function goes to zero) and
x is a generic point of the domain Ω. Obviously, d(x) = 0 indicates points on ∂Ω.

/

Figure 5.2: xc is the closest interface point to x and y.[17]

Hence, by using the distance function, the definition of a signed distance function results.

|φ(x)| = d(x) (5.5)

For all the points of the domain x. The signed distance function is defined as
φ(x) = −d(x) over Ω−

φ(x) = 0 over ∂Ω
φ(x) = d(x) over Ω+

(5.6)

Elmer’s level-set equation (5.6) is computed using a signed distance that takes the norm of the
distance concerning a defined interface location and multiplies it for the signed distance.

φ0(x) = −sgn(x− xc)||x− xc||2 (5.7)
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From (5.7) the positive values are inside and negative ones are outside; all of the properties of the
distance functions, including the one represented in equation (5.3), are shared by this new collection
of functions. This feature, however, only applies to locations that are equidistant from one point of
the interface. That property no longer holds when there are two or more points of zero isocontours
with the same distance from a domain point, particularly when the derivatives of the signed distance
function are estimated using a discretised approach; this becomes an issue.
Furthermore, the level-set function φ corresponds to class C0 in the worst-case scenario. Although
the signed distance function is always continuous and differentiable, its initial derivatives may have
discontinuities in their values, making it non-differentiable.
The level-set methods just add dynamics to signed distance functions; as a result, an implicit
interface transforms into a moving object that evolves over time.

5.3 Advection of The Level-Set Function

Assume that the velocity U(x) is known for every point x of the implicit surface φ(x); all the
points on the surface move with this velocity. The simplest way to do this is to solve the ordinary
differential equation (ODE):

dx
dt

= U(x) (5.8)

for every point x on the front, that is for all x with φ(x) = 0. For sure, this is the Lagrangian
approach and it means discretising the front, formed by an infinite number of points. Such discreti-
sation can be lead by using segments in 2D or triangles in 3D (front tracking method). However,
substantial boundary element distortion is likely to occur, resulting in rapid degradation of the re-
sults. This problem may be bypassed by implementing a periodic adjustment of the interface’s
discretisation to keep it smooth and regular; however choosing a new discretisation is not easy,
making it difficult to implement.
To avoid problems with instabilities, deformation of surface elements, and complicated surgical pro-
cedures for topological repair of interfaces [17], the implicit function φ is used to represent the
interface and evolve the same one in time through an equation. This approach is called: Eulerian
perspective. Namely, it is the method of developing the entire signed distance function field through
an equation, and the law employed is the so-called transport equation. Hence, the level-set equation
is the Eulerian advection equation of the interface φ, which, integrated in time, gives the surface
motion.

φt + U · ∇φ = 0 (5.9)

This approach for the interface evolution is called Eulerian since the interface is captured by the
implicit function φ instead of being tracked by single interface elements as the Lagrangian formu-
lation does. The velocity field U is defined on all over domain containing grid nodes because it is
complicated to have a velocity just on the interface.
However, for the numerical interest, it is sufficient to define the velocity in a band containing the
interface (φ(x) = 0). The thickness of this band is ε. It should be significantly bigger than ∆x of
the grid to get a good approximation of the velocity near the interface and minimise the variation
in the velocity field.
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As already mentioned, the velocity U of the equation (5.9) is that one of the domain,i.e, from the
Navier-Stokes equations (2.1). In studied problem φ of the level set indicates an interface separating
two different incompressible fluids. The sign of φ is used to identify which gas or liquid occupied
which region, i.e., to determine the local equation of state.

However, since the advection equation (5.9) is not physical, problems with the volume and mass
conservation may occur. The correction, brought by Elmer [20], has no physical basis, but it may be
argued that a consistently small update of the level set function has a minor effect in overall results.

dφ = V0 − V
A

where V0 is the initial volume, V is the volume at time step t and A is the free surface length at
time step t.

5.4 Fluid Properties

The information provided by the level-Set function (5.7) is useful to define the fluid properties like
density and viscosity in the domain. They depend on the location of the interface Γ(t) and the
curvature k of the latter one leaning on the interface function φ
For instance, the density ρ and dynamic viscosity µ functions in the domain are

ρl,g(x) = ρg + (ρl − ρg)θ(φ(x))
µl,g(x) = µg + (µl − µg)θ(φ(x))

(5.10)

θ(φ(x)) is a smooth equation such as a hyperbolic tangent

θ(φ(x)) = 1
2

[
1 + tanh

(
π
φ(x)
E

)]
(5.11)

where E is a smooth parameter consistent with grid dimension ∆x.

5.5 Surface Tension Force

It is worth mentioning some tricks about the computation of the surface tension force in Elmer as
mentioned in [20]. In the Eulerian approach to the free surface problems, the surface tension force
must be smeared out to a volume force within a narrow band from the interface. The transformation
is achieved by using a regularised delta function:∫

Γ
σk dΓ =

∫
Ω
σkδ(φ)∇φ dΩ (5.12)

Where σ is the surface tension coefficient and k is the curvature of the interface given by

k = ∇ · ∇φ
|∇φ|
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Nevertheless, in the FEM approach, the surface force cannot be estimated directly since it involves
three derivatives of the level set function. Thereby, an additional equation for the curvature k must
be solved

k − ck∇2k = ∇ · ∇φ̃ (5.13)

Here, ck is an ad hoc diffusion coefficient that may be used to smooth the resulting curvature field
k so that it could avoid the born of sharp corners. ∇φ̃ is the normal at the interface from which the
surfaces fluxes are evaluated. Hence, Elmer first computes k and then multiplies it for the gradient
of φ to avoid the computation of the third derivative and limiting it to a second one.
Eventually, surface tension can be used as a volume force in the flow equations once the level-set
function and associated curvature have been determined. However, in the model realized in this
project, the absence of the surface tension has been assumed.

5.6 Reinitialization

The reinitialization of the level-set is lead periodically [4] in order to avoid the steepening and
flattening effects. One can stop the calculation at any point in time and reset the other isocontours
so that φ is again initialised to a signed distance function. To achieve that, a straightforward
routine is restricting the calculations of the interface motion and reinitialising it to a small band
of points near φ = 0 isocontour. Thereby, only the isocontour φ = 0 needs to stay well behaved;
conversely, in a standard numerical method, it is supposed that the solution will stay behaved until
the final solution is computed. The reinitialization techniques attempt to improve mass or volume
conservation because the level set methods, as mentioned above, tend to lose mass in underresolved
flow regions.
2D reinitialization in Elmer may be readily accomplished using a geometric method [20]. To create
the zero level-set, first, it needs to go through all of the elements and locate the line segments that
make up the zero level-set. After that, a brute-force search is used to find the shortest distance
between all of the nodes. If there are N nodes and M line segments, the search procedure is N×M ,
which is a reasonable complexity for small situations but might be computationally expensive in larger
ones.
It is reasonable to suppose that the line segments will follow the flow, generating an on-the-fly
Lagrangian mesh in the process. As a result, when the velocity field is supplied, it is also feasible to
advect the line segments because for every node r = r + Udt. The shortest distance is calculated
after the advection. The sign of the distance is inherited from the original level set function when
there is no advection. When the level-set is also convected, however, the sign must be inferred from
the geometric data. In the present approach, each line segment has a flag that indicates where
the fluid of interest is placed on the element. The right sign is then given based on the directional
information.
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Chapter 6

Steady Model Without Magnetic Field

In the light of level-set explication, a first test case has been realized. This is the steady model
without a magnetic field for the zinc liquid film and it validates what has been explained in the
chapter 3 where the integral model [15] has been reported.

6.1 Domain

The original domain, taken from [16], is rectangular, as shown in figure (6.1); the two main lengths
are

Ly = 12300h Lx = 7.5h

Figure 6.1: Schematic of the flow configuration used for validation purposes in Elmer: flow domain and
zoom on the near-wall mesh in [16]

Nevertheless, these magnitudes used in [16] are excessively disproportionate for the meshing and
the computation in Elmer for any value of h; thereby, by keeping the concept of streamwise direction
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larger than the wall-normal’s one: Lx << Ly, it has been advantageous to opt for dimensions more
feasible in Elmer and independent of h.

Ly = 0.02 m Lx = 0.001 m

6.2 Meshing

Gmsh, a freeware software, has been used for the meshing of the interest region. As the first step,
the geometric characteristics in the section ”Geometry” have been created, as in figure (6.2)

Figure 6.2: Geometry of the domain realized in Gmsh

Once the region’s surface has been built, the boundaries have been specified. These are easily
set through the section ”Physical groups”; in this case, they are four.
The meshing is specified in ”Mesh”→”Transfinite”→”Surface” where it is possible to specify the
limits of the mesh and eventually, the number of elements on each side (six sides in total) can be
chosen by the box named ”Curve” in the same decision tree. The final mesh is of structured type;
the interest area, i.e., the liquid zinc part of the domain, has been refined instead of the air zone
preserved coarser as in figure (6.3).
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Figure 6.3: Different meshing in the domain: zinc area presents a finer mesh compared to air region

Actually, the position of the interface zinc-air is not exactly at h according to [16]. This is due
to the fact that the level-set is involved for the liquid film. This method does not allow to specify
precisely the interface, hence the need for a smoothing region which has been placed at a distance
of 2h. Known various ĥ from [15], it is easy to compute h for each one thanks to the dimensionless
representation presented in chapter 3

h = ĥ[h] = ĥ

√
νlUp
g

Up = 0.5 m/s g = 9.81 m/s2 νl = 4.461 · 10−7 m2/s

(6.1)

Table (6.1) illustrates the position of the interface in the mesh for different values of ĥ

ĥ h = ĥ[h] 2h
0.5 7.5 · 10−5 m 1.5 · 10−4 m

1 1.5 · 10−4 m 3 · 10−4 m

1.5 2.25 · 10−4 m 4.5 · 10−4 m

Table 6.1: Computation of the interface position in the mesh

Concerning the number of elements used for the meshing, it has been useful to start with a certain
amount of elements and, afterwards, an independent mesh study has been realized to individuate
the right quantity that did not affect any result.
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Figure 6.4: Schematic of the distribution of the elements in the mesh

6.3 Test Case Description

Once the mesh has been realized, it has been upload by the command ”Open” in Elmer to start the
next definition of the simulation parameters.

Figure 6.5: Opening of the mesh in Elmer

To facilitate the comprehension of the file.sif in Elmer, its every section has been reported. Some
elements are default and have not been changed to ensure convergence; many suggestions have
come from the Elmer community. The full file has been inserted in Appendix 11.
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6.3.1 Simulation Set-Up

Concerning the time length of the simulation, the time step size is 0.01 s and the number of time
steps is 10000. Thus, the total computational time has been

T = 0.01× 10000 = 100 s

If a simple transient simulation had been kept, divergence issues would have occurred; thereby, an
adaptive time step has been applied to avoid numerical problems with the level set.
As [21] explains, the adaptive time-stepping is achieved by first solving the system with a trial time
step, then comparing the results with two-time steps that are half the duration of the trial time step.
The usage of the trial time step is acceptable if the difference between the findings is determined to
be modest enough. Otherwise, a new trial time step is defined by splitting the previous trial time
step into two equal-length steps and then repeating the operation. Any times step has to respect
the CFL condition to avoid numerical instabilities.

CFL = U∆t
∆x < 1 (6.2)

The CFL has been fixed to assure the stability conditions was respected. Moreover, based on the
characteristic valued of the spatial mesh and the characteristic velocity of the system, it has been
possible to define a time step ∆t and thanks to the adaptive time-stepping technique, the latter one
could change.

CFL = 0.5 U = Up = 0.5 m/s ∆x = 6.4 · 10−7 m

According to the Elmer manual [20], the CFL condition can be applied just for the level set
solver since it is not provided for other solvers. Increasing the actual CFL value has not presented
substantial results, while its decrease has led to divergence.
The discretization method for the time derivatives is backward differences formula (BDF) and it is
second order. In general, a BDF is used to solve an initial value problem like

dy

dt
= f(t, y) y(t0) = y0

By defining with n the order of the BDF and p the time step size tn = t0 + np, the general BFD
formula is

s∑
k=0

akyn+k = pβf(tn+s, yn+s) (6.3)

BDF is implicit and needs the resolution of the non-linear equation for each step because f is
evaluated for the unknown yn+s, a and β are chosen to assure the reach of the maximum grade s.
Thus, the BDF of second order used in Elmer is:

yn+2 −
4
3yn+1 + 1

3yn = 2
3f(tn+2, yn+2) (6.4)

The example above has been taken from [1]. The non-linear equations, as declared in chapter 4,
are solved in Elmer by using Picard Iteration or Newton iteration.
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6.3.2 Body Forces

According to [16] the only body force is the gravitational one whose value and direction have been
written in the section ”Body Force” of the decision tree diagram. As one can see in figure (6.1),
the direction is along y downwards.

6.3.3 Initial Conditions

In the initial condition section, the free surface for the level set has been defined, namely, the implicit
function φ depending on the wall-normal coordinate x. Once it has been included in Elmer, the
level set computes the function φ0 and transports it in time using (5.9) whose velocity is from the
Navier-Stokes equation. The interface is located at h computed in (6.1) and is defined as a surface
variable in Elmer, called tx. In the code (11), tx is the wall-normal coordinate x, h is ĥ and h1
is [h]. Regarding the velocity field, the only non-zero velocity is along the streamwise direction y;
nevertheless, since the equation (3.15) is defined in a different reference scheme, as visible in figure
(6.1), it has been adapted according to that one used in this simulation. To get it, the boundary
conditions and the momentum equation (3.13) have been rewritten

v(0) = Up ∂xv(h) = 0 (6.5)

0 = νl∂xxv − g (6.6)

Now, by integrating twice equation (6.6), the cross-stream velocity profile can be obtained

v(x) =
∫ ∫ g

νl
dx

dx = 1
2
g

νl
x2 + c1x+ c2 (6.7)

and by using the new boundary conditions (6.5) the coefficients c1 and c2 can be determined

c1 = − g
νl
h c2 = Up

Thus, the cross-stream velocity profile is

v(x) = 1
2
g

νl
x2 − g

νl
hx+ Up (6.8)

6.3.4 Material

The surface variable computed above is used to define the fluid properties: density and dynamic
viscosity. To ensure a smooth evolution of these variables, the hyperbolic tangent (5.11) has been
inserted in equation (5.10) according to the level set free surface and the whole equation has been
provided to Elmer. E, appearing in (5.11), is the smooth coefficient and should be larger than ∆x
grid dimension.

E = 1 · 10−5

∆x = 6.4 · 10−7
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Figure (6.6) displays the density function’s trend for three different values of E. Actually, different
E parameters have been tested, particularly for E > 10−4 some divergence problems have occurred
with the increasing of h, nevertheless only one has guaranteed a good smoothing and the convergence
of the simulation.

Figure 6.6: Influence of the parameter E. ρ refers to the density function ρl,g

Table (6.2) resumes the parameters used in Elmer

Elmer V ariable V alue

rhoP lus ρl 6500 kg/m3

rhoMin ρg 1 kg/m3

muPlus µl 0.0029 Pa · s
muMin µg 1 · 10−5 Pa · s

Table 6.2: Names of the parameters employed in Elmer

Moreover, the advection speed term has been imposed as level-set velocity; thereby, it has been
matched with the velocity of the initial conditions for Navier-Stokes equations. The last parameter
concerning the level-set is called in Elmer bandwidth bw and indicates the value at which the viscosity
is smeared out, that is, no longer considered.

6.3.5 Solvers

Four solvers have been used

• two for level-set: free surface and reinitialization.
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• one for Navier-Stokes

• one for post-processing

The full equations system, solved by Elmer, is presented, as follows
∇ ·U = 0 Mass conservation equation

ρl,g
(
∂U
∂t

+ (U · ∇)U
)
−∇(2µl,gEl,g) +∇pl,g = ρl,gfext Momentum equation

∂φ
∂t

+ U · ∇φ = 0 Level − set equation

Figure (6.7) shows the execution order of the solvers in Elmer

Figure 6.7: Order of equations resolution in Elmer

For level set and Navier-Stokes, umfpack has been used as a direct method for linear system
resolution; indeed, both equations are linear. However, the convection term (U · ∇)U of the
momentum conservation equation (2.1b) is nonlinear and must be linearized for the computing of
the solution. There are two linearization methods of the convection term in Elmer: Picard (first-
order) and Newton (second-order).

(Un+1 · ∇)Un+1 ≈ (Un · ∇)Un+1 Picard iteration

(Un+1 · ∇)Un+1 ≈ (Un · ∇)Un+1 + (Un+1 · ∇)Un − (Un · ∇)Un Newton iteration

Where Un is the velocity vector from the previous iteration, Newton method has been chosen
because Picard’s one is slower in achieving the solution with computational times extremely huge.
Nevertheless, although Newton is a second order method, a good initial guess for velocity and
pressure fields is required.
Eventually, the reinitialization for the level-set, described in the chapter 5, can be fitted; indeed, it is
possible to decide the interval how often it is done, ” Reinitialize Interval” in Elmer, and how often
the zero level-set φ(x) = 0 is extracted (”Extract Interval”).
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Chapter 6 6.3. Test Case Description

6.3.6 Boundary Conditions

As depicted in figure (6.1), the interested domain has four boundaries; a boundary condition on
each side according to the numerical case in [16] has been imposed. The main issue was to assure
the mass flow conservation without any leak of the zinc film; this was achieved through a specific
combination of the boundary conditions for Navier-Stokes since there are no specific ones for the
level set solver. Particularly, this scope has been reached by adjusting the boundary conditions only
on velocity terms. Homogeneous Dirichlet and Neumann boundary conditions either only on pressure
or on the whole pressure and velocity have not been produced the expected results determining leaks
in the liquid film.

Wall

Homogeneous Dirichlet boundary conditions have been applied for the two velocity components

U · n̂ = 0

it means writing in Elmer
u = 0
v = 0

Moving Wall

The velocity for the wall in the streamwise direction has been specified, whereas a homogeneous
Dirichlet condition has been applied for wall-normal.

u = 0
v = Up

Inlet and Outlet

A homogeneous Dirichlet condition has defined the wall-normal velocity

u = 0

Indeed, for the streamwise velocity, no numerical quantity has been written. This means a homoge-
neous Neumann boundary condition implicitly or also called natural condition.

∂v

∂x
· n̂ = 0

Figure (6.8) sums up the initial and boundary conditions applied for the current test case.
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Chapter 6 6.4. Post-processing

Figure 6.8: Schematic of the initial and boundary conditions applied in the model

6.4 Post-processing

The velocity of the moving wall is Up = 0.5 m/s, since a higher speed has led to unacceptable results
compared to those expected in the reference paper [16] and has brought divergence issues. Once
the simulation with the case.sif, defined above, has been launched, Elmer could replicate the results
found in [15]. Figure (6.9) displays the comparison between Elmer’s computation and the results
given by the velocity profile computed in [15], which have been processed in Matlab by providing
equation (6.8).

Figure 6.9: Dimensionless velocity profiles per unit thickness for three ĥ values, labelled as 1.5, 1, 0.5
compared with ones from [15]
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Chapter 6 6.4. Post-processing

Regarding figure (6.9), one can note the different orienting axes due to the distinct reference
system and the exact superposition between Elmer’s results and those from the paper already men-
tioned. Matlab’s code is in Appendix 11.
As already said before, a smooth change for the fluid properties is needed in Elmer, because it is
impossible to have a steep variation of these characteristics between the inside and the outside of
the liquid film. Thereby, a hyperbolic tangent function (5.9) for the evolution of the density and
dynamic viscosity over the interface has been used as shown in figure (6.10)

(a)

(b)

Figure 6.10: Figure (a) the liquid and gas distribution in terms of density where zinc film has a density
ρl and air has a density ρg; figure (b) shows the density function ρl,g described over the
interface
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Chapter 6 6.5. Independent Mesh Study

6.5 Independent Mesh Study

An independent mesh study has been carried-out to define the best mesh in terms of the lowest
Euclidean norm L2

e and to save computational time.

L2
e =

∑N
i=1[φE(xi)− φM(xi)]2

[φE(xi)]2

Where N is the number of nodes xi that constitute the velocity vectors in the streamwise component
v(x), φE is the same velocity vector computed in Elmer and φM is that one computed in Matlab
according to the model case in [15]. Table (6.3) resumes the results of this study, where N denotes
the elements along a + c and M those in b as shown in figure (6.4); since the air region is not
interesting from a computational point of view, the number of elements for the discretization has
been kept: c = 50, whereas the amount in the liquid zinc region has been increased. Moreover, it
has not been possible to raise N > 350 and M > 700 due to memory problems in Elmer for this
domain.

N ×M 600 650 700
250 3.99 · 10−7 2.67 · 10−7 2.17 · 10−7

300 2.64 · 10−7 2.83 · 10−7 3.03 · 10−7

350 3.96 · 10−7 4.71 · 10−7 4.58 · 10−7

Table 6.3: Computation of the Euclidean norm L2
e for different meshes

One can identify the best combination of elements in 250× 700
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Chapter 7

The Hartmann Problem

Before explaining the effects of a magnetic field on the liquid film, it is worth describing a typical
MHD problem. The Hartmann problem example has been taken from [11] and is at the base of
the theory behind the electromagnetic control for the jet wiping process. The interaction between
the velocity field of an electrically conductive fluid and an applied external magnetic field generates
an electric current. In turn, the interplay between the current and the magnetic field produces the
Lorentz force which, acting downwards, pushes the fluid down.
This example is essential to understand how implementing an MHD problem in Elmer. In particular,
the chapter shows the accuracy of Elmer’s computation by the comparison between Elmer’s resolution
and that one presented [11] for the same Hartmann problem. The effects on the velocity field,
described above, have not been considered.
To simplify the writing of the equation in terms of length, the notation (•),i with i = (x, y, z) has
been used to indicate the partial derivative of the variable (•) with respect to direction i.

7.1 Problem Description

There is an electrically conductive, viscous and incompressible fluid between parallel plates with an
applied transverse steady and uniform magnetic field Be = [0, B0]. The flow has been assumed to be
fully developed and in presence of a constant pressure gradient along the x direction (∂pl/∂x = con).
The channel extent in the z direction is much greater than that one in the y direction so that no
variations occur along z. σm is the electrical conductivity, µ is the magnetic permeability and µl is
the dynamic viscosity for the fluid. The problem described above is taken from [11].
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Chapter 7 7.1. Problem Description

Figure 7.1: The physical domain of the Hartmann problem.

7.1.1 Magnetic Induction Equation

Elmer solves the magnetic induction equation which describes the interaction of a conductive liquid
or gas with applied or generated magnetic fields. Hereunder, a second way to ensue this equation,
with respect to that one reported in chapter 2, has been described.
Start from the Ohm’s law (2.10) J = σm(E + U× B) and replace the right member of the Ohm’s
law with the Ampere-Maxwell’s one: ∇×H = J

∇×H = σm(E + U× B) (7.1)

Afterwards the curl operator is applied to (7.1):

∇× (∇×H) = σm∇× (E + U× B) (7.2)

Now, H is replaced with the constitutive equation: B = µH and the identity vector operation can
be used:

1
µ
∇×∇× B = 1

µ
∇(∇ · B)− 1

µ
∇2B (7.3)

By knowing that the induced magnetic field is a solenoidal vector field ∇ · B = 0, one can delete
the first term on the equation’s left hand.

�����∇(∇ · B)
σmµ

− ∇
2B

σmµ
= ∇× E +∇× (U× B) (7.4)

Eventually, by employing the Faraday’s law: ∇×E = −∂B
∂t

, the final form of the magnetic induction
equation can be written:

∂B
∂t
− 1
σmµ
∇×∇× B−∇× (U× B) = 0 (7.5)

The magnetic flux density induction equation is always coupled to the Navier-Stokes equation by its
velocity term (U) of the fluid. In turn, the magnetic field produces the Lorentz force which appears
as volume force in the Navier-Stokes momentum equation (2.1b).

FL = J× B (7.6)
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7.2 Elmer Method

Taking advantage of the linearity of equation (7.5), in Elmer each term of the magnetic induced
flux B in the magnetic induction equation is read as

B = Bi + Be

where the first element is the induced magnetic component in the fluid and the second one is the
external magnetic field (produced by an external magnet).

∂(Bi + Be)
∂t

− 1
σmµ
∇×∇× (Bi + Be)−∇× [U× (Bi + Be)] = 0 (7.7)

The external magnetic field may be defined in the material section. In this case Be is applied along
y as in figure (7.1). By considering figure (7.2) and the physical properties listed in table (7.1), the
external magnetic field can be computed by the definition of Hartmann number in [11]

Ha = b

2Be

√
σm
µl
→ Be = Ha

b
2

√
σm

µl

= 0.0134 T

Ha 15
b/2 0.015 m
σm 1.6 · 107 S/m

µl 0.0029 Pa · s
µ 1.2 · 10−6 N/A2

ρl 6500 Kg/m3

Table 7.1: Physical values adopted in the simulation

Moreover, Elmer assumes that the sources of the external field are outside the flow region, i.e.:

∇×Be = 0

Thereby, in this problem the equation (7.5) can be expanded as:B
i
x,t + Bi

x,xx+Bi
x,yy

µσm
− ∂y(uBy −���vBx) = 0

Bi
y,t + Bi

y,xx+Bi
y,yy

µσm
− ∂x(���vBx − uBy) = 0

(7.8)

Where the term v has disappeared since the flow develops only in the x direction.B
i
x,t + Bi

x,xx+Bi
x,yy

µσm
− ∂y[u(Bi

y +Be
y)] = 0

Bi
x,t + Bi

x,xx+Bi
x,yy

µσm
+ ∂x[u(Bi

y +Be
y)] = 0

(7.9)

After the expansion of the derivatives and by considering asymptotic conditions, the equation (7.9)
can be recast as 

Bi
x,xx+Bi

x,yy

σmµ
− u,yBi

y − uBi
y,y − u,yBe

y = 0
Bi

y,xx+Bi
y,yy

σmµ
+ uBi

y,x = 0
(7.10)
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Chapter 7 7.2. Elmer Method

Hence, from (7.10), Elmer computes the induced magnetic flux density Bi, then the induced mag-
netic field Hi can be obtained by the relation

Hi = Bi

µ

Besides, from the Ampere’s law the induced current J results:

J = ∇×Hi = 1
µ


Bi
z,y −Bi

y,z

Bi
x,z −Bi

z,x

Bi
y,x −Bi

x,y

 (7.11)

Nevertheless, from the previous hypothesis, the current density is the only obtained component Jz
since there is no magnetic field contribution in z

Jz = 1
µ

�
��Bi
z,y −�

��Bi
y,z

�
��Bi
x,z −�

��Bi
z,x

Bi
y,x −Bi

x,y

 = 1
µ

(Bi
y,x −Bi

x,y) (7.12)

Eventually, by knowing the current density, Elmer computes the Lorentz force (7.6)

FLx = −Jz[(Bi
y,x −Bi

x,y) +B0] (7.13)

This magnitude appears as a volume force term in the Navier-Stokes flow momentum equation
(2.1b).

7.2.1 Geometry and Meshing of the Domain

According to the example described in [18], the domain, illustrated in figure (7.2), has been assembled
in Gmsh

Figure 7.2: Geometry adopted for the Hartmann Problem

Concerning the mesh, it is unstructured and with a number of elements

a = 180 b = 30

According to the geometry depicted in figure (7.2). Figure (7.3) displays a portion of the unstructured
mesh.
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Chapter 7 7.2. Elmer Method

Figure 7.3: A portion of the unstructured mesh realized in Gmsh and plotted in ParaView

7.2.2 Initial Conditions and Boundary Conditions

As done for the geometry, the numerical data of the variables have been taken from [18], the imposed
velocity is

U = (u, v) = (0.0015, 0) m/s

In the section ”Initial condition”, it has been possible to define the values of the dependent variables
in the whole domain at t = 0 s.

u = 0
v = 0

The equations system resolved by Elmer is presented, as follows
∇ ·U = 0 Mass conservation equation

ρl,g
(
∂U
∂t

+ (U · ∇)U
)
−∇(2µl,gEl,g) +∇pl,g = ρl,gFL Momentum equation

∂B
∂t
− 1

σmµ
∇×∇× B−∇× (U× B) = 0 Magnetic induction equation

Regarding the boundary conditions in Elmer, each side has a specific boundary value

Inlet

Dirichlet conditions for the velocity components u and v have been chosen
u = 0.0015 m/s
v = 0

Walls

A homogeneous Dirichlet condition for U has been elected by setting no slip wall as reported below
u = 0
v = 0
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Chapter 7 7.2. Elmer Method

Moreover, the induced magnetic field Bi has a zero value at the border (homogeneous Dirichlet)
in the two directions.

Bi
x = 0

Bi
y = 0

This means, according to what said in 2.2.2, that the induced magnetic flux normal component
(Bi · n̂) does not change between the two means (zinc/air).

Outlet

The value for the velocity component along y has been specified

v = 0

This implies a homogeneous Neumann condition for the component along x

∂u

∂y
· n̂ = 0

When there is no boundary value for the induced magnetic field Bi, a homogeneous Neumann
condition is assumed automatically by Elmer

∇Bi · n = 0

This means, according to what said in 2.2.2, that the induced magnetic field tangent component
(Hi × n̂) is equal to less than a jump due to a possible surface current (Js) determined by mag-
netization M. Since the condition is homogeneous, no current is present on the border [3]. Figure
(7.4) resumes the used initial and boundary conditions. The full script of the simulation is available
in the appendix 11

Figure 7.4: Initial and Boundary Conditions applied in Elmer

Actually, the induced component Bi is much smaller than B0 and can be neglected, as has been
stated and demonstrated below. Nevertheless, Elmer considers both components.
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Chapter 7 7.3. Book Method

7.3 Book Method

It is worth writing the equation (7.5) in its dimensionless form. To get it, one has to introduce the
dimensionless variables

B̂ = B
B0

t̂ = t
U0

L
r̂ = r

L

Where r is the coordinates vector, L is the characteristic length and U0 is the characteristic velocity.
Thus, equation (7.5) can be recast as

∂B̂
∂t̂

= 1
Rm

∇̂ × (∇̂ × B̂) + ∇̂ × (Û× B̂)

which indicates the significance of the magnetic Reynolds number Rm

Rm = U0Lσmµ

Where the first term on the right side is a diffusion term and the second a convection. The main
hypothesis, lead in [11], is to assume that the magnetic Reynolds (Rm) is much lower than one,
since the problem is on a laboratory scale.

Rm << 1

Thus, being the external magnetic field uniform and steady and thanks to the hypothesis mentioned
above, it is easy to demonstrate that the magnetic induction field is negligible compared to the
external one thanks to the definition of Rm as the ratio between the magnetic convection and the
magnetic diffusion

Rm = ∇̂ × (Û× B̂i)
∇̂ × (∇̂ × B̂i)

<< 1

By knowing Be = (0, B0) and the boundary conditions,

u = 0 y = ±y0

from the momentum conservation equation in x

∂pl
∂x
− µl

d2u

dy2 + σmuB
2
0 = 0 (7.14)

the velocity in the x direction can be computed

u = y2
0

H2
a

1
µl

∂p

∂x

(
cosh(Hay/y0)

coshHa

− 1
)

Then, the current can be computed by matching the equation above in the Ohm’s law:

J = σm(E + U×B)

where the applied electric field E has not been considered

Jz = σmB0u = σmB0
y2

0
H2
a

1
µl

∂p

∂x

(
cosh(Hay/y0)

coshHa

− 1
)

(7.15)
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Afterwards, from the integration along y of equation (7.15), the induced magnetic field Hi results

H i
x = y0

Ha

∂pl
∂x

√
σm
µl

(
y0 sinh(Hay/y0)
Ha cosh(Ha)

− y
)

(7.16)

It is clear that the induced magnetic field has just one component. Eventually, the Lorentz force
has been calculated as the superposition of the component determined by Be and that one by Bi

thanks to the linearity of the magnetic induction equation

FLx = F e
Lx

+F i
Lx

= Jz(Be+Bi) = σmuB0

[
B0 + µ

y0

Ha

∂pl
∂x

√
σm
µl

(
y0 sinh(Hay/y0)
Ha cosh(Ha)

− y
)]

(7.17)

7.4 Matching Between Elmer and the Book

As result of the simulation, the accordance between the induced magnetic field component Bi (7.12)
computed in Elmer and that one from equation (7.16) according to [11] has been displayed in figure
(7.5)

Figure 7.5: The accordance of the induced magnetic field Bi between Elmer and the book results

Figure (7.6) displays the comparison between the two components of the Lorentz force of the
equation (7.17), which considers Be and Bi.
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Figure 7.6: Difference between the two components of the Lorentz force: inner Lorentz force (Fi
L) and

outer Lorentz force (Fe
L)

It is clear that the hypothesis of neglecting the induced magnetic field component has been
confirmed. Eventually, figure (7.7) points out that the Lorentz Force calculated by Elmer (7.13) and
that one from equation (7.17) in [11] are coincident. This implies that the assumption, mentioned
above, is worth for Elmer as well.

Figure 7.7: The accordance between the Lorentz force computed by Elmer and the book [11]

Nevertheless, it is also evident a small difference at the edges of the domain, indeed Elmer shows
a no-zero result in contrast to the equation (7.17). This is given by a no-zero induced current density
Jz on the borders as visible in figure (7.8)
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The p

Figure 7.8: Plot of the current density Jz computed by Elmer

Actually, if the two components of the equation (7.12) which constitute Jz are plotted, it is clear
to discover that the component Bi

y,x is much smaller than Bi
x,y, as shown in figure (7.9)

Jz = 1
µ

(
�
��Bi
y,x −Bi

x,y) = −
Bi
x,y

µ

Hence, only Bi
x,y determines the sign and the existence of the induced current density.

Figure 7.9: Difference between Bi
y,x and Bi

x,y
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Chapter 8

Steady Liquid Film Model: Expected
Velocity Profile in the Presence of a
Magnetic Field as Initial Condition

In the light of the Hartmann problem’s example described in the previous chapter, hereunder, the
objective is to validate the velocity profile computed in [19] in presence of an uniform magnetic field.
After the jet wiping region, the liquid film meets an uniform magnetic field produced by permanent
magnets. This affects the cross-stream velocity profile which is reduced due to the Lorentz force
acting downwards as described in chapter 1.

8.1 Domain

The domain is the same as in chapter 6, but with the presence of a uniform magnetic field as
depicted in figure (8.1)

Figure 8.1: Schematic of the flow configuration used for validation purposes in Elmer: flow domain and
zoom on the near-wall mesh in. B indicates the uniform magnetic field [16]
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Where
Ly = 0.02 m Lx = 0.001 m

8.2 Meshing

As said before in chapter 6, to capture a smoother area for the computation, the interface has been
collocated in the mesh at 2h = 1.51 · 10−4 m in the x direction, as in figure (8.2)

Figure 8.2: Position of the interface for the meshing in Gmsh

In the light of the previous independent mesh study, the optimum distribution of the mesh
elements has been employed in this simulation, as shown in figure (8.3)

Figure 8.3: Distribution of the mesh elements in the domain
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8.3 Test Case Description

The simulation input file has many parts in common with the previous case in chapter 6. As done
so far, the specific distinct parts of the test case have been pointed out; the reader may look at the
full script in Appendix 11.

8.3.1 Simulation Set-Up

The same tricks for the evolution in time of the case without the magnetic field have been adopted
in this example. Indeed, an adaptive time step has been set with a starting value of 0.01 s; then it
changes by keeping the Courant number until it reaches a maximum of 10000 iterations. Thus, the
total computational time is

T = 0.01× 10000 = 100 s

The CFL condition is again given by

CFL = ∆tU
∆x = 0.5

Up = 0.5 m/s ∆x = 7.4 · 10−7 m

8.3.2 Body Forces

According to [16] the body force is gravitational and its value and direction can be specified in the
section ”Body Force” of the decision tree diagram in Elmer. As one can see in figure (8.1), the
force direction is along y downwards. In the same section, Lorentz force must be specified since it
appears as volume force in the Navier-Stokes momentum conservation equation.

8.3.3 Initial Conditions

The level-set free surface has been defined as in the case without magnetic field 6.3.3, while the
initial velocity profile has been taken from [19].
Since the reference system in [19] is different from the one in Elmer, the equations (3.31) and (3.33)
have been held, but the boundary conditions have been adapted according to the Elmer reference
system.

v(0) = −Up for x = 0 kinematic condition

pl − pg(x) + σm∂xxh = 0 and ∂yu = 1
µl
τg(y) = 0 dynamic conditions

(8.1)

The shear-stress term τg has been neglected. The steps for the computation of the velocity profile
are the same ones described in [19]; thus, by adding (8.1), v(x) results, as follows

v̂(x̂) =


sinh

(
ĥHaB̂

)(
1 + 1

H2
aB̂

2

)
cosh

(
ĥHaB̂

)
 sinh

(
x̂HaB̂

)
−cosh

(
x̂HaB̂

)(
1 + 1

H2
aB̂

2

)
+ 1
H2
aB̂

2
(8.2)

52



Chapter 8 8.3. Test Case Description

Where Ha = (σm[B]2Up/gρ)1/2 is the Hartmann number. Since the equation (8.2) is dimensionless,
it has been dimensionalized for the computation in Elmer. To get it, it needs to recall that any
dimensional variable is given by the product between its reference quantity ([•]) and the dimensionless
form (•̂) described in 3.2.1.

v̂ = v

[v] x̂ = x

[x] B̂ = B

[B] ĥ = h

[h] (8.3)

Where
[v] = Up [h] =

√
νlUp
g

[x] = [h] [B] = B (8.4)

Using (8.3) allows recasting the equation (8.2) in its dimensional form.

v(x) = −Up

 tanh
(
h

[h]Ha
B

[B]

)(
1 + 1

H2
a(B/[B])2

)
sinh

(
x

[x]Ha
B

[B]

)
+

− cosh
(
x

[x]Ha
B

[B]

)(
1 + 1

H2
a(B/[B])2

)
+ 1
H2
a(B/[B])2


The ratio B/[B] = 1 has been simplified, being the magnetic field uniform.

v(x) = −Up
[
tanh

(
h

[h]Ha

)(
1 + 1

H2
a

)
sinh

(
x

[h]Ha

)
− cosh

(
x

[h]Ha

)(
1 + 1

H2
a

)
+ 1
H2
a

]
(8.5)

Where h is the film thickness

h = ĥ[h] = ĥ

√
νlUp
g

= 7.51 · 10−5 m

Up = 0.5 m/s g = 9.81 m/s2 νl = µl
ρl

= 4.461 · 10−7 m2/s ĥ = 0.5

Equation (8.5) is the final form implemented in Elmer.

8.3.4 Material

In addition to what has already been defined in 6.3.4, the presence of an applied magnetic field has
been added in the ”Material” section in Elmer by calling it B0 in wall-normal direction. This software
computes the induced magnetic field in the material caused by the external source according to the
equation (7.7). The properties of the zinc film and air are listed in table (8.1)

µ 1.2 · 10−6 N/A2

σm 1.6 · 107 S/m

µl 0.0029 Pa · s
µg 1 · 10−5 Pa · s
ρl 6500 kg/m3

ρg 1 kg/m3

Table 8.1: Physical values adopted in the simulation
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8.3.5 Solvers

Five solvers have been used.

• 2 for level-set equation: computation of the interface and its reinitialization

• 1 for Navier-Stokes equations

• 1 for magnetic induction equation

• 1 for post-processing

The full equations system, solved by Elmer, is presented, as follows

∇ ·U = 0 Mass conservation equation

ρl,g
(
∂U
∂t

+ (U · ∇)U
)
−∇(2µl,gEl,g) +∇pl,g = ρl,gfext Momentum equation

∂φ
∂t

+ U · ∇φ = 0 Level − set equation

∂B
∂t
− 1

σmµ
∇×∇× B−∇× (U× B) = 0 Magnetic induction equation

As already declared before in 6.3.5, the umfpack has been utilized as a direct method for linear
system resolution, due to the linearity of the equations, while the Newton iteration method has
been applied for the non-linear convection term in Navier-Stokes. Figure (8.4) illustrates the steps
followed by Elmer for the computation of the solution

Figure 8.4: Order of the resolution of the equation in Elmer

To stabilize the simulation, the relaxation factor’s decrease of the non-linear system is needed.
This reduction implies very small changes between the computation of two subsequent solutions.
This factor λ is needed to improve the convergence of the nonlinear system; however, λ smaller than
0.3 slows it down. The relaxed variable replacing the second-order term is defined as

U′n = λn + (1− λ)Un−1 (8.6)

54



Chapter 8 8.3. Test Case Description

This means that the Newton method with (8.6) is now

(Un+1 · ∇)Un+1 ≈ (Un · ∇)Un+1 + (Un+1 · ∇)Un −∇Un (8.7)

In this simulation the relaxation factor has been chosen as follows

λ = 0.1

8.3.6 Boundary Conditions

The interested domain as depicted in figure (8.1) has four boundary conditions according to the
numerical case in [16]. The boundary conditions for this test case concern a new property for the
magnetic induction equation.

Wall

Homogeneous Dirichlet boundary conditions have been applied for the two velocity components. It
means to write in Elmer

u = 0
v = 0

Conversely, nothing has been specified for the induction equation; it results a homogeneous
Neumann condition for the induced magnetic field component Bi

∇Bi · n̂ = 0

Moving Wall

The wall velocity in the streamwise direction has been defined.

v = Up

Whereas for the wall-normal component, a homogeneous Dirichlet condition has been applied.

u = 0

By concerning the induction equation a homogeneous Dirichlet condition referred to the induced
magnetic field component Bi has been set

Bi
x = 0

Bi
y = 0

This means, according to what said in 2.2.2, that the induced magnetic flux normal component
(Bi · n̂) does not change between the two means (zinc/air).
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Inlet and Outlet

The wall-normal velocity has a value equal to zero.

u = 0

Conversely, in the streamwise velocity, no numerical quantity has been written; it involves a
homogeneous Neumann boundary condition implicitly.

∂v

∂x
· n̂ = 0

The same condition has been associated with the induced magnetic field in the two directions.

∇Bi · n̂ = 0

This means, according to what said in 2.2.2, that the induced magnetic field tangent component
(Hi × n̂) is equal to less than a jump due to a possible surface current (Js) determined by magne-
tization M. Since the condition is homogeneous, no current is present on the border [3]

Figure (8.5) recaps the initial and boundary conditions used for this simulation

Figure 8.5: Full set of initial and boundary conditions used for the test case
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Chapter 8 8.4. Post-processing

8.4 Post-processing

The velocity of the moving wall is
Up = 0.5 m/s

A higher speed has led to unacceptable results and far from those expected in [16] due to
divergence issues. This last problem also has occurred when the external magnetic field is high
Be > 0.5 T ; thereby, the simulation has been run applying a small one.

Be = (B0, 0) = 0.5 T

By knowing B = [B] = B0, the Hartmann number, appearing in the equation (8.5), can be easy
computed

Ha = [B]
√
σmUp
gρl

= 5.6

Hence, after every variable and parameter have been defined, Elmer has computed the cross-stream
velocity profile (8.5). Figure (8.6) shows the comparison between Elmer’s cross velocity profile and
the one computed in Matlab (Appendix 11) by providing the velocity profile (8.5) taken from [19].
Data have been collected in the liquid film at position y = 0.01 m of the interest domain and for a
dimensionless value ĥ = 0.5

Figure 8.6: Comparison between Elmer’s result and the velocity profile computed in [19] marked as ”paper”
in the legend.The variables are in their dimensionless form
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One can note the coincidence of both computations, Figure (8.7) displays the reduction of the
velocity profile compared to the one in chapter 6 without a magnetic field

Figure 8.7: Comparison between the velocity profiles in presence (red) and in absence (blue) of the mag-
netic field

This difference is caused by the Lorenz force acting downwards over the liquid film. Indeed, this
force assumes negative values in the zinc film as visible in figure (8.8).
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Chapter 8 8.4. Post-processing

Figure 8.8: Lorentz Force acting on the liquid and air regions along the streamwise direction

This is explicable thanks to the relation between the Lorentz force FL and the current density J
as delineated in the equation (7.6). The induced current J comes from the Ohm’s law (2.10) and
determines an induced magnetic field, as shown in Ampere’s law

J = ∇×H =

�
��H i
z,y −�

��H i
y,z

�
��H i
x,z −�

��H i
z,x

H i
y,x −H i

x,y

 = 1
µ

�
��Bi
z,y −�

��Bi
y,z

�
��Bi
x,z −�

��Bi
z,x

Bi
y,x −Bi

x,y

 Ampere′s law (8.8)

Where Hi = Bi/µ, as explained in chapter 7. One can note that there is not a magnetic field
component along z direction, since the problem is 2D. Besides, The sign of Jz is negative as evident
in figure (8.9)

Figure 8.9: Induced current originated in the domain
.
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Inserting the equation (8.8) in (7.6) yields

FL = J× (Bi + Be) =


−Jz(Bi

y +B0)
+JzBi

x

0

 = 1
µ


−(Bi

y,x −Bi
x,y)(Bi

y +B0)
+(Bi

y,x −Bi
x,y)Bi

x

0

 (8.9)

Hence, the Lorenz force has two components from (8.9), that one along x is represented in figure
(8.10). Moreover, the superposition of the two components Bi and Be is permitted, since the
problem is linear.

Figure 8.10: Lorentz Force acting on the liquid and air regions along wall-normal direction

As already said before, a smooth change for the fluid properties, like the density in Elmer, is
needed since it is impossible to have a steep variation of this characteristic between the inside and
the outside of the liquid film. Thereby, a hyperbolic tangent function (5.9) has been used for the
evolution of the density and dynamic viscosity over the interface, as shown in figure (8.11)
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Chapter 8 8.4. Post-processing

(a)

(b)

Figure 8.11: Figure (a) the liquid and gas distribution in terms of density, where zinc film has a density ρl
and air has a density ρg; figure (b) shows the density function described over the interface.
The variables are in their dimensional form; ρ refers to density function ρl,g

61



Chapter 9

Steady Liquid Film Model in the Presence
of a Magnetic Field as Initial Condition

In the previous chapter the velocity profile was expected a priori; the next step, discussed hereby, is
to confirm if the velocity profile (6.8), provided to Elmer as initial condition in the presence of an
external magnetic field, assumes the same shape computed in [19] and shown in the chapter 8.

9.1 Domain

The domain remains the same one of the previous chapter in terms of dimensions, as shown in figure
(9.1)

Figure 9.1: Schematic of the flow configuration used for validation purposes in Elmer: flow domain and
zoom on the near-wall mesh in. B indicates the uniform magnetic field [16]

Where
Lx = 0.001 m Ly = 0.02 m
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9.2 Meshing

The mesh features explained in the previous chapter, have been kept for this case as well. Thereby,
the interface length in Gmsh is a bit larger than the real magnitude h to chill the capture of the
interface for the level set.

Figure 9.2: Position of the interface for the meshing in Gmsh

Moreover, the number of elements of the mesh is again the same as in chapter 8, as depicted in
figure (9.3)

Figure 9.3: Number of the elements in the dimensions of the domain
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9.3 Test Case Description

Hereunder, a concise delineation of the case set-up has been reported. The full input file is in the
appendix 11

9.3.1 Simulation Set-Up

The same tricks for the evolution in time of the case without the magnetic field have been adopted
in this example. Indeed, an adaptive time step has been set with a starting value of 0.01 s; then
it changes by keeping the Courant number fixed at a certain value until the time step reaches a
maximum of 10000 iterations. Thus, the total computational time is

T = 0.01× 10000 = 100 [s]

The CFL condition is again CFL = 0.5, like Up = 0.5 m/s and ∆x = 7.4 · 10−7 m as well. The
advection velocity Up of the CFL condition corresponds to the strip velocity.

9.3.2 Body Forces

According to [16] the body force is gravitational and its value and direction can be specified in the
section ”Body Force” of the decision tree diagram in Elmer. As one can see in figure (9.1), the
force direction is along y downwards. In the same section, Lorentz force must be specified since it
appears as volume force in the Navier-Stokes momentum conservation equation.

9.3.3 Initial Condition

The equation describing the free surface for the level-set has been taken from [7]. Before appealing
to [7], the same uniform interface of the previous chapter had been adopted. Nevertheless, by
keeping the default features of the solvers, divergence problems had occurred. To overcome this
complication, two possible solutions could be adopted.

• Picard iteration instead of Newton

• Reduction of the relaxation factor (< 0.1) both for Picard and Newton method

Nevertheless, nothing of these tricks had worked and they had caused an excessive increase in
computational time either in the case with B = 1 T and with B = 0.5 T . Hence, the optimal
solution, proposed by [7], consists of providing an already deformed shape that is triangular, as
shown in figure (9.4).

The adopted configuration is the one in figure (9.4a); indeed, the other one in figure (9.4b) has
determined a diverged solution. Concerning the level-set, the implicit function φ describing the free
surface is

− x+
( 1

800

)
(0.1− y) = 0 (9.1)
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Chapter 9 9.3. Test Case Description

Figure 9.4: Figures (a) and (b) display two adopted triangular shapes for the interface. The blue line
indicates the position (2h) of the interface in Gmsh

.

In Elmer, the equation (9.1) refers to a surface variable called tx, where tx(0) and tx(1) correspond
respectively to x and y coordinates. Concerning the advection velocity for the level-set, it coincides
with the initial velocity of the Navier-Stokes equations. In this case, the velocity is zero along the
normal wall direction (x), while the cross-stream velocity is the same one of the case without a
magnetic field expressed in equation (6.8)

v(x) = 1
2
g

νl
x2 − g

νl
hx+ Up

Where h is the film thickness and can be determined by fixing its corresponding dimensionless
quantity ĥ

h = ĥ[h] = ĥ

√
νlUp
g

= 7.51 · 10−5 m

ĥ = 0.5 Up = 0.5 m/s g = 9.81 m/s2 νl = 4.461 · 10−7 m2/s

9.3.4 Material

In addition to what has already been defined in 6.3.4, the presence of an applied magnetic field
has been added in the ”Material” section in Elmer by calling it B0 in wall-normal direction. Elmer
computes the induced magnetic field in the material caused by the external source according to the
equation (7.7)
[7] suggests using an asymptotic law for the level-set functions describing the evolution of the
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Chapter 9 9.3. Test Case Description

dynamic viscosity µl and the mowing wall velocity Up. Nevertheless, the application of this trick
has not produced any improvement in terms of convergence; thus, the original functions have been
kept. The physical properties of zinc and air have already been listed in table (8.1) and have been
kept for this simulation as well.

9.3.5 Solvers

Five solvers have been used.

• 2 for level-set equation: computation of the interface and its reinitialization

• 1 for Navier-Stokes equations

• 1 for magnetic induction equation

• 1 for post-processing

The full equations system, solved by Elmer, is presented, as follows

∇ ·U = 0 Mass conservation equation

ρl,g
(
∂U
∂t

+ (U · ∇)U
)
−∇(2µl,gEl,g) +∇pl,g = ρl,gfext Momentum equation

∂φ
∂t

+ U · ∇φ = 0 Level − set equation

∂B
∂t
− 1

σmµ
∇×∇× B−∇× (U× B) = 0 Magnetic induction equation

As already declared before in 6.3.5, the umfpack has been used as a direct method for linear system
resolution, due to the linearity of the equations visible in the system above. Figure (9.5) illustrates
the steps followed by Elmer for the computation of the solution

Figure 9.5: Order of the resolution of the equation in Elmer
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Chapter 9 9.3. Test Case Description

The Newton iteration method for the non-linear convection term in Navier-Stokes equations has
been held; nevertheless, the relaxation factor has been decreased further.

λ = 0.01

Indeed, a higher relaxation factor had caused the interruption of the simulation. The setting of the
level set reinitialization has been kept as in the case without the magnetic field.

9.3.6 Boundary Conditions

The interested domain as depicted in figure (9.1) has four boundaries according to the numerical
case in [16].

Wall

Homogeneous Dirichlet boundary conditions have been applied for the two velocity components. It
means to write in Elmer

u = 0
v = 0

Conversely, nothing has been specified for the induction equation; it means a homogeneous
Neumann condition for the induced magnetic field component Bi

∇Bi · n̂ = 0

Moving Wall

The wall velocity in the streamwise direction has been defined.

v = Up

Whereas for the wall-normal component, a homogeneous Dirichlet condition has been applied.

u = 0

Concerning the induction equation, a homogeneous Dirichlet condition referred to the induced
magnetic field component Bi has been set.

Bi
x = 0

Bi
y = 0

The physical meaning behind these boundary conditions has already dealt with in 8.3.6
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Chapter 9 9.4. Post-processing

Inlet and Outlet

The wall-normal velocity has a value equal to zero.

u = 0

Conversely, for the streamwise velocity, no numerical quantity has been written; it involves a
homogeneous Neumann boundary condition implicitly.

∂v

∂x
· n̂ = 0

The same condition has been associated with the induced magnetic field in the two directions.

∇Bi · n̂ = 0

Figure (9.6) recaps the initial and boundary conditions used for this simulation.

Figure 9.6: Full set of initial and boundary conditions used for the test case

9.4 Post-processing

The velocity of the moving wall is Up = 0.5 m/s like in the previous chapters. The applied external
magnetic field in this simulation has two possible values.

Be = (B0, 0) = 0.5 T and Be = (B0, 0) = 1 T

The listed parameters in table (8.1) allow computing the corresponding Hartmann numbers

B0 = [B] = 0.5→ Ha = [B]√
σmUp

gρl

= 5.6

B0 = [B] = 1→ Ha = [B]√
σmUp

gρl

= 11.2
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Chapter 9 9.4. Post-processing

The comparison between the expected results of cross-velocity profile computed according to the
equation (8.5), from [19], and those got by Elmer have been depicted in figure (9.7).

(a)

(b)

Figure 9.7: Comparison between the cross velocity profile computed in Elmer and that one obtained from
equation (8.5). In the legend Paper indicates the report [19]. The variables are in their
dimensionless form
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The computation of equation (8.5) has been realized in Matlab (appendix 11). Data have been
collected in the liquid film at position y = 0.01 m of the interested domain. One can note the
reduction of the velocity profile compared to that one in chapter 6 without a magnetic field, as
shown in figure (9.8)

Figure 9.8: Comparison between the velocity profiles in presence (green) and in absence (blue and red) of
the magnetic field. The variables are in their dimensionless form

This difference is caused by the Lorenz force acting downwards on the liquid film. Indeed, this
force assumes negative values in the liquid film as evident in figure (9.9). This is explicable thanks
to the relation between the Lorentz force FL and the current density J as delineated in the equation
(8.9).
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(a)

(b)

Figure 9.9: Lorentz Force acting on the liquid and air regions along the streamwise direction. Figure (a)
refers to B = 0.5 T and figure (b) refers to B = 1 T
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Chapter 9 9.4. Post-processing

The induced current J comes from Ohms’s law (7.11) which determines an induced magnetic field
as computed in (8.8). This last equation shows the presence of just one component Jz = H i

y,x−H i
x,y,

as visible in figure (9.10).

(a)

(b)

Figure 9.10: Induced current originated in the domain. Figure (a) refers to B = 0.5 T and figure (b)
refers to B = 1 T
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Chapter 9 9.4. Post-processing

Equation (8.9) demonstrates the presence of two components of the Lorenz force. The contri-
bution along x is represented in figure (9.11)

(a)

(b)

Figure 9.11: Lorentz Force acting on the liquid and air regions along the wall-normal direction. Figure
(a) refers to B = 0.5 T and figure (b) refers to B = 1 T
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Chapter 10

Steady Liquid Film Model: Expected
Velocity Profile in the Presence of a
Gaussian Magnetic Field as Initial
Condition

The final step needed to confirm the electromagnetic model [19] is to simulate a Gaussian magnetic
field acting on the liquid film. In this case, the velocity profile, provided as initial condition, is the
one computed in [19].

10.1 Domain

The geometry is the same as in the previous cases, nevertheless, the magnetic field changes in the
streamwise direction, as depicted in figure (10.1)

Figure 10.1: Schematic of the flow configuration used for validation purposes in Elmer. B indicates the
Gaussian magnetic field and h(y) indicates the zinc free surface
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Where
Lx = 0.001 m Ly = 0.02 m

10.2 Meshing

The mesh features explained in the previous chapters have been kept for this case as well. Thereby,
the interface length in Gmsh is a bit larger than the real magnitude h(y) to chill the capture of
the interface for the level set. In this case, the interface position in Gmsh is at a distance of

Figure 10.2: Position of the interface for the meshing in Gmsh

1.5 max(h(y)). Moreover, the number of elements of the mesh has been incremented since the
interface is at a major distance compared to the geometry in chapters 6 and 8, as depicted in figure
(10.3)

Figure 10.3: Number of the elements in the domain dimensions
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10.3 Test Case Description

Hereunder, a concise delineation of the case set-up has been reported. The full input file is in the
appendix 11

10.3.1 Simulation Set-Up

As in the previous cases, an adaptive time step has been set. The starting value of the time step is
0.01 s; then it changes by keeping the Courant number fixed at a certain value until the time step
reaches a maximum of 10000 iterations. Thus, the total computational time is

T = 0.01× 10000 = 100 [s]

The CFL condition is again CFL = 0.5, like Up = 0.5 m/s and ∆x = 7.4 · 10−7 m as well. The
advection velocity Up of the CFL condition corresponds to the strip velocity.

10.3.2 Body Forces

According to [16] the body, force is gravitational, and its value and direction can be specified in
Elmer’s section ”Body Force” of the decision tree diagram. As one can see in figure (10.1), the
force direction is along y downwards. In the same section, Lorentz force must be specified since it
appears as volume force in the Navier-Stokes momentum conservation equation.

10.3.3 Initial Condition

In chapter 9 the equation describing the free surface for the level-set had been taken from [7]. In
this case, the provided interface is already deformed according to the warping model computed nu-
merically [19]. Nevertheless, this interface had generated some numerical issues being an excessively
steep model for Elmer. Thereby, by using the same data of the interface, a hyperbolic tangent
function (h(y)) has been chosen to interpolate the free surface points, as shown in figure (10.4).

Figure 10.4: Free surface function
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The function has been written below.

h = 1
2
(
3.34 · 10−4 − 6.23 · 10−5

)(
1 + tanh

(−y + 0.01
E

))
+ 6.23 · 10−5 (10.1)

Where (10.1) takes the extremes of the interface and the smooth parameter E assumes a value that
ensures a smooth trend, as depicted in figure (10.5)

E = 2.5 · 10−3

Figure 10.5: Influence of the parameter E on the interface evolution. The variables are in their dimen-
sionless form

.

In Elmer, the equation (10.1) refers to a surface variable called tx, where tx(0) and tx(1)
correspond respectively to x and y coordinates. Concerning the advection velocity for the level-set
coincides with the Navier-Stokes equations’ initial velocity. In this case, the velocity is zero along
the wall-normal direction (x), while the cross-stream velocity is the same one of the cases with a
magnetic field expressed in the chapter 8

v(x) = −Up

 tanh
(
h

[h]Ha
B

[B]

)(
1 + 1

H2
a(B/[B])2

)
sinh

(
x

[x]Ha
B

[B]

)
+

− cosh
(
x

[x]Ha
B

[B]

)(
1 + 1

H2
a(B/[B])2

)
+ 1
H2
a(B/[B])2

 (10.2)

Where h is computed in (10.1) and B is the Gaussian function B(x) which has been specified
in the ”Material” section. Furthermore, the table (10.1) recaps the reference values used in Elmer
for the equation (10.3)
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Elmer V ariable V alue

Up Up 0.5 m/s
h1 [h] 1.50 · 10−4 m

y1 [y] 0.0012 m
B max [B] 0.5 T
h1 [x] = [h] 1.50 · 10−4 m

Ha Ha 5.6 [nondim]

Table 10.1: Names of the reference parameters employed in Elmer

Up is the strip velocity and is the reference quantity for the velocity vector; [h] = [x] is computed
as follows

ĥ = h(y)
[h] = h(y)√

νlUp

g

Up = 0.5 m/s g = 9.81 m/s2 νl = 4.461 · 10−7 m2/s

(10.3)

They are the reference quantities respectively for wall-normal coordinate x and film thickness h.
Moreover, [y] is the reference value for the streamwise coordinate

[y] = [h]
ε

(10.4)

Where ε is the film parameter

ε = (Ca)1/3 =
(
µlUp
σt

)1/3
(10.5)

Where Ca is the capillary number and σt is the surface tension. Table (10.2) resumes the values of
the parameters of the equation (10.5)

V ariable V alue

Up 0.5 m/s
µl 0.0029 Pa · s
σ 0.8 N/m

Table 10.2: Adopted parameters for Ca computation

Eventually, after having imposed Ha and the strip velocity Up, the computation of the reference
quantity for the magnetic field is immediate thanks to Hartmann number definition

[B] = Ha√
σmUp

gρl

(10.6)

Table (10.3) recaps the reference quantities employed in the simulation
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Reference Quantity Definition Expression

[v] Up Up

[h] (µl[u]/(gρl))1/2 (µlUp/(gρl))1/2

[x] [h] (µlUp/(gρl))1/2

[y] [h]/ε [(µlUp/(gρl))1/2]/C1/3
a

[B] sup(B(y)) Ha/(σmUp/(gρl))1/2

Table 10.3: Reference quantities adopted in the model. Ca is the capillary number (10.5)

10.3.4 Material

The presence of an applied magnetic field has been added in the ”Material” section in Elmer by
calling it B(y) in the wall-normal direction. In this case, as said above, the magnetic field evolves
in streamwise direction y according to a Gaussian trend.

B(y) = [B]
[
(1− 5 · 10−3) exp

(
−(y − 0.01)2

2γ2[y]2

)
+ 5 · 10−3

]
(10.7)

Where γ is the magnetic field standard deviation; γ values lower than 1 have a major wiping effect
on the liquid film, nevertheless they have led to divergence problems, determining the stop of the
simulation. Thereby, γ = 3 has been elected. [B] and [y] are the reference quantities for the
magnetic field and for the streamwise coordinate according to table (10.3). Elmer computes the
induced magnetic field in the material caused by the external source according to the equation (7.7).
The physical properties of zinc and air have already been listed in table (8.1).

10.3.5 Solvers

Five solvers have been used.

• 2 for level-set equation: computation of the interface and its reinitialization

• 1 for Navier-Stokes equations

• 1 for magnetic induction equation

• 1 for post-processing

The full equations system, solved by Elmer, is presented, as follows

∇ ·U = 0 Mass conservation equation

ρl,g
(
∂U
∂t

+ (U · ∇)U
)
−∇(2µl,gEl,g) +∇pl,g = ρl,gfext Momentum equation

∂φ
∂t

+ U · ∇φ = 0 Level − set equation

∂B
∂t
− 1

σmµ
∇×∇× B−∇× (U× B) = 0 Magnetic induction equation
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As already declared before in 6.3.5, the umfpack has been used as a direct method for linear sys-
tem resolution; whereas, the Newton iteration method has been applied for the non-linear convection
term in Navier-Stokes. The relaxation factor value of the previous simulation has been held

λ = 0.01

Indeed, a higher relaxation factor has caused the interruption of the simulation. The setting of the
level set reinitialization has been the same case without the magnetic field. Figure (10.6) illustrates
the steps followed by Elmer for the computation of the solution

Figure 10.6: Order of the resolution of the equation in Elmer

10.3.6 Boundary Conditions

The interested domain as depicted in figure (10.1) has four boundaries according to the numerical
case in [16].

Wall

Homogeneous Dirichlet boundary conditions have been applied for the two velocity components. It
means to write in Elmer

u = 0
v = 0

Conversely, nothing has been specified for the induction equation; it means a homogeneous
Neumann condition for the induced magnetic field component Bi

∇Bi · n̂ = 0
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Moving Wall

The wall velocity in the streamwise direction has been defined.

v = Up

Whereas for the wall-normal component, a homogeneous Dirichlet condition has been applied.

u = 0

Concerning the induction equation, a homogeneous Dirichlet condition referred to the induced
magnetic field component Bi has been set.

Bi
x = 0

Bi
y = 0

The physical meaning behind these boundary conditions has already dealt with in 8.3.6

Inlet and Outlet

The wall-normal velocity has a value equal to zero.

u = 0

Conversely, for the streamwise velocity, no numerical quantity has been written; it involves a
homogeneous Neumann boundary condition implicitly.

∂v

∂x
· n̂ = 0

The same condition has been associated with the induced magnetic field in the two directions.

∇Bi · n̂ = 0

Figure (10.7) sums up the initial and boundary conditions used for this simulation.

Figure 10.7: Full set of initial and boundary conditions used for the test case
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10.4 Post-Processing

The simulation has been run by using the parameters illustrated in table (10.1) keeping the velocity
of the strip constant Up = 0.5 m/s, in particular, two values of Hartmann number have been tested

Ha = 3→ [B] = 0.26 T
Ha = 5.6→ [B] = 0.5 T

Once the Hartmann number and the physical properties have been fixed, Elmer can compute
the velocity profiles described in equation (10.2). Figure (10.9) shows the comparison between the
predicted solutions from the electromagnetic model [19] provided to Matlab (11) and the results
computed in Elmer. The velocity profiles have been selected in three different regions of the domain,
as shown in figure (10.8)

Figure 10.8: Sketch of the jet wiping regions: a liquid film with an interface h(y) is dragged on a plate
moving at a speed Up. This film enters in a zone where a magnetic field B(y) is applied. 1
is the far field region, 2 is the jet wiping region and 3 is the run back region.

Table (10.4) displays the three regions’ coordinate in streamwise direction according to the
geometry of this simulation depicted in figure (10.1).

Region Dimensional coordinate h Non− dimensional coordinate h/[h]
Run back 0.007 m 5.83
Jet wiping 0.01 m 8.33
Far field 0.014 m 11.6

Table 10.4: Three regions coordinates in streamwise direction
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(a)

(b)

Figure 10.9: Comparison between the cross velocity profile computed in Elmer and that one obtained
from equation (10.3). In the legend Paper indicates the report [19]. The variables are in
their dimensionless form
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Figure (10.10) shows the interaction between the zinc film thickness h with the magnetic field
B according to the electromagnetic model [19].

(a)

(b)

Figure 10.10: Interaction of the film thickness with the magnetic field for two values of Hartmann number.
The variables are in their dimensionless form
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With respect to the initial free surface, a small hollow has occurred in the run back region, for
both Hartmann numbers. For Ha = 3 the concavity is smaller than that one for Ha = 5.6, as shown
in figure (10.11), since the magnitude of the magnetic field with Ha = 3 is lower. This mismatch
is caused by the dynamic evolution of the problem and not by the boundary conditions, since their
change has produced the same results.

(a)

(b)

Figure 10.11: Comparison between the initial free surface and the one computed in Elmer. The variables
are in their dimensionless form
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Conclusions

This manuscript has presented the validation campaign of the numerical results of the electromag-
netic model simulating the magnetic action dumping against the undulations on a zinc film after
the jet wiping. The investigation realized in Elmer has confirmed the expected results presented in
[19].

To facilitate the comprehension of the magnetic induction solver in Elmer, the Hartmann problem
(chapter 7) has been a key example. Particularly, this case has allowed understanding the right
combination of boundary conditions for the MHD problem this manuscript deals with.
The test cases realized in Elmer represent a simplified model since just a steady external magnetic
field has been considered. Moreover, the magnetization of zinc has been neglected. Indeed, Elmer’s
”magnetic induction” solver does not consider the magnetization M of the material since it does
not appear in the magnetic induction equation. Regardless, zinc is a diamagnetic material and its
magnetic susceptibility χm can be approximated to unity like the air’s one. Thus, this simplification
has not affected the results, although it has not permitted considering the hysteresis effect of
the induced magnetic field in the zinc. Another severe limitation has been represented by the only
possibility to use the ”magnetic induction” solver mentioned above for the resolution of the magnetic
induction equation. Indeed, the other magnetic field solvers can not be matched with the Navier-
Stokes equation as explained in the model’s guide [20].
While the convergence in the simulations concerning the uniform magnetic field has been reached,
there have been some numerical limitations in the last test case, dealing with a Gaussian magnetic
field. These constraints, particularly the huge time computing and the inability of parallel computing
(MPI), have not permitted verifying the convergence and investigating on the unsteady case. In
addition, the differences between the surface in the initial condition and the one after the computation
in Elmer, which is striking for Ha = 5.6, deserve a wider inquiry which has not been possible to
realize.
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In the light of the considerations mentioned above, a further study should relate to overcoming the
numerical limitations caused by the resolution schemes with the scope of verifying the convergence
for the test case with a Gaussian magnetic field [19]. Thereby, a deeper investigation should be led
in terms of numerical methods implemented in Elmer’s solvers, particularly one should examine the
relaxation factor’s influence in the convergence and possibility to provide the free surface coordinates
to level-set solver. Besides, the actual version of this software does not allow the parallel computing
(MPI) for umfpack method, which is the best resolution scheme for this MHD problem; thereby, it
would need to modify the actual version of Elmer to insert the magnetization effect in the ”magnetic
induction” solver.
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Appendix A: Codes

Steady Liquid Film Model Without Magnetic Field in Elmer

1 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

2 ! ! ! P a r a m e t e r s ! ! !
3 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

4

5 $ bw=1e−5 ! v i s c o s i t y bandwidth
6 $ E=1e−5 ! smooth c o e f f i c i e n t
7 $ rhoMin =1.0 ! a i r d e n s i t y [ kg /mˆ 3 ]
8 $ r h o P l u s = 6500.0 ! z i n c d e n s i t y [ kg /mˆ 3 ]
9 $ muMin = 0.00001 ! a i r dynamic v i s c o s i t y [ Pa∗ s ]

10 $ muPlus = 0.0029 ! z i n c dynamic v i s c o s i t y [ Pa∗ s ]
11 $ nuPlus = muPlus / r h o P l u s ! z i n c k i n e m a t i c v i s c o s i t y [mˆ2/ s ]
12 $ Up= 0 . 5 ! s t r i p v e l o c i t y [m/ s ]
13 $ g= 9 . 8 1 ! g r a v i t y a c c e l e r a t i o n [m/ s ˆ 2 ]
14 $ h = 0 . 5 ! non−d i m e n s i o n a l f i l m t h i c k n e s s
15 $ h1 = s q r t ( nuPlus ∗Up/g ) ! f i l m t h i c k n e s s r e f e r e n c e q u a n t i t y [m]
16 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

17

18 Header
19 Mesh DB ” . ” ” . ”
20 I n c l u d e Path ””
21 R e s u l t s D i r e c t o r y ””
22 End
23

24

25

26 S i m u l a t i o n
27 Max Output L e v e l = 5 ! For v e r b o s i t y
28 C o o r d i n a t e system = ” C a r t e s i a n 2D”
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29 C o o r d i n a t e mapping ( 3 ) = 1 2 3
30

31 S i m u l a t i o n Type = T r a n s i e n t ! Steady s t a t e
32

33 T i m e s t e p p i n g Method = S t r i n g BDF
34 BDF Order = I n t e g e r 2
35

36 Timestep s i z e s = R e a l 0 . 0 1
37 Timestep I n t e r v a l s = I n t e g e r 10000
38

39 Timestep F u n c t i o n
40 R e a l P r o c e d u r e ” L e v e l S e t ” ” L e v e l S e t T i m e s t e p ”
41 L e v e l S e t Courant Number = R e a l 0 . 5
42

43 Steady S t a t e Max I t e r a t i o n s = I n t e g e r 1
44 Output I n t e r v a l s = I n t e g e r 500
45 Post F i l e = c a s e . v tu
46 End
47

48

49

50 Body 1
51 Name = ” V e s s e l ”
52 E q u a t i o n = 1
53 M a t e r i a l = 1
54 Body Force = 1
55 I n i t i a l C o n d i t i o n = 1
56 End
57

58

59

60 Body Force 1
61 Name = ” BodyForce 1”
62 Flow B o d y f o r c e 2 = −9.816
63 End
64

65

66

67 I n i t i a l C o n d i t i o n 1
68

69

70 S u r f a c e = V a r i a b l e C o o r d i n a t e 1
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71 R e a l MATC ”− t x+h∗h1 ” ! F r e e S u r f a c e f u n c t i o n
72 V e l o c i t y 1 = 0
73

74 V e l o c i t y 2 = V a r i a b l e C o o r d i n a t e 1
75 R e a l MATC ” i f ( tx<=h∗h1 ) ( 0 . 5 ∗ g∗ t x ˆ2) / nuPlus − h∗h1∗ t x ∗g/

nuPlus +Up ; e l s e 0 ; ”
76 End
77

78

79 E q u a t i o n 1
80 A c t i v e S o l v e r s ( 4 ) = 1 2 3 4
81 End
82

83

84

85 M a t e r i a l 1
86 ! A i r has n e g a t i v e v a l u e s o f LS marker f u n c t i o n
87 Name = ” Zinc−a i r ”
88 ! H y p e r b o l i c t a n g e n t f u n c t i o n s d e s c r i b i n g f l u i d p r o p e r t i e s
89 D e n s i t y = V a r i a b l e S u r f a c e
90 R e a l MATC ”( r h o P l u s −rhoMin ) ∗(0.5∗(1+ tanh ( 3 . 1 4 ∗ t x /E) ) )+rhoMin ”
91 V i s c o s i t y = V a r i a b l e S u r f a c e
92 R e a l MATC ”( muPlus−muMin ) ∗(0.5∗(1+ tanh ( 3 . 1 4 ∗ t x /E) ) )+muMin”
93

94 L e v e l S e t Bandwidth = R e a l $ bw
95 L e v e l s e t V e l o c i t y 1 = E q u a l s V e l o c i t y 1
96 L e v e l s e t V e l o c i t y 2 = E q u a l s V e l o c i t y 2
97 End
98

99

100

101 S o l v e r 1
102 E q u a t i o n = S t r i n g ” L e v e l Set ”
103 V a r i a b l e = S t r i n g S u r f a c e
104 V a r i a b l e DOFs = I n t e g e r 1
105 P r o c e d u r e = F i l e ” L e v e l S e t ” ” L e v e l S e t S o l v e r ”
106 Steady S t a t e Convergence T o l e r a n c e = R e a l 1e−6
107

108 S t a b i l i z e = L o g i c a l True
109 N o n l i n e a r System R e l a x a t i o n F a c t o r = R e a l 1 . 0
110 N o n l i n e a r System Max I t e r a t i o n s = I n t e g e r 1
111 N o n l i n e a r System Convergence T o l e r a n c e = R e a l 1 . 0 e−6
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112

113 L i n e a r System S o l v e r = d i r e c t
114 L i n e a r System D i r e c t Method = umfpack
115 End
116

117 S o l v e r 2
118 E q u a t i o n = S t r i n g ” R e i n i t i a l i z e ”
119 V a r i a b l e = S t r i n g Renorm
120 V a r i a b l e DOFs = I n t e g e r 1
121 P r o c e d u r e = F i l e ” L e v e l S e t ” ” L e v e l S e t D i s t a n c e ”
122 E x t r a c t I n t e r v a l = I n t e g e r 2
123 R e i n i t i a l i z e I n t e r v a l = I n t e g e r 10
124 End
125

126 S o l v e r 3
127 E q u a t i o n = ” N av ie r −S t o k e s ”
128 L i n e a r System S o l v e r = d i r e c t
129 L i n e a r System D i r e c t Method = umfpack
130

131 S t a b i l i z e = L o g i c a l True
132 N o n l i n e a r System R e l a x a t i o n F a c t o r = R e a l 0 . 5
133 N o n l i n e a r System Max I t e r a t i o n s = I n t e g e r 10
134 N o n l i n e a r System Convergence T o l e r a n c e = R e a l 1 . 0 e−3
135 N o n l i n e a r System Newton A f t e r I t e r a t i o n s = 10
136 N o n l i n e a r System Newton A f t e r T o l e r a n c e = 0
137 End
138

139 S o l v e r 4
140 Exec S o l v e r = a l w a y s
141 P r o c e d u r e = F i l e ” SaveData ” ” S a v e M a t e r i a l s ”
142 Parameter 1 = S t r i n g D e n s i t y
143 Parameter 2 = V i s c o s i t y
144 End
145

146

147 Boundary C o n d i t i o n 1
148 Target B o u n d a r i e s = 3
149 Name = ” w a l l ”
150 V e l o c i t y 1 = 0
151 V e l o c i t y 2 = 0
152 End
153
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154 Boundary C o n d i t i o n 2
155 name = ” moving w a l l ”
156 t a r g e t b o u n d a r i e s = 1
157 V e l o c i t y 1 = 0
158 V e l o c i t y 2 = $ Up ! [m/ s ]
159

160 End
161

162 Boundary C o n d i t i o n 3
163 name = ” I n l e t ”
164 t a r g e t b o u n d a r i e s = 4
165 V e l o c i t y 1 = 0
166 End
167

168 Boundary C o n d i t i o n 4
169 name = ” O u t l e t ”
170 t a r g e t b o u n d a r i e s = 2
171 V e l o c i t y 1 = 0
172 End
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Steady Liquid Film Model Without Magnetic Field in Matlab

1 c l e a r a l l
2 c l o s e a l l
3 c l c
4

5 mu=0.0029; %z i n c dynamic v i s c o s i t y [ Pa∗ s ]
6 rho =6500; %z i n c d e n s i t y [ kg /mˆ 3 ]
7 nu=mu/ rho ; %z i n c k i n e m a t i c v i s c o s i t y [mˆ2/ s ]
8 g =9.8 ; %g r a v i t y a c c e l e r a t i o n [m/ s ]
9 Up=0.5; %s t r i p v e l o c i t y [m/ s ]

10 h =[0.5 1 1 . 5 ] ; %non−d i m e n s i o n a l f i l m t h i c k n e s s e s
11 h1=s q r t ( nu∗Up / 9 . 8 ) ; %r e f e r e n c e q u a n t i t y o f t h e f i l m t h i c k n e s s [m]
12 t x=h . ∗ h1 ; %f i l m t h i c k n e s s [m]
13

14 f o r i =1: l e n g t h ( t x )
15 x=l i n s p a c e ( 0 , t x ( i ) , 6 2 5 ) ; %w a l l −normal c o o r d i n a t e s [m]
16 v =(0.5∗ g ∗( x ) . ˆ 2 ) /nu −t x ( i ) ∗( x ) . ∗ g/nu +Up ; %stream c r o s s v e l o c i t y [

m/ s ]
17 v1=v . / Up ; %non−d i m e n s i o n a l v e l o c i t y
18 x1=x . / t x ( i ) ; %non−d i m e n s i o n a l w a l l −normal c o o r d i n a t e
19 p l o t ( x1 , v1 )
20 l g d { i } = s t r c a t ( ’ $\ hat {h}=$ ’ , num2str ( h ( i ) ) ) ;
21 h o l d on
22 g r i d on
23 end
24 l e g e n d ( lgd , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ )
25 x l a b e l (” x ”)
26 y l a b e l (” U y ”)
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Hartmann Problem in Elmer

1 $ Ha= 15 ! Hartmann number
2

3 Header
4 CHECK KEYWORDS Warn
5 Mesh DB ” . ” ” . ”
6 I n c l u d e Path ””
7 R e s u l t s D i r e c t o r y ””
8 End
9

10 S i m u l a t i o n
11 Max Output L e v e l = 5
12 C o o r d i n a t e System = C a r t e s i a n
13 C o o r d i n a t e Mapping ( 3 ) = 1 2 3
14 S i m u l a t i o n Type = T r a n s i e n t
15 Steady S t a t e Max I t e r a t i o n s = 1
16 Output I n t e r v a l s = 10
17 T i m e s t e p p i n g Method = BDF
18 BDF Order = 1
19 Timestep I n t e r v a l s = 50
20 Timestep S i z e s = 1
21 S o l v e r I n p u t F i l e = c a s e . s i f
22 Post F i l e = c a s e 1 5 . vtu
23 End
24

25 C o n s t a n t s
26

27 End
28

29 Body 1
30 Target B o d i e s ( 1 ) = 1
31 Name = ”Body 1”
32 E q u a t i o n = 1
33 M a t e r i a l = 1
34 Body Force = 1
35 I n i t i a l c o n d i t i o n = 1
36 End
37

38 S o l v e r 1
39 E q u a t i o n = N av ie r −S t o k e s
40 V a r i a b l e = Flow S o l u t i o n [ V e l o c i t y : 2 P r e s s u r e : 1 ]
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41 P r o c e d u r e = ” F l o w S o l v e ” ” F l o w S o l v e r ”
42 S t a b i l i z e = True
43 Opt imize Bandwidth = True
44 Steady S t a t e Convergence T o l e r a n c e = 1 . 0 e−5
45 N o n l i n e a r System Convergence T o l e r a n c e = 1 . 0 e−4
46 N o n l i n e a r System Max I t e r a t i o n s = 1
47 N o n l i n e a r System Newton A f t e r I t e r a t i o n s = 3
48 N o n l i n e a r System Newton A f t e r T o l e r a n c e = 0 . 0
49 N o n l i n e a r System R e l a x a t i o n F a c t o r = 0 . 5
50 L i n e a r System S o l v e r = I t e r a t i v e
51 L i n e a r System I t e r a t i v e Method = BiCGStabL
52 L i n e a r System Max I t e r a t i o n s = 2000 ! 1000
53 L i n e a r System Convergence T o l e r a n c e = 1 . 0 e−5
54 L i n e a r System P r e c o n d i t i o n i n g = ILU1
55 L i n e a r System R e s i d u a l Output = 1
56 End
57

58 S o l v e r 2
59 E q u a t i o n = ” Magnet ic f i e l d s o l v e r ”
60 V a r i a b l e = Magnet ic F i e l d
61 P r o c e d u r e = ” M a g n e t i c S o l v e ” ” M a g n e t i c S o l v e r ”
62 ! Exec S o l v e r = Never
63 V a r i a b l e DOFs = 3
64 E x p o r t e d V a r i a b l e 1 = −d o f s 3 l o r e n t z f o r c e
65 E x p o r t e d V a r i a b l e 2 = −d o f s 3 e l e c t r i c c u r r e n t
66 S t a b i l i z e = True
67 Opt imize Bandwidth = True
68 Steady S t a t e Convergence T o l e r a n c e = 1 . 0 e−3
69 N o n l i n e a r System Convergence T o l e r a n c e = 1 . 0 e−4
70 N o n l i n e a r System Max I t e r a t i o n s = 1
71 N o n l i n e a r System Newton A f t e r I t e r a t i o n s = 3
72 N o n l i n e a r System Newton A f t e r T o l e r a n c e = 0 . 0
73 N o n l i n e a r System R e l a x a t i o n F a c t o r = 0 . 5
74 L i n e a r System S o l v e r = I t e r a t i v e
75 L i n e a r System I t e r a t i v e Method = BiCGStabL
76 L i n e a r System Max I t e r a t i o n s = 2000
77 L i n e a r System Convergence T o l e r a n c e = 1 . 0 e−4
78 L i n e a r System P r e c o n d i t i o n i n g = ILU1
79 L i n e a r System Abort Not Converged = F a l s e
80 L i n e a r System R e s i d u a l Output = 1
81 L i n e a r System P r e c o n d i t i o n Recompute = 1
82 End
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83

84 E q u a t i o n 1
85 Name = ” E q u a t i o n 1”
86 A c t i v e S o l v e r s ( 2 ) = 1 2
87 End
88

89 Body Force 1
90 L o r e n t z Force = L o g i c a l True
91 End
92

93 M a t e r i a l 1
94 Name = ” Z i n c ”
95 V i s c o s i t y = 0.0029
96 D e n s i t y = 6500
97 Magnet ic P e r m e a b i l i t y = 1 . 2 e−6
98 E l e c t r i c C o n d u c t i v i t y = 1 . 6 e7
99 A p p l i e d Magnet ic F i e l d 2 = $ Ha / ( 0 . 0 1 5∗ s q r t ( 1 . 6 e7 / ( 0 . 0 0 2 9 ) ) )

100 End
101

102 I n i t i a l C o n d i t i o n 1
103 Name = ” I n i t i a l C o n d i t i o n 1”
104 V e l o c i t y 2 = 0
105 V e l o c i t y 1 = 0
106 End
107

108 Boundary C o n d i t i o n 1
109 Target B o u n d a r i e s ( 2 ) = 2 4
110 Name = ” w a l l s ”
111 N o s l i p Wal l BC = True
112 Magnet ic F i e l d 1 = R e a l 0
113 Magnet ic F i e l d 2 = R e a l 0
114 Magnet ic F i e l d 3 = R e a l 0
115 End
116

117 Boundary C o n d i t i o n 2
118 Target B o u n d a r i e s ( 1 ) = 1
119 Name = ” i n l e t ”
120 V e l o c i t y 1 = 0.0015
121 V e l o c i t y 2 = 0 . 0
122 End
123

124 Boundary C o n d i t i o n 3
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125 Target B o u n d a r i e s ( 1 ) = 3
126 Name = ” o u t l e t ”
127 V e l o c i t y 2 = 0
128 End

99



Chapter Bibliography

Steady Liquid Film Model: Expected Velocity Profile in Presence of a
Magnetic Field as Initial Condition in Elmer

1 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

2 ! ! ! P a r a m e t e r s
! ! !

3 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

4

5 $ bw=0.03 ! 1e−5 ! d e l t a c o e f f i c i e n t o f l e v e l s e t
6 $ E=1e−5 ! smooth c o e f f i c i e n t
7 $ rhoMin =1.0 ! a i r d e n s i t y [ kg /mˆ 3 ]
8 $ r h o P l u s = 6500.0 ! z i n c d e n s i t y [ kg /mˆ 3 ]
9 $ muMin = 0.00001 ! a i r dynamic v i s c o s i t y [ Pa∗ s ]

10 $ muPlus = 0.0029 ! z i n c dynamic v i s c o s i t y [ Pa∗ s ]
11 $ nuPlus = muPlus / r h o P l u s ! z i n c k i n e m a t i c v i s c o s i t y [mˆ2/ s ]
12 $ Up= 0 . 5 ! s t r i p v e l o c i t y [m/ s ]
13 $ g= 9 . 8 1 ! g r a v i t y a c c e l e r a t i o n [m/ s ˆ 2 ]
14 $ h = 0 . 5 ! non−d i m e n s i o n a l f i l m t h i c k n e s s
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40

41 Timestep s i z e s = R e a l 0 . 0 1
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Steady Liquid Film Model: Expected Velocity Profile in Presence of a
Magnetic Field as Initial Condition in Matlab

1 %% Steady L i q u i d F i lm Model : Expected V e l o c i t y P r o f i l e . . .
2 . . . i n P r e s e n c e o f a Magnet ic F i e l d as I n i t i a l C o n d i t i o n
3 c l e a r a l l
4 c l o s e a l l
5 c l c
6

7

8 % PARAMETERS
9 g =9.8 ; %g r a v i t y a c c e l e r a t i o n [m/ s ˆ 2 ]

10 mu l =0.0029; %z i n c dynamic v i s c o s i t y [ Pa∗ s ]
11 r h o l =6500; %z i n c d e n s i t y [ kg /mˆ 3 ]
12 n u l=mu l / r h o l ; %z i n c k i n e m a t i c v i s c o s i t y [mˆ2/ s ]
13 sigma m =1.6 e7 ; %z i n c e l e c t r i c a l c o n d u c t i v i t y [ S/m]
14 Up=0.5; % s t r i p v e l o c i t y [m/ s ]
15 h =.5; % non d i m e n s i o n a l f i l m t h i c k n e s s
16 B1 =0.5; % r e f e r e n c e q u a n t i t y o f t h e magnet ic f i e l d [T]
17 h1=s q r t ( n u l ∗Up/g ) ;% r e f e r e n c e q u a n t i t y o f t h e f i l m t h i c k n e s s [m]
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19 % VELOCITY PROFILE COMPUTATION
20 x=l i n s p a c e ( 0 , h∗h1 , 1 0 0 0 ) ; % normal w a l l d i r e c t i o n [m]
21 B=0.5; % u n i f o r m magnet ic f i e l d [T]
22 Ha=B1∗ s q r t ( sigma m ∗Up/( r h o l ∗g ) ) ; % Hartmann number
23 % t h e s i g n minus i s needed to change t h e r e f e r e n c e system
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25 v=−(A. ∗ s i n h ( ( x . / h1 ) ∗Ha∗B/B1 )−cosh ( ( x . / h1 ) ∗Ha∗B/B1 ) .∗(1+1/(Haˆ2∗(B/B1

) ˆ2) ) +1/(Haˆ2∗(B/B1) ˆ2) ) . ∗ Up ;
26

27 % DIMENSIONLESS PLOT
28 x1=x . / ( h∗h1 ) ; %non−d i m e n s i o n a l w a l l −normal c o o r d i n a t e
29 v1= v . / Up ; %non−d i m e n s i o n a l c r o s s s t ream v e l o c i t y
30 f i g u r e ( 1 )
31 h o l d on
32 g r i d on
33 p l o t ( x1 , v1 )
34 x l a b e l (” $\ f r a c {\ hat {x}}{\ hat {h } [ h ]} $ ” , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ )
35 y l a b e l (” U y ( x ) ”)
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Steady Liquid Film Model in Presence of a Magnetic Field as Initial Con-
dition in Elmer

1 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

2 ! ! ! P a r a m e t e r s
! ! !

3 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
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13 $ g= 9 . 8 1 ! g r a v i t y a c c e l e r a t i o n [m/ s ˆ 2 ]
14 $ h = 0 . 5 ! non−d i m e n s i o n a l f i l m t h i c k n e s s
15 $ h1 = ( nuPlus ∗Up/g ) ˆ 0 . 5 ! r e f e r e n c e q u a n t i t y o f f i l m t h i c k n e s s [m]
16 $ s igma= 1 . 6 e7 ! e l e c t r i c a l c o n d u c t i v i t y [ S/m]
17 $ B= 0 . 5 ! u n i f o r m magnet ic f i e l d e q u a l to [ B ]
18 $ Ha= B∗ s q r t ( s igma ∗Up/( r h o P l u s ∗g ) ) ! Hartmann number
19 $ r e l a x = 0 . 0 1
20 ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
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24 I n c l u d e Path ””
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26 End
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30 S i m u l a t i o n
31 Max Output L e v e l = 5 ! For v e r b o s i t y
32 C o o r d i n a t e system = ” C a r t e s i a n 2D”
33 C o o r d i n a t e mapping ( 3 ) = 1 2 3
34

35 S i m u l a t i o n Type = T r a n s i e n t ! Steady s t a t e
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213
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Steady Liquid Film Model: Expected Velocity Profile in Presence of a
Gaussian Magnetic Field as Initial Condition in Elmer
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6 $ rhoMin =1.0 ! a i r d e n s i t y [ kg /mˆ 3 ]
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9 $ E=1e−5 ! smooth c o e f f i c i e n t f o r t h e f u n c t i o n s d e s c r i b i n g f l u i d

p r o p e r t i e s
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Steady Liquid Film Model: Expected Velocity Profile in Presence of a
Gaussian Magnetic Field as Initial Condition in Matlab

1 %% Steady L i q u i d F i lm i n P r e s e n c e o f a G a u s s i a n Magnet ic F i e l d
2 c l e a r a l l
3 c l o s e a l l
4 c l c
5

6

7 %FIXED PARAMETERS
8 prompt1= ’ Hartmann Number= ’ ;%d e f i n i n g Hartmann number [ adim ]
9 Ha= i n p u t ( prompt1 ) ;

10 g =9.8 ;%g r a v i t y a c c e l e r a t i o n [m/ s ˆ 2 ]
11 mu=0.0029; %z i n c dynamic v i s c o s i t y [ Pa∗ s ]
12 rho =6500; %z i n c d e n s i t y [ kg /mˆ 3 ]
13 nu=mu/ rho ; %z i n c k i n e m a t i c v i s c o s i t y [mˆ2/ s ]
14 Up=0.5; %s t r i p v e l o c i t y [m/ s ]
15 s i g m a t =0.8; % z i n c s u r a f a c e t e n s i o n [N/m]
16 E=1e −2/4; %smooth p a r a m e t e r
17 s igma =3; %magnet ic f i e l d s t a n d a r d d e v i a t i o n
18 sigma m =1.6 e7 ; %z i n c e l e c t r i c a l c o n d u c t i v i t y [ S/m]
19

20

21 %VARIABLES COMPUTATION
22 e p s i l o n =(mu∗Up/ s i g m a t ) ˆ(1/3) ; %Fi lm Parameter
23 h1=s q r t ( nu∗Up / 9 . 8 ) ; % r e f e r e n c e q u a n t i t y o f f i l m t h i c k n e s s [m]
24 y1=h1/ e p s i l o n ; %r e f e r e n c e q u a n t i t y o f s t r e a m w i s e c o o r d i n a t e [m]
25 y dim=l i n s p a c e ( 0 , 0 . 0 2 , 1 0 0 1 ) ; %s t r e a m w i s e c o o r d i n a t e s [m]
26 B max=Ha/ s q r t ( ( sigma m ∗Up) /( rho ∗g ) ) ; %r e f e r e n c e q u a n t i t y o f magnet ic

f i e l d [T]
27 h dim =0.5∗(3.344042480877588 e −04 −6.237787763685626 e −05)∗(1+ tanh ((−

y dim +0.01) /E) ) +6.237787763685626 e −05; %f i l m t h i c k n e s s [m]
28 B dim =((1 − 5e −3)∗ exp ( −(((( y dim −0.01) / y1 ) . ˆ 2 ) . / ( 2 ∗ s igma ˆ2) ) )+ 5e

−3)∗B max ; %magnet ic f i e l d [T]
29

30

31

32 %VELOCITY PROFILES COMPUTATION
33 f o r i =[350 500 7 0 0 ]
34 x dim=l i n s p a c e ( 0 , h dim ( i ) ,1001) ; %w a l l −normal c o o r d i n a t e s [m]
35 A1=tanh ( ( h dim ( i ) . / ( h1 ) ) . ∗ ( B dim ( i ) /B max ) ∗Ha) .∗ ( 1 + 1 . / ( Haˆ2∗( B dim ( i

) /B max ) . ˆ 2 ) ) ;
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36 v dim=−(A1 . ∗ s i n h ( ( x d im . / h1 ) . ∗ Ha . ∗ B dim ( i ) /B max )−cosh ( ( x d im . / h1 ) . ∗
Ha . ∗ B dim ( i ) /B max ) .∗ ( 1 + 1 . / ( Ha ˆ 2 . ∗ ( B dim ( i ) /B max ) . ˆ 2 ) ) +1./(Ha
ˆ 2 . ∗ ( B dim ( i ) /B max ) . ˆ 2 ) ) . ∗ Up ;
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46 %PLOTS
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48 x l a b e l ( ’ $\ hat {x}/\ hat {h}$ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ )
49 y l a b e l ( ’ $\ hat {v}$ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ )
50 t i t l e ( ’ Comparison among v e l o c i t y p r o f i l e s ’ )
51

52 f i g u r e ( 2 )
53 y y a x i s l e f t
54 p l o t ( y dim , B dim )
55 x l a b e l (” y [m] ” )
56 y l a b e l (”B [T ] ” )
57 y y a x i s r i g h t
58 p l o t ( y dim , h dim )
59 y l a b e l (” h [m] ” )
60 g r i d on
61 t i t l e ( ’ D i m e n s i o n a l t h i c k n e s s and magnet ic f i e l d ’ )
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Appendix B: Finite Element Method

The finite element method is a powerful numerical technique and, as declared in the previous
chapter, it is at the base of Elmer. A brief description of the fundamentals of this technique are
below described. The information used for the drafting of this chapter can be found in [12].

Overview

The finite element method (FEM) is one of the most popular methods used to resolve contour
values problems numerically. It derives from the weighted residual method, where the solution can
be written as a finite expansion, without considering a particular test function:

φ(x) ≈ φ̂(x) =
M∑
j=1

ajψj(x) (1)

Where x is for the vector (x, y, z). The coefficients aj are unknown and have to be found, while
the functions ψj(x) are the shape functions or test functions. The approximate solution φ̂ is known
as the test solution and the choice of different types of test functions gives rise to the different
weighted residual methods.
Assume no particular test function ψj(x), It is now required that approximate solution φ̂ is equal to
the function φ over a set of M points or nodes with coordinate xk

φ̂(xk) = φ(xk) =
M∑
j=1

ajψj(xk) k = 1, . . . ,M (2)

We can write the (2) in matrix form:
Φ = [Ψ]a

Where ψk,j = ψj(xk) are the elements of the matrix [Ψ] and φ(xk) and ak are the elements of
the vectors Φ and a respectively. By premultiplying both members of the above expression by the
inverse of the matrix [Ψ] yields an expression for the coefficients aj of the expansion (2):

[Ψ]−1Φ = a

whereby

aj =
M∑
k=1

ψ−1
jk φ(xk) j = 1, . . . ,M

Where ψ−1
jk is the element jk of the matrix [Ψ]−1. Now, by replacing the previous equality in (2):

φ̂(xk) = φ(xk) =
M∑
j=1

M∑
k=1

ψ−1
jk φ(xk)ψj(xk)
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We can rewrite the expression above as:

φ̂(xk) =
M∑
k=1

φ̃hNk(x)

where φ̃h = φ(xk) is the dependent variable and

Nk(x) =
M∑
j=1

ψ−1
jk ψj(xk)

is the shape function. In a computational point of view, computing the inverse matrix [Ψ]−1 for
M >> 1 and arbitrary test functions ψj can be very expensive. Moreover, the result in this condition
is likely to be inaccurate. However, there is a very simple strategy to avoid this problem, which is
to choose a basis of test functions such that:

ψj(xk) =

1 if j = k

0 if j 6= k

Hence, [Ψ] = [Ψ]−1 = I, thereby, the coefficients aj of (2) are the nodal values of φ. In this way,
test functions can be defined as interpolation functions of the nodal value within a small region of
the domain bounded by the neighbouring nodes.

Local Test Functions of Compact Support

The discretization process in the finite element method consists of subdividing the spatial domain
Ω into small non-overlapping Ωe subdomains called elements. These elements are defined by the
nodes that make up the domain and their shape depends on the dimension of the problem and
the type of discretization chosen. In one-dimensional domains the finite elements are line segments
given by the two nodes located at the ends of each one of them, while in two-dimensional domains
triangles or quadrilaterals are usually used, which are defined by the nodes at the vertices. In three-
dimensional domains, different polyhedra are used, such as tetrahedra (four faces), hexahedra (six
faces), triangular prisms, among others. As we will see in this section, in addition to the vertex
nodes, a finite element can have more nodes arranged on its sides or faces or in its interior, which
allow to increase the order of the approximation. Like the grids used in the finite difference method,
a finite element mesh can be structured or unstructured, but in this type of discretization the process
offers much greater flexibility for modeling complex geometries.
Figures (1a) and (1b) show, as an example, two 2D meshes, a structured quadrilateral mesh and
an unstructured triangle mesh, both used to model the flow around an airfoil. According to its
formulation, the approximation proposed by the finite element method is written in terms of an
interpolation based on the nodal values of the dependent variable and of the shape functions Nk

φ̂(xk) =
M∑
k=1

φ̃hNk(x) (3)
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Figure 1: Figure a) structured finite element mesh of quadrilaterals. Figure b) unstructured mesh of
triangles. They are both used for modeling two-dimensional flow around an airfoil airfoil.[12]

where the functions must comply with the imposed condition:

Nk(xk) = 1 j = k

Nj(xj) = 0 j 6= k
(4)

The simplest way to satisfy these conditions is to use compact support form functions, which
means that a function Nk is zero over the entire domain except in a relatively small region of the
domain that includes the xk coordinate node. This region is made up of the elements that share that
node, so that, within a given element Ωe, the only non-zero shape functions are those corresponding
to the nodes that are part of the element. Thus, the approximate solution φ̂(x) in the region x ∈ Ωe

is written in terms of an interpolation expressed only by the nodal values of the nodes belonging to
the Ωe element and the corresponding shape functions,namely:

φ̂(x) =
Me∑
ke=1

φ̃keN e
ke(x) x ∈ Ωe (5)

where M e is the number of nodes that made up the element Ωe, ke denotes the local numeration
of the element nodes and N e

ke are the locally defined shape functions.

Interpolation in One-Dimensional Domains

Consider a 1D case 0 ≤ x ≤ l discretized by N − 1 elements of two nodes each one, like figure (2)

Ωe
k = [xk, xk+1] k = 1, . . . ,M

A one-dimensional two-node element allows a linear interpolation of the function φ(x) to be con-
structed within each element. In global terms this approximation inside the element Ωe

k is:

φ̂(x) = φ̃kNk(x) + φ̃k+1Nk+1(x) x ∈ Ωe
k (6)
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where the shape functions are:

xk ≤ x ≤ xk+1

Nk = xk+1−x
xk+1−xk

Nk+1 = x−xk

xk+1−xk

Figure 2: Schematic of the finite element approximation of a one-dimensional function. one-dimensional
function.[12]

At the local level, i.e., at the level of each element, the interpolation (6) can be written in
relation to a local ξ coordinate, referred to a normalized system with origin at the center of the
element Ωe

k

φ̂(ξ) = φ̃1N
e
1 (ξ) + φ̃2N

e
2 (ξ) =

2∑
ke=1

φ̃keN e
ke(ξ) − 1 ≤ ξ ≤ 1

where, in this case, the local shape functions are

− 1 ≤ ξ ≤ 1

N
e
1 = 1−ξ

2

N e
2 = 1+ξ

2

(7)

the transformation from the local system to the global one is given by:

x = 1
2xk+1(1 + ξ) + 1

2xk(1− ξ) (8)

where xk and xk+1 are the coordinates of the ends of the one-dimensional element. Note that the
ξ coordinate inside the element is precisely the linear interpolation of the value of x at the ends.
The expressions for N e

1 and N e
2 in equation (7) are the two locally defined shape functions for a

linear interpolation. If we wish to obtain a higher order of interpolation, more values of the function
φ inside the element must be known. That is, we must define interior nodes in the element where
the values of φ are specified. Thus, for a second-order interpolation, a node is placed at the center
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of the element so that the approximation is made in terms of three parabolic shape functions which,
obviously, must satisfy the condition (4):

− 1 ≤ ξ ≤ 1


N e

1 = ξ
2(ξ − 1)

N e
2 = 1− ξ2

N3 = ξ
2(ξ + 1)

(9)

These definitions are shown graphically in figure (3)

Figure 3: Schematic of shape functions for quadratic interpolation within a one-dimensional three-node
element.[12]

Naturally, the discretization of one-dimensional domains has the simplicity that the geometry of a
finite element can only be linear and is defined by the two end nodes. In contrast, in multidimensional
domains the complexity increases substantially since, in principle, elements of arbitrary shapes could
be defined. However, bearing in mind that it is not desirable to increase the complexity of the problem
unnecessarily, the shapes of the finite elements are usually reduced to simple figures such as triangles
and quadrilaterals in two-dimensional domains and polyhedra with few faces in three-dimensional
domains.

Shape Functions Continuity

The way to define local interpolation functions is not unique, but depends on the characteristics
one wishes to impart to the approximation. By means of the shape functions (7) and (9) we
construct an approximation function φ̂ in terms of the nodal values φ̃k, which is continuous over
the entire domain including the discretization nodes (xk coordinate points), but its derivative is not
defined at the ends of the elements. This continuity condition of the approximation function is a
consequence of the test functions used in the expansion since the continuity of φ̂ is given directly
by the continuity of the Nk functions, whose derivatives are not defined at the end nodes of the
elements. The continuity requirements on the shape functions are imposed according to the order
of the differential equations to be solved, similar to what happens in the traditional weighted residue
method, where the application of the differential operator on the test solution makes it necessary,

128



Chapter Bibliography

in principle, for the latter to be derivable
Constant test functions within each element lead to approximation functions that are piece wise
constants which do not satisfy the continuity of the function at the nodes. Test functions that
satisfy the conditions (4) but have discontinuities in the first derivative, such as linear functions (7)
or parabolic functions (9), lead to approximation functions that satisfy the continuity of φ̂ at all
nodes including those at the boundaries of the elements, but not of its first derivative. In that case
the shape functions are said to be of C0 continuity. Shape functions satisfying the conditions (4)
and which also satisfy:

N
′

k(xk) = 1
N

′

j(xj) = 0 j 6= k

(10)

where N
′
k is the derivative, allow us to construct an approximation where both φ̂ and its first

derivative are continuous and are said to be of C1 continuity. In general, a basis of shape functions
is of Cs continuity when they allow to construct an approximation in which both the variable φ̂ and
its s first derivatives are continuous at all the nodes of the discretization.
Continuity C0 shape functions can be obtained using Lagrange interpolation polynomials, which are
defined as the lowest degree polynomials that verify the correspondence between a set of distinct xi
points and their images fi. The functions given in (7) and (9) are, precisely, particular cases of the
Lagrange interpolation polynomials, for two and three points, respectively. In general, taking into
account that the local form function N e

ke satisfies fke = 1 and fje = 0 (je 6= ke), the functions N e

on a one-dimensional element of M e nodes based on the Lagrange interpolation polynomials are:

N e
ke(ξ) =

∏
1≤m≤Me

ξ − ξm
ξke − ξm

= (ξ − ξ1) . . . (ξ − ξke−1) (ξ − ξke+1) . . . (ξ − ξMe)
(ξke − ξ1) . . . (ξke − ξke−1) (ξke − ξke+1) . . . (ξke − ξMe) (11)

The interpolation order of the polynomial must not be confused with the degree of continuity of the
shape function. Although by means of this expression we can obtain high interpolation orders, the
shape functions are in all cases of continuity C0.
To obtain shape functions of continuity C1 or higher, Hermite interpolation polynomials are usually
used. It is worth mentioning that, despite the possibility of constructing high-order interpolation
functions, these are not generally used, since in this case, systems of equations with relatively dense
(multiple) matrices (multiple non-zero elements), which increases the computational cost of solving
the system computational cost to solve the system.

Approximation of The Differential Equations Solution

Taking into account the above definitions, in this section we will see how the finite element method
is applied to solve differential equations. This development shares many of the features of the tradi-
tional weighted residue method, but the use of compact support form functions requires additional
treatment to satisfy the continuity requirements of the approximate solution. This often requires
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”weakening” the boundary value problem to reduce the continuity requirement on the shape func-
tions, thus allowing simpler, essentially C0 continuity functions to be used. On the other hand,
finite element schemes almost unanimously use the Galerkin method, whereby the weight functions
in the integrals of the residue are the compact support shape functions that interpolate the nodal
values of the variable inside the elements.

Weak Form of the Differential Equation

The spatial discretization process using the finite element method relies on the integral form of the
differential equation, which transforms the boundary value problem into a variational one. Consider
for this analysis a boundary value problem constituted by the Poisson equation and an appropriate
set of boundary conditions:

−∇2φ = s in Ω (12)

with

φ = φ̄ in Γφ̄

n̂ · ∇φ = ∂φ

∂n
= q̄ in Γq̄

(13)

where s is a source term which depends on the x position and n̂ is the normal vector going out the
contour Γq̄
Equation (12) together with the boundary conditions (13) are known as the strong formulation of
the boundary value problem. A function φ(x), of at least C2 continuity (up to the second continuous
derivative) that satisfies the differential equation and the boundary conditions is called a classical
solution of the problem. To obtain an approximate solution by the finite element method we write
the weighted residual formulation:∫

Ω
WmRΩ dΩ =

∫
Ω
Wm(∇2φ+ s) dΩ = 0 (14)

where the expression is zero because we are considering the residual of the classical solution, which
satisfies the differential equation exactly. Note that, if we were to intrude the test solution (3) into
equation (14), in principle we would need the shape functions to have bounded derivatives at least up
to second order (hence, the first derivatives must be continuous), since the presence of singularities
in the derivatives (basically, unbounded values of the derivatives) can generate problems in the
evaluation of the integrals. In other words, this formulation would imply that the shape functions
must be at least of continuity C1, so as to guarantee that the second derivatives are bounded over
the whole domain. Generally speaking, we can say that for a differential operator L, the above
formulation requires that the shape functions be of continuity Cs−1, where s is the order of the
highest order derivative in the differential operator. This means that, for the Poisson problem which
is of second order, form functions of continuity C0, such as Lagrange interpolation polynomials,
could not be used.
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To overcome this limitation, we proceed to ”weaken” the formulation, by applying the Gaussian
divergence theorem to the first term of the residual:∫

Ω
Wm∇2φ dΩ =

∫
Ω

[∇ · (Wm∇φ)−∇Wm · ∇φ] dΩ =
∫

Γ
Wm(n̂ · ∇φ)dΓ−

∫
Ω
Wm · ∇φ dΩ

Replacing this equality in equation (14) and assuming that the function Wm is zero on the Dirichlet
contour Γφ̄, the Neumann boundary condition arises naturally (hence they are often called natural
boundary conditions) and gives the weak formulation of the problem of values on the contour:∫

Ω
∇Wm · ∇φ dΩ−

∫
Γq̄

Wmq̄dΓ =
∫

Ω
Wms dΩ (15)

where the condition (13) was introduced.
The weak formulation (also called variational form) of the problem allows to reduce the continuity
requirement on the function φ, which can now be of C0 continuity, provided that the weight functions
Wm are differentiable (even if their first derivative is not continuous). The classical solution of the
problem (12) with boundary conditions (13) obviously satisfies the integral equation (15), but this
weak formulation only satisfies the differential equation and the Neumann boundary conditions that
were naturally introduced to the problem. The fulfillment of the Dirichlet boundary conditions is
achieved by correctly choosing the space to which the solution of (15) belongs, which must be such
that the solution satisfies (13) in Γφ̄. In terms of the test solution (3), this is achieved by imposing
the prefixed values on the Dirichlet contour to the corresponding nodal values, which will no longer
be unknowns of the problem. The uniqueness of the weak solution of the problem (12) (i.e., the
solution of its weak formulation), is guaranteed by means of the Lax-Milgram lemma.
Once the weak formulation of the problem has been obtained, the next step to obtain the approximate
solution by means of the finite element method is to introduce the test solution (3) into the integral
formulation. Therefore, considering our Poisson model and using the Galerkin method, we have
that: ∫

Ω
∇Nm ·

 M∑
k=1

φ̃k∇Nk

 dΩ−
∫

Γq̄

Nmq̄ dΓ =
∫

Ω
Nms dΩ m = 1, . . . ,M

where M is the problem nodes quantity. Regrouping terms in the expression yields:
M∑
k=1

 ∫
Ω
∇Nm · ∇Nk dΩ

φ̃k =
∫

Ω
Nms dΩ +

∫
Γq̄

Nmq̄ dΓ m = 1, . . . ,M (16)

With the expression (16) we construct the system of algebraic equations whose solution allows us
to know the nodal values of the approximate solution of the approximate solution:

[K]φ̃ = f (17)

where

Kmk =
∫

Ω
∇Nm · ∇Nk dΩ

fm =
∫

Ω
Nms dΩ +

∫
Γq̄

Nmq̄ dΓ
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Note that the system (17) requires some additional treatment in order to correctly consider boundary
conditions. In the presence of Dirichlet boundary conditions (essential conditions), the nodal vari-
ables are known and must therefore be extracted from the linear system, adding their contribution
to the right-hand member and reducing the size of the system. Basically, if there is a Dirichlet
condition at node d such that the nodal variable is known (φ̃d = φ̄d), the column d of the matrix
[K] multiplied by the prefixed value φ̄d is subtracted from the right-hand member vector and the
row d of the system is cancelled. Thus, the number of equations of the algebraic system is in general
not equal to the number of nodes of the discretization, unless there are no regions with essential
boundary conditions. On the other hand, taking into account that the shape functions are com-
pactly supported and are generally low-order polynomials, it is convenient to perform the integrals
numerically at the local level by means of Gaussian quadratures and, subsequently, to compute the
contribution of each element to each node of the global system, in what is known as the global
matrix assembly.
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