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Summary

In the last decades, the decrease in the cost of next-generation sequencing
(NGS) technologies has allowed the widespread of many omics data (e.g.,
transcriptomics, proteomics, genomics).

This thesis focuses on a multi-omics approach to cluster patients so that
similar ones are assigned to the same cluster, simultaneously considering all
data sources.

In detail, the proposed method has been evaluated on patients affected by
myeloid and lymphoid leukemias (AML, ALL).

The method considers two types of transcriptomics data, miRNA and mRNA
expression.

In detail, the expression measures the quantity of the molecule (mRNA or
miRNA in this case) in the sample, which is crucial in regulating transcrip-
tional and post-transcriptional processes.

In the literature, many techniques based on multi-omics clustering of samples
are presented. Among them, tools based on joint dimensionality reduction
techniques -jDR- (e.g., JIVE and GCCA) should be mentioned.

The main issue of jDR techniques is that they are based on a direct compu-
tation of the distances between all the samples in the original input space.
In this thesis, the proposed technique overcomes the limit of computing the
distances between samples, exploiting a neural network model.

The proposed method computes distances using pseudo-samples (also called
centroids) generated by the neural network to identify the two classes, AML,
and ALL diseases.

Indeed, the network’s output is a matrix of centroids generated from the data
distribution of the input omics.

The method is based on a Multi-Layer Perceptor (MLP) architecture which
takes as independent inputs the miRNA and mRNA expression matrices. In
this sense, the method can be defined as a multi-input approach.

The network is made up of 2 hidden layers for each input omic.

Finally, the last hidden layers of each omic are concatenated and sent to the
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final output layer.

A custom loss function is implemented to minimize the error between the
output value and the actual value.

Different custom loss functions have been considered. In the end, the final
loss is based on the Mean Squared Errors (MSE) computed on both input
omics, which are combined through the sum divided by the product of the
mse.

In addition, it is not necessary to have a Y label given as input in the training
phase. Indeed, the proposed method computes an ’artificial’ Y label from the
expression values of mRNA and miRNA input matrices. This contribution
is beneficial since the Y label is not always known for this kind of problem.
For each patient, the artificial label is computed as the average expression
values of all its features.

This choice is consistent with what is mentioned in the literature.

The output of the neural network is a matrix that for each omics outputs the
centroids. Since this matrix is in the same dimensional space as the input
features, computing distances between patients and centroids, I assigned all
the samples to the closest centroid.

Unlike jDR methods, the proposed approach does not compute the distances
between all the patients but between patients and centroids.

This computation generates a dataset that contains the patient-centroid as-
sociation.

In the end, a similarity matrix is computed. This matrix is squared and bi-
nary. In detail, the value is 1 if the two samples belong to the same centroid,
0 vice-versa. Then, I applied KMeans, Spectral, Gaussian Mixture and Hier-
achical clustering techniques both on the similarity matrix and the original
data, with and without a PCA dimensionality reduction.

In the end, a custom evaluation function was designed to evaluate the per-
formance of the clustering techniques. In detail, it verifies if the clustering
technique has correctly matched the cluster label, counts the correct matches,
and returns a compatibility percentage.

This metric increases about 20% in the clustering applied on the input omics
and those with the PCA on the similarity matrix.
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Chapter 1

Background

1.1 Leukemia

Leukemias are blood cancers comprised of rapid and uncontrolled growth of
immature and atypical cells that infiltrate the bone marrow, where all blood
cells are produced.

Leukemias make up 33-35% of childhood cancers; in children, about 80% of
cases are acute lymphoblastic leukemia.

In particular, in recent years, innovative therapies have allowed an increase
in the survival rate, leading to significant progress in healing, going from
minus 10% -20% in the 90s to 80% in the current years.

These results are the result of preclinical and clinical research and the ability
to work in a network.

In Italy, the network is represented at the Italian Association of Pediatric
Hematology and Oncology (ATEOP), a body that collaborates with the lead-
ing European centers.

The model conceived to work a network is represented by the "Diagnosis
and treatment" model, a model which in Italy is supported by the Umberto
Veronesi Foundation.

The research for new cutting-edge therapies is focused on precision medicine,
science that evolves in the search for a drug that manages to go directly
against an anomaly present only in the cancer cell or mainly in that cancer
cell, causing the cell’s death.

Precision medicine was born as a term in the 1950s and became a reality
with the genomic analysis of cancer cells.

A particular result from genomic analysis is the treatment of chronic myeloid
leukemia through oral therapy. Indeed, this disease was once only treated
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with bone marrow transplantation.

Child and adolescent acute lymphoblastic leukemia is the most common
pediatric cancer of children and adolescents and the most common pediatric
cancer.

Every year in Italy, from 350 to 400 children and adolescents get sick from
this disease. Acute lymphoblastic leukemia represents one example of the ex-
traordinary success held in recent years precisely because today, more than
85% of adolescent children who fall ill with this disease become adults. It is
the most excellent sign of success related to this disease.

The success of the therapy is linked first to the enrollment of adolescent chil-
dren in diagnosis and treatment protocols. In Italy, it is guaranteed by the
connection between the Italian Association of Pediatric Hematology and On-
cology, AIEOP. It is so in Italy as in all over the world. Therefore, the first
essential element of success is that all children are enrolled in diagnosis and
treatment protocols. It has made it possible over the years to continuously
improve both from a diagnostic point of view, recognition of groups with dif-
ferent prognoses, and in offering innovative therapeutic strategies that have
been the reason for this success.

The therapies are chemotherapy, rarely radiotherapy, only in cases of re-
currence of the disease the availability of bone marrow transplantation, but
today indeed the expectations we have in the further improvement of treat-
ments lie in the hope that immunotherapy, that is the manipulation and use
of biological drugs, may also have in this disease.

The challenges of acute lymphoblastic leukemia today are on two fronts, on
the one hand, that of being able to guarantee the children we care for a fu-
ture of complete health, free of long-term side effects, which today precisely
because more and more adolescent children are recovering, we discover, we
identify, and we must try to prevent.

On the other hand, we have to deal with the 15% of adolescent children who
do not survive today, and to whom we must try to offer innovative strategies
both in the early definition of which are those cases of those adolescent chil-
dren who are most at risk of presenting, a recovery of the disease.

In this perspective, genomics offers us unique perspectives to describe every
single disease of every child, on the other hand, that of being able to have
innovative therapeutic strategies.

In this context, immunotherapy, which today means monoclonal antibod-
ies biological drugs, antibodies that interfere with the immune response but
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above all Car T cells, genetically modified cells to be able to attack the dis-
ease selectively represent today a great hope for the future, also for these
children who do not recover today.

1.2 Multi-Omics Approach

Multiomics is a new approach in which data sets from different omic groups
are combined during analysis.

The different omics strategies employed during multi-omics are genome, pro-
teome, transcriptome, epigenome, and microbiome.

e Genomics: Genomics is a field that encompasses the identification of

genes and genetic variants associated with a disease or in response to cer-
tain drugs and medications. In this approach, large GWAS or genome as-
sociation studies are used to identify genetic variants in a whole-genome
associated with a disease.
Genotyping is performed for thousands of people for nearly a million
markers to identify significant differences in genetic markers between
healthy and sick individuals. In addition to GWAS, genotype arrays,
next-generation sequencing (NGS), and exome sequencing are also uti-
lized in this approach.

e Epigenomics: Epigenomics refers to or identifies DN A-associated protein
DNA modifications. These include acetylation/deacetylation and DNA
methylation. The fate and functions of cells can be changed through
changes in DNA and histones, in addition to genetic changes. These
changes can be passed on to the offspring. Epigenetic changes in the
genome can also act as markers for metabolic syndromes, cardiovas-
cular disease, and metabolic disorders. These changes can be cell-and
tissue-specific. Hence, it is critical to identify epigenetic changes during
indigenous and sick people. Sequencing of the next generation is also
used to underestimate DNA modifications.

e Transcriptomics: This approach is used to identify qualitative and quan-
titative levels of RNA throughout the genome. It includes which tran-
scripts are present and the levels of their expression. Although only 2%
of the DNA is translated into protein, nearly 80% of the genome is tran-
scribed, including coding RNA, short RNA, including microRNA, small
nuclear RNA. In addition to acting as an intermediate between DNA and
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protein, RNA also has structural and regulatory functions during native
and altered states. They have been shown to have a role in myocardial
infarction, adipose differentiation, diabetes, endocrine regulation, neu-
ron development, and others.

Hence, it is crucial to understand which transcripts are expressed at a
time. Therefore, in addition to next-generation sequencing (NGS), a
probe-following assay and aRNA are also used in this approach.

Proteomics This field is involved in identifying protein levels, modifica-
tions, and registrations at the genome level. protein-protein interactions
can be investigated with phage visualization, two classic yeast hybrid,
affinity purification, and Chip-Sequence.

Most proteins are regulated with post-translational modifications, such
as phosphorylation, acetylation, ubiquitination, nitrosylation, and gly-
cosylation.

These changes are involved in maintaining cell structure and function. In
addition, mass spectroscopy-based techniques are being used for global
proteomic changes and the measurement of post-translation changes.

Metabolomics Metabolome includes all metabolites present in a cell, tis-
sue, or organism, including small molecules, carbohydrates, peptides,
lipids, nucleosides, and catabolic products. It represents the finished
product of gene transcription and consists of both signaling and struc-
tural molecules. The metabolome size is much smaller than the proteome
size and is thus easier to study.

Microbiomics Microbiomics consists of all the microorganisms of a com-
munity. Microbes have been found in human skin, mucous surfaces, and
the intestine. The microbiome found in humans is very complex, where
the gut consists of 100 trillion bacteria. The microbiota is involved in
diabetes, obesity, cancer, colitis, heart disease, and autism.

Source: www.news-medical.net

With progress in all the different omics fields, it increasingly recognizes

that an omics module cannot answer a research question.

The microbiome influences the expression of the protein and the gene, which
in turn influences the metabolome and all these processes by interference and
regulation.

Therefore, studying these treatments in their entirety to find strategies for
treating diseases is of crucial importance.
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This is where the field of multi-omics is coming in. This field encompasses
all fields of omics and ranks to understand the native and altered state of an
organism from the analysis of data from differential omics experiments.

In this thesis, we will deal with transcriptomic data: in particular mRNA
and miRNA.

 o— , p-

To improve
diagnostics and
therapies

To Improve To get insight on
Personalized medicine patient health mitochondria

Epigenomics
Transcriptomics

Metabolomic Microbiomics

Proteomics

Single Omics Multi-omics

Figure 1.1. Multi-Omics Approach

Source: www.frontiersin.org

1.3 Neural Networks

The networks attempt to implement the functioning of the brain through
a series of mathematical models, a continuation of the well-known neural
machine of Turing, father of English mathematical intelligence and artificial
intelligence. They coined with his thesis the computer model that everyone
today we all know, the so-called Turing machine.

The idea of neural networks was born from a neurophysiologist and a mathe-
matician who got together and had the idea of introducing a so-called neural
network model, that is, the possibility of implementing a Turing machine
through a model inspired by the human brain.

The neural network itself consists of many small units called "neurons".
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These neurons are grouped into several layers. Units of one layer interact
with all neurons of the next layer through "weighted connections," which are
just connections with a real-valued number attached.

A neuron takes the value of a connected neuron and multiplies it with its
connection’s weight. The sum of all connected neurons and the neuron’s bias
value is then put into a so-called "activation function", which simply mathe-
matically transforms the value before it finally can be passed on to the next
neuron.

This way, the inputs are propagated through the whole network. That is
pretty much all the network does, but the real deal behind neural networks
is finding the correct weights to get the right results. This aspect can be
done through a wide range of techniques such as machine learning.

Neural networks can be used in different fields of application, from speech
recognition to economic credit risk, passing through image recognition.
In each of these areas, a machine cannot recognize what data represents,
therefore relevant characteristics are generated that allow the computer to
recognize the type of data processed thanks to the implemented algorithm,
or it can discover it by itself through the data analysis.

A neural network is composed of three types of layers:

e Input Layer
e Hidden Layer

o Output Layer

Each of these layers is composed of a finite number of nodes. In detail,
each node is connected with all the nodes of the next layer. These connections
are "weighted" by multiplying factors in the algorithm, which represent the
"strength" of the connection itself.

Initially, the results will be relatively error-prone. If the neural network
receives feedback from a human trainer and can modify the algorithm, it is
called machine learning. In deep learning, human training can be omitted.
In this case, the system learns from its own experience and becomes better
the more material it has available. The final result is an algorithm capable
of identifying the type of data with minimal error, regardless of the value it
contains
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Figure 1.2. Example of Neural Network

Source: www.kdnuggets.com

1.4 Clustering

Clustering is the search for groups of objects such that objects belonging
to one group are 'similar" to each other and differentiate from objects in
other groups. In particular, it consists of a set of statistical techniques aimed
at identifying groups according to elements with characteristics that make
them similar concerning a set of characters taken into consideration and a
specific criterion. The objective is to group heterogeneous elements into
several subsets that tend to be homogeneous and mutually exhaustive. In
other words, the statistical units are divided into a certain number of groups
according to their level of "similarity" evaluated, starting from the values that
a series of selected variables assumes in each unit.

In this thesis, some clustering techniques are used. In particular, 4 clus-
tering techniques are used:

¢ KMeans
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e Spectral
e Gaussian Mixture
e Hierarchical

Below we briefly describe how these clustering techniques work.

1.4.1 KMeans Clustering

KMeans is a partition group analysis algorithm that allows you to divide a
set of objects into k groups based on their attributes. The main functioning
of this algorithm is as follows:

o Define the breadth of the data set and the k centroids randomly arranged
e Use each element and assign it to the nearest centroid
o Calculate the Euclid distance between each element and the centroid

— The centroid with the minimum distance is taken from the element
argmin dist(Cy, )2 (1.1)

o Updating of the centroids by averaging all elements that have been as-
signed to the new cluster

As long as there are no changes to the cluster centers.
The algorithm ends only in these cases:

o No data changes clusters
e The sum of the distances is at a minimum
« Number of iterations reached

This technique has the advantage of being fast but has some disadvantages
such as assigning the initial centroids in a casual way and different results
for each execution.
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Figure 1.3. Example of Step in KMeans

Source: www.researchgate.net

1.4.2 Spectral Clustering

The critical principle of Spectral Clustering techniques is to consider i given
as if they were the vertices of a graph and weight the connections based on
the similarity between two vertices. This interpretation leads to the frame-
work of the "Spectral Theory of Graphs', a theory in which the data of the
training set can be considered as the approximation of a topological space (a
manifold) whose properties can be studied through the spectral properties
of a matrix called Laplacian. These properties, hence the name "Spectral",
are used to characterize the graphs to proceed with an appropriate partition-
ing. Source: Alcuni metodi matriciali per lo Spectral Clustering - AMS Tesi
...http://amslaurea.unibo.it
The main steps of Spectral Clustering are

e Calculation of the Laplacian Matrix
« Calculation of the first K eigenvectors (and I k minor eigenvalues)

» Consider the matrix composed of the first k eigenvectors
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o Clusters on graph nodes that use these features

As shown in the figure below, spectral clustering also works for data that
cannot be linearly separated. In particular, seeing the application on a real
dataset, it is visible how spectral clustering, in this case, can better group
the data belonging to the same cluster.
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(a) K-means (b) Spectral clustering

Figure 1.4. KMeans vs. Spectral Clustering

Source: www.researchgate.net

1.4.3 Gaussian Mixture Clustering

It is a clustering technique used primarily for unlabeled data.

It is important to remember that the KMeans method does not take into ac-
count the variance of the data distribution. Indeed, KMeans creates circles
around the data, this methodology generates problems in the case of data
distributed linearly as shown in the figure.
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Figure 1.5. Linear distribution

In particular, KMeans tells us which data point belongs to which cluster
but does not give us the probability that a given point belongs to each of the
possible clusters.

The Gaussian Mixture instead of creating circles create ovals around the
points. In detail, the Gaussian Mixture assumes that there are several Gaus-
sian distributions and each of these is a cluster. This technique tends to group
data belonging to a single distribution together, as shown in the figures.
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Figure 1.7. Clustering with Gaussian Mixture

Source: Stack Overflow
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1.4.4 Hierarchical Clustering

This clustering technique assumes that each point is its own cluster. At each
step, the closest pair of points are searched for in one of the following ways:

minimum distance between points

the maximum distance between clusters

the average distance between the points of the cluster

the average distance between the points of the cluster

and merges into a single cluster. you decompose objects into different
levels of nested partitions In the end, clustering is performed by cutting the
dendrogram to the desired level.

Mon - Hierarchical Hierarchical

Figure 1.8. Hierarchical Clustering Explained

Source: www.vitalflux.com
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Chapter 2

Data

2.1 Data Source

The data used in this research concern patients with myeloid and lymphoid
leukemia.

All data files were downloaded from the GDC Portal Cancer. repository
using the following filters:

o Primary Case: hematopoietic and reticuloendothelial systems

e Disease type: myeloid leukemias and lymphoid leukemias

To download the files related to each omic, the following filters were used:
o Copy Number:

— Data Category: Copy number variation

— Data type: Gene level copy number

« mRNA:

— Data Category: Transcriptome Profiling

— Data type: Gene Expression Quantification
o miRNA;

— Data Category: Transcriptome Profiling
— Data type: miRNA Expression Quantification

o Methylation:
35
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— DNA methylation

A JSON file has been downloaded for each of these omics. It contains all
the references to the archives necessary for downloading the data concerning
the specific analysis.

These archives are downloaded in many folders, a script FxtractionGene.py
has been developed to allows the extraction of only the necessary text file.

Each of these document files has the following structure:

Geneld Value

ENSG00000000003.13 | 0.0089
ENSG00000000419.11 | 35.9391
ENSG00000000460.15 | 1.5156

Table 2.1. Structure of omic file

2.1.1 Creation of a single patient table for each omic
of both leukemias

Once all the files have been extracted, a script was created which, for the
omics taken into consideration:

¢ Filename is selected

o Search in the MANIFEST file of that omic for the corresponding CA-
SEID

o Create a column within a table with column index the caseid and row
index the gene. The intersection between the row and column index will
contain the value of that gene for that patient.

This operation is done for all the files in the folder for each omic of that
pathology to get to have a table described as follows:

The first line "ToL" identifies the type of leukemia and therefore has M
values for the myeloid and L for the Lymphoid.

At the end of the execution of the scripts we had the following files for a
total of 6 tables distributed as follows:

o Myeloid:
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Caseldl | Caseld2 | Caseld3

TolL
Genel
Gene2

Table 2.2.  Structure of generated omic file

— CN
— miRNA
— mRNA

e Lymphoid:

— CN
— miRNA
— mRNA

all of them with the following structure:

Caseldl | Caseld2 | Caseld3

TolL
Genel
Gene2

Table 2.3. Structure of generated omic file

2.1.2 Merge between the files of the same omics

In detail, these six tables (contained in 6 different files) have been merged to
allow the model to be trained one file for each type of omics, regardless of
the type of leukemia.

It was therefore necessary to merge the tables by omics to which they belong,
using and generating 3 files, one for each omic containing the values of the
patients of both pathologies.

The 6 starting files were structured as follows:

o Myeloid:
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— CN
— miRNA
— mRNA

e Lymphoid:

— CN
— miRNA
— mRNA

The tables are then merged by type of omics, then

e Myeloid Copy Number with Lymphoid Copy Number

o Myeloid miRNA with Lymphoid miRNA
o Myeloid mRNA with Lymphoid mRNA

Therefore, having 3 new tables structured as follows:

Caseld1M | Caseld2M | Caseld3M | Caseldl1L | Caseld2L | Caseld3L
ToL M M M L L L
Genel
Gene2
Table 2.4. Structure of final omic file

These files, one for each omic, containing the data of all patients for both

pathologies, will be the inputs of our model.

To do this, a script has been created for each type of omic:

o Copy Number: ALL ReadCN_ML.py

o miRNA: ALL _ReadmiRNA__ML.py

e mRNA: ALL ReadmRNA__ML.py

In particular, these scripts perform different operations based on the for-
matting of the files that describe the omics in question.
In general, they retrieve the Geneld, its value, and the Subjectld from the
omics file for that pathology and insert it into a new table.
The same operation is done for the other type of leukemia by writing in the

table used previously.
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2.1.3 GRCh38: Decoding geneid-genename

The 3 generated files contain information regarding all the sequencing of
the omics under analysis. In detail, there are several "gene biotype" that
identifies the type of gene being analyzed. For this type of analysis, the
type of gene taken into consideration is "proteing coding", this information
is provided by the sequencing of the reference human genome, HomoSapiens
GRCh38.

This file, in * .gtf format, has been filtered with the following parameters:

e gene_ biotype: "protein_ coding'
o feature: "gene'

Furthermore, all columns not helpful in extracting the necessary informa-
tion have been removed.
In the end, a file called hg38 onlygene dropcolumns.csv was generated.
This file is necessary because it contains the name of only the genes use-
ful for the analysis.
As mentioned at the beginning of this section, the files containing the values
of the omics contain genetic information that is not useful for this analysis,
the newly generated file is necessary to filter only the genes used.
This operation is performed by a custom script named FxtractGeneFromHGS3S.py
Another necessary operation is the conversion of the geneid with its respec-
tive biological name.
Indeed, a script has been created to search for the geneid in the file contain-
ing the human genome (GRCh38). It finds the corresponding GeneName,
and inserts it as the value of the last column of the omics being used.
It is done by the EztractGeneFromHG38.py script.

2.2 Preprocessing

2.2.1 Evaluation of omics

This section illustrates the methodology for choosing the data to be used and
the preprocessing activities applied to these.
In particular, we remind you that the available data are the following:

e Myeloid: CN, mRNA, and miRNA
o Lymphoid: CN, mRNA, and miRNA
39
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In addition, the grouped data by type of omics are also available:
o Copy number: containing the values for ALL and AML

« mRNA: containing the values for ALL and AML

o miRNA: containing the values for ALL and AML

The first analysis was made on the omics data available for each patient.
Indeed, an analysis was conducted to see how many patients have all three
omics, just two, or just one.

This operation was done for both myeloid and lymphoid leukemias.

In particular, an analysis is made with Venn diagrams to identify the number
of patients with major omic analyzes.

As can be seen from the Venn digraphs below, the number of the dataset
containing the information regarding myeloid leukemia is greater than that
of lymphoid leukemia.

Lymphoid Myeloid

Figure 2.1. Data Venn diagrams

In particular, the analysis of all three omics would lead to a dataset com-
posed of a too-small number of patients.
For this reason, it was chosen to use only two reference omics for this thesis,
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miRNA, and mRNA, although the method allows the insertion and use of
multiple omics as inputs.

The data relating to the analysis of copy numbers have been kept in the
project directory.

2.2.2 Removal of outliers and null values

Another essential operation of the data preprocessing phase is removing out-
liers and feature values that retain NaN or null values.

To remove the records with null values, do all the rows containing values
equal "NaN" or "?" Have been removed.

To do this, all the values of "null" and "?" a "NaN". Then, I was deleting
all the lines that contained the "NaN" value. Below is the example of the
command used for the procedure just available.

XOmli| = XOm]i].replace(to_replace =?,value = NaN) (2.1)

It was done for both omics.

As regards the removal of the outliers, checks were made regarding the dis-
tribution of data for each omic.

The analysis technique used refers to using the Principal Component Anal-
ysis (PCA), applied to all the omics present in the input.

In particular, since the PCA is used in several points of this method, a func-
tion has been created which, given as input the dataset on which to apply
the PCA, returns the data frame processed with two Principal Component
This function is defined in the function.py file:

defPCAf(df) (2.2)

Since this technique is applied to all the omics in input, a list of data frames
has been used to contain all the PCAs of the corresponding omics.
Indeed, since the XOmScaled list contains all the omics with an application
of the StandardScaler (detailed in the next paragraph), a for loop has been
created that calls the PCAf function for each omic adds the returned value
to the PCA list.

In order to perform these calculations, it is necessary to view the PCA
data at a graphical level.
A function called "VisualizePCA" has been created to compute the PCA,
which, given as input the data frame of the PCA under consideration, gen-
erates a distribution plot.
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de fvisualize Pca(df) (2.3)

With this function on all the elements contained in the PCA list of the
single omics, it was possible to generate the following graphs:

PCA mRNA
° L]
L] L]
L]
L]
L]
~ L]
% o o b ~.
13 LML Y 0{
o] L .'.
= B8 2gp % 0 Cecte
© °
Do aARSLS Wy
& ooy 8 o LCeeen
‘3"1?"‘3'- R .
e ® —en® .l s .
[
8° ¢ 40%°% .
A
- .

[ 50 100
Principal Component 1
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Figure 2.3. PCA on miRNA omic

Analyzing the distribution graph of the PCA data on the miRNA omics,
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a cluster of data can be seen in the left part of the graph.

The first hypothesis was that the dataset contained data from differentiated
analysis projects.

After a detailed analysis, it was discovered that the analysis data, at the
same research project and containing values, were kept as elements of the
analysis dataset.

2.2.3 Standardization

It is a step performed in the preprocessing pipelines of any machine learning
or deep learning algorithm; it allows the elimination of the differences in scale
between the various indicators, reporting the values of all indicators within
a specific range (typically [0,1] or [-1,1]).
Doing so prevents gene values with a larger scale from dominating distance
metrics compared to gene values with smaller values. At the same time,
restricting the range of values to standard ranges around zero makes the
training phase more stable with variations in the weights of the limited model,
which translates into a more incredible speed of convergence of the network
in the training phase.
In this work, the application to the dataset of both standardization and
through the use of the scikit-learn library was analyzed.

The standardization assumes that the data is at a Gaussian distribution
for which it expects that they will be rescaled to have mean = 0 and standard
deviation = 1:

(2.4)

This technique modifies the shape of the distributions leading them to assume
a standard Gaussian distribution.

In order to make the algorithm dynamic, lists have been used. A list called
XOmScaled is created, which, reading each element of the list containing the
omics, standardizes them and adds them to the list. To summarize, make
a copy of the omics by applying a standardization process This operation is
contained in the Tesi v3.py file

XOmscaledlist = list()
for i, scalerOm in enumerate(scalerOmlist):
XOmscaledlist.append(scalerOm.transform(XOmlist[if))

print(i)
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Figure 2.5. Distribution of miRNA data without Standardization

44



2.2 — Preprocessing

1.2 4

1.0 1

0.8

0.6

0.4

0.2 A

0.0 A

T
-10 =5 0 5 10 15 20 25

Figure 2.6. Distribution of mRNA data with Standardization
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Chapter 3

Method

The purpose of this chapter is to discuss the design and implementation
details of the proposed neural solution.

3.1 Assumption

This method aims to arrive at the definition of a model that inputs given two
omics, manages to cluster the subject according to the disease from which
they are suffering. The goal is to use an unsupervised model that does not
need the input labels.

All files used were created as described in chapter 3. The project is structured
as follows:

o config.py
 clustering.py
o function.py
e model.py

e thesis_ v3.py
o data

The config.py file is where the model paths and parameters are described and
configured. In particular, it is structured as follows:
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3 — Method

e pathl: contains the path of the first omic, it refers to the *.csv file
contained in the "data" folder

o path2: contains the path of the second omic, it refers to the *.csv file
contained in the "data" folder.

o pathldTOL: contains the file path where the patient-type correspon-
dence of leukemia is stored, therefore myeloid (M) or lymphoid (L).

e output_size: indicates the number of output nodes of the neural net-
work. In this case, it is set to 30. Therefore, we will know that as output,
we will have a matrix of n rows and output_ size columns.

e type_of loss function: indicates which loss function to use. The pos-
sible choices are indicated in the "Loss Function" paragraph.

The function.py file contains the main data processing functions. Among the
functions implemented in this file, we have the functions of importing omics
(pathl and path2), the leukemia patient-type dictionary (pathIdTOL), and
formatting these files, which are the first functions used when starting the
method.

The other functions in this file will come later when we talk about them in
the following paragraphs.

The clustering.py file contains the clustering functions that will be used in
this method.

In particular, these functions receive as input the data frame on which to
apply the clustering algorithm and the number of clustering. The returned
value is a prediction vector of the membership clusters.

(0Jofofi[1[O]1]

the element of index 2 belongs to cluster 0.
Here is an example of how functions are called:

def clustering__spectral(df, ncluster)
where is it:
e df is the dataframe on which to cluster

e ncluster is the number of clusters you want to use
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3.1 — Assumption

The model.py file contains the definition of the model that will be trained and
used for predictions. The creation of the model is invoked in the following
way:

Subsequently, the content of this function will be deepened.

def model(C1, C2,lr, output_size, If)

where is it:

e (1 is the first omics, in this case, mRNA in the format rows-genes,
columns-subjects

e (2 it is the second omics, in this case, miRNA in the format rows-genes,
columns-subjects

e [r acronym for learning rate, it indicates the step size to modify the
weights (weights) of a deep neural network and is one of the most deli-
cate and important hyperparameters to adjust to obtain excellent per-
formance on our problem.

o output_size number of network output nodes (previously configured in
the config.py file)

e [f acronym for function loss which will be explained in section 4.3

The tesi v3.py file contains the body of the model, the parts in which
the import, standardization, model, clustering, and evaluation functions are
called.

The files used in this model are as follows

e« ML mRNA CaselD GeneName.csv
e« ML miRNA CaselD.csv

e Dictionary Caseld TOL_ B.csv
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3 — Method

For all omics, in this case, mRNA and miRNA, the first row of both data
frames has been removed as it contains the data on the type of leukemia, the
same data present in the file indicated in pathIdTOL.

We remind you that the IdTOL file contains the correspondence between
each patient and the type of leukemia from which he is affected.
The values contained in IdTOL were used in the evaluation function explic-
itly created to evaluate the model’s effectiveness and subsequently described.
The mRNA and miRNA files are taken into account to consider the analyzes
of all affected by those two types of leukemia.
As described in chapter 3, we have chosen only a few patients, more specified
of which both mRNA and mRNA (see Venn diagram).
It was, therefore, necessary to filter these two omics to take only the inter-
esting subjects.
The patients are contained in the IdTOL file. Therefore the Ids of the sub-
jects of this file have been used as a filter on the omics. This dataset was
called sujectfilter.

The functions contained in the function.py file were used to import the
patient-type of leukemia dictionary, mRNA, and miRNA.

importCaseldTOL (pathldTOL)
reformatmRNA (pathOm, subjectfilter)

Omics paths and omics data frames are stored in lists. In the evolutionary
phase, this technique allows us to insert more omics avoiding the modification
of the code already written.

To get the final model that provides for the input of two omics without be-
longing labels, we started from simpler models, and with each new evolution,
a characteristic of the final result was inserted.

The model is structured as follows:

e 1 part: neural network to perform a features reduction
e 2nd part: analysis and processing for clustering

The first part of the model, the neural network, attempts to reduce the
dimensionality of the input data.
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3.1 — Assumption

As we have seen, the input process is characterized by multiple files. In
this case, the neural network input is the set of all the omics considered and
analyzed, in this case, mRNA and miRNA.

This model, which we will call the "Final Model", has the following char-
acteristics

o There is only one neural network model that receives both omics as input

e The omics in input can have a different dimensionality as regards the
number of lines

e A Y label in input is not required

e A custom loss function has been defined that uses the mean squared
error (mse) of both omics

e The output of the network is a matrix of output_ size columns and num-
ber of rows equal to the number of rows of the largest omic

e The model performs a feature reduction of the subjects

In particular, first part is defined as follow:

Figure 3.1. Final Model - First Part

The basic idea of this model is to perform a feature reduction of the
subjects. Since the input files have a structure as shown here:

Gene; | ... | Gene,

Subjecty

Subject,,

it was necessary to transpose this dataset. It is because the reduction
occurs on the columns.
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3 — Method

If we had left the initial file structure, we would have reduced genes and not
in subjects as desired.
It is also important to underline that this operation no longer allows having
the row-patient correspondence with the diagnosis, the theoretical Y label.
So, to allow the feature reduction of the subjects it was necessary to create
the transpose of the input data and then have them in this format:

Subject; | ... | Subject,

Gene;

Gene,,

Another observation to make concerns the dimensionality of the two omics,
mRNA and miRNA. Recall that the dimensionality of these two omics is
distinctly different. One is about a tenth of the other. This feature was an
observation that was fundamentally taken into consideration for this model.

Since the neural network with multiple inputs requires that the datasets
have the same number of rows, the problem described above was a point of
analysis in the development of the thesis.

After a detailed analysis of the possible solutions, it was decided to proceed
as follows: given 2 omics, a function will find which of the two has the
lower dimensionality, after which it will duplicate its lines until it reaches the
number of lines of the larger omic.

The function that performs this operation is duplOmics and is defined in
function.py as follow:

duplOmics(XOm, leng)

This function receives two parameters:
e XOm the omic on which to expand the dimensionality of the lines.
e [eng the number of lines to be reached.

It is possible to check before calling it to recognize the omic to duplicate
the rows, thus defining a generic function.
If the number of omics is greater than 2, it is necessary to identify the largest
omic and call the duplOmcis function on all the others.

In the end, we will therefore have all the data frames with the same num-
ber of rows and the same number of columns.
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3.1 — Assumption

In this way, the two omics are supplied as input to the neural network with
the same number of genes(rows) and the same number of subjects (columns).

The neural network is structured to reduce the number of subjects to a
predefined and configurable number within the config.py configuration file in
the "output_size" field.

Modeling is invoked using the function:

model(C1, C2,lr, output_size, If)

which is defined in the model.py file.
This model is textured with 4 dense layers. More precisely, the first two are
independent for each omic, the third is the concatenation of the two, and the
fourth is the output of our network, the output_ size.

In this thesis, the value of output_ size is 30.

The neural network is structured as follows:

e Dense Layer of 100 nodes
e Dense layer of output_ size nodes
o Concatenation with layer generated at the same point on the other omic

e Dense layer of output_ size nodes

For each dense layer, the ReLu function was used as the activation func-
tion. The trend of this activation function is shown in the figure
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. ReLU

R(z) =mazx(0, z)

Figure 3.2. ReLu Function Graph

Below is a drawing of the structure of the model just described:

Dense Layer of 100 nodes Dense Layer of 100 nodes

Dense Layer of outputs_size nodes Dense Layer of outputs_size nodes

Concatenate

Dense Layer of outputs_size nodes

Figure 3.3. Internal Model
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3.2 — Artificial Label

3.2 Artificial Label

This method aims to make the model independent from a mandatory Y label
provided in the input.

In the literature, it has been seen that in the medical and financial fields
(see ref3), arithmetic metrics are used on the Xs to define an artificial Y that
is supplied to the model.

It is therefore mandatory to use a Y label, but, with this technique, it is
calculated from the values of the Xs provided in the input.

In particular, the arithmetic mean of the values of each gene of all patients
is used in this method.

In the function.py file is defined the function that the operation just de-
scribed is performed. The function is:

createyOmics(OmList)

the list of data frames containing the values of all the omics is passed as
parameters.

Then the arithmetic average of all the values of each row of both omics is
made.

So for each row:

1
MOmicj:—Zai:a1+a2+ + an

(3.1)

At the end of the execution of the function createyOmics(OmList) there
is a vector containing for each row the average of the values of the duplicate
rows of all the omics.

3.3 Loss Function Custom

Measuring model performance is the crux of any machine learning algorithm,
and this is done through the use of loss functions or cost functions.
Choosing these functions can help the model learn better; on the contrary,
choosing the wrong one could lead the model not to learn anything of signif-
icance.

This function is called the loss function.
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3 — Method

To assess the loss function with improved performance has been the model
runs completed considering using the appropriate evaluation function d and
the match (see "Rating function of the match"), of the 'performance algo-
rithm with loss function choice. The results of the 4 tests were reported

below :

Spectral
Clustering

Gaussian
Mixture

‘mse, + mse,
mean| ———
mse, * mse,

-Match with 0: 0
-Match with 1: 923

For class 1
-Match with 1: 77
-Match with 0: 1000

For class O
-Match with 0: 560
-Match with 1: 1000

Forclass 1
-Match with 1: 0
-Match with 0: 440

For class O
-Match with 0: 552
-Match with 1: 997

For class 1
-Match with 1: 3
-Match with 0: 448

mse, + mse,
| el
mse, * mse,

Forclass 0
-Match with 0: 534
-Match with 1: 380

Forclass 1
-Match with 1: 620
-Match with 0: 466

Forclass 0
-Match with 0: 495
-Match with 1: 807

Forclass 1
-Match with 1: 193
-Match with 0: 505

Forclass 0
-Match with 0: 466
-Match with 1: 620

Forclass 1
-Match with 1: 380
-Match with 0: 534

mse, + mse,
mse, * mse,

Forclass O
-Match with 0: 943
-Match with 1: 0

Forclass 1
-Match with 1: 1000
-Match with 0: 57

Forclass 0
-Match with 0: 0
-Match with 1: 1000

Forclass 1
-Match with 1: 0
-Match with 0: 1000

Forclass O
-Match with 0: 943
-Match with 1: 0

For class 1
-Match with 1: 1000
-Match with 0: 57

mse, + mse,
mse, * mse,

For class O
-Match with 0: 0
-Match with 1: 877

Forclass 1
-Match with 1: 123
-Match with 0: 1000

For class O
-Match with 0: 998
-Match with 1: 24

For class 1
-Match with 1: 976
-Match with 0: 2

Forclass O
-Match with 0: 991
-Match with 1: 1

Forclass 1
-Match with 1: 999
-Match with 0: 9

* msez

As seen from the table, the two most performing and most reliable loss
functions are reported in the last two columns.

In particular, the formula reported in the third column was chosen, the
harmonic average between the mse of omics.

The algorithm has been designed to be executed with the preferred loss
function among those defined in the functions. It is, therefore, possible to
choose the type of loss function by entering the number corresponding to the
chosen function in the config.py

e Msel
e mse2

In this case, the following value is reported in the config.py: loss function=3

3.4 QOutput of Neural Network, Centroid and
Squared Matrix
The first part of the model deals with the feature reduction of patients. The

output of the neural network is a matrix equal to as many rows as the patients
and as many columns as the output_ size indicated in the config.py.
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3.4 — Output of Neural Network, Centroid and Squared Matrix

This matrix results from a feature reduction on the subjects of both omics
that we generically call y_ pred.

The columns of the y_ pred matrix output to the neural network are the
centroids we used to analyze the results in the second part of the model.
The rows of this matrix are the genes.

The second part of the model aims to produce a similarity matrix from the
patients.

The centroids were used to calculate the subjects closest to each of them
and assign them.

Subjects belonging to the same centroid are considered similar. In particu-
lar, the Euclidean distance from each centroid was calculated for each subject.

d(p,q) = \JW (3.2)

Having then calculated for the subject-i, output_ size distances, we find the
smaller distance value. The centroid corresponding to the shortest distance
value is considered the centroid to which that subject belongs. Once the
centroid of all the subjects has been calculated, we produced a matrix in
which the number of the centroid to which it belongs. This last value is
between 1 and output_size .

Subject | Centroid

Table 3.1. Subject - Centroid Table.

Since the goal is to generate a similarity matrix and therefore defined as
follows:

Subjectl | Subject2 | Subject3 | Subjectn
Subjectl | 1 0 1 0
Subject2 | 0 1 1 0
Subject3 | 1 0 0 1
Subjectn | 0 0 1 1

Table 3.2. Example of Similarity Matrix.
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A function has been implemented which, given the subject-centroid matrix
as input , generates a similarity matrix

squarematriz(subjcentroid)

In this matrix, given the subject-i and the subject-j, if both belong to the
same centroid, they will have value 1, otherwise 0.

Being a similarity matrix, it has values of 1 on the diagonal and is sym-
metrical.

This similarity matrix is referred to as the "Squared matrix". To reach
this model, which we will call "Final Model", we went from 3 simpler models
to modify a part with a characteristic of those listed at the beginning of this
chapter.

The 3 models that led us to the "Final Model" are summarized below.

3.4.1 Multiple Inputs Model

The first starting model aims to create a neural network that gives two omics
as input (in this case mRNA and miRNA) and the relative label for each
patient, creating a neural network based on training on these data.

It is therefore an MLP standard with multiple inputs as can be seen in
the figure below.
In particular, this model requires that the inputs are not transposed as in
the final model but are in the row-patient and column-gene format as shown
in the figure:

Genel | Gene2 | Gene3 | Genen

Subject1
Subject2
Subject3
Subjectn

Table 3.3. Input file for Multiple Inputs Model Model

This model involves a reduction of the features representing the genes.
This approach, combined with clustering techniques, would lead to a cluster-
ing of genes to differentiate the type of leukemia.

Therefore, it would group the genes that most characterize myeloid leukemia
on the one hand and the genes that characterize lymphoid leukemia on the
other.

o8



3.4 — Output of Neural Network, Centroid and Squared Matrix

This technique has already been used and implemented to identify the most
expressive genes of the two pathologies.
Our goal is to verify the similarity between patients who have a similar ge-
netic expression.

The neural network used in this model is structured as follows, for each
omic:

Dense Layer of 100 nodes

Dense layer of 80 nodes

Dense layer of output_ size nodes

Concatenation with layer generated at the same point on the other omic

Dense layer of output_ size nodes

This network structure was maintained even for the model Final. Further-
more, as a first model, standard configurations were used for the compilation
of the model:

model.compile(optimizer="adam’, loss="mse’, metrics=[accuracy’])

MULTIPLE INPUTS

Oml

Om2

Figure 3.4. Multiple Inputs Model Model
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This model has some potential regarding the input of multiple omics
(multi-omics approach), while it has some limitations regarding:

 clustering on genes

« use of a Y data label

o Standard loss function

The evolutions of the models that we are going to see are exactly focused

on overcoming these limits.

3.4.2 Indipendent Inputs model

This model has two objectives.

o The first is to prepare data for clustering based on patients and not on
genes as seen in the first model.

e The second objective is to make the neural network independent from a
Y provided in input and then proceed with the generation of an artificial
Y label.

To solve the limit described in the first point, that is to prepare the model
to obtain a reduction of patients, serve as input the table transposed with
the correspondence row-gene column-subject.

Having a matrix composed as follows:

Subjectl | Subject2 | Subject3 | Subjectn

Genel
Gene2
Gene3
Genen

Table 3.4. Input file for Multiple Inputs Model

For the second objective of this model, that of making it independent of
a Y label data, we resorted to research carried out in the machine learning
literature.

After various evaluations and research, the arithmetic mean of all patients’
values for each gene of all patients was used.
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3.4 — Output of Neural Network, Centroid and Squared Matrix

This choice was kept for the final model.

Furthermore, this model aims to perform a feature reduction of patients,
therefore, have as input the table transposed with the correspondence row-
gene column-subject.

Having such a composed matrix, it is, therefore, easier to calculate the Y as
first defined. It is therefore

Subjectl | Subject2 | Subject3 | Y__ Artificial Label

Genel
Gene2
Gene3
Genen

Table 3.5. Data Structure for Indipendent Inputs Model

Since the input data transposed, there is a different dimensionality regard-
ing the number of genes (and therefore of the lines) of the two omics; two
different neural networks were used, one for each omic.

Each of these neural networks retains the structure defined in the first
model and is trained based on the number of genes considered for the omics
given in input.

The output of each of these networks is a matrix formed as follows:

Output_size
|

Number of genes

Figure 3.5. Output of Indipendent Inputs Model

To have a general overview of this model, the table just seen is correspond-
ing to the y_predl and y_ pred 2 of the drawing shown here.

Having two y_ pred, each relating to an omic, it is as if we had generated
for each omic a matrix of output_size centroids.
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INDIPENDENT INPUTS

Figure 3.6. Indipendent Inputs Model

This function is defined in the function.py file and requires as input the
original patient data frames and the centroid matrix generated by the neural
network.

centroidsubject] (XOm1__scalerT, y_modScaled)

In particular, this function considers omic and centroid matrix individually
and looks for the minimum distance of each subject of that omic from all the
columns of the corresponding y_pred and therefore from the centroids.

Once the column with the shortest distance is found, that subject is as-
signed to this column to say to the centroid.

At the end of the processing, we obtained two tables, one for each omic
where the centroid of assignment is indicated for each subject.

Centroid

Subject1
Subjectn

Table 3.6. Subject-Centroid Table

From this subject-centroid matrix, the similarity matrix was generated.
This matrix has the characteristic of identifying the subjects that have the
same centroid.

It is a square matrix with a row and column index equal to the subject if two
subjects are at the same centroid, crossing the two indices with the value 1.
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3.4 — Output of Neural Network, Centroid and Squared Matrix

This operation was performed for both omics, thus generating two simi-
larity matrixes.
At the end of the process, the two similarity matrices were added together
to obtain a single similarity matrix.

This methodology was kept for the final model but still has a significant
limitation: two neural networks are trained independently.

Furthermore, the y_pred are independent and do not take into account
the other omics under analysis.

3.4.3 Multiple Inputs Concatenate model

The third model aims to solve the limit imposed by the second model and
therefore have a single neural network that receives both omics as input
and generates a y pred, which results from the processing of both inputs.
DISEGNO TERZO MODELLO

Multiple Inputs

Oom1

—>
- pred 5Q
ome
—P

Figure 3.7. Multiple Imputs Concatenate Model

As already described, this model inherits some characteristics from the
two previous ones:

e The omics are provided in input with the format row-gene, column-
subject

e A Y label is not necessary. It is calculated as the average of the values
of that kind for all patients

e The neural network model is composed as follows:

— Dense Layer of 100 nodes

— Dense layer of 80 nodes
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— Dense layer of output_ size nodes

— Concatenation with the layer generated in the same point by the
other omic

— Dense layer of output_ size nodes

This model, in particular, solves the problem related to the generation of
a y_ pred, which takes into account both omics. One of the major problems
of this evolution was the different dimensionality of the omics.
Four possibilities were analyzed to overcome this problem:

e Truncate the number of lines of the higher omic to the number of lines
of the minor omic

e Generate random values to be included in the minor omic so that the
number of rows equal to that of the major omic is reached

e Insert null values in the minor omic so that the number of rows equal to
that of the major omic is reached

e Duplicate the values in the minor omic so that the number of rows equal
to that of the major omic is reached

Initially, the first technique was used. That is, the greater omic was trun-
cated to the number of lines of the minor omic.

Since this solution eliminated patient characteristics and thus affected the
generation of centroids, the fourth option was used.

The second and third options were excluded because they added gene
values to each subject that did not reflect the patient’s identity.

This methodology was the last step in creating the final model.
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Chapter 4

Results

The model’s output just described is a similarity matrix which therefore
presents the properties of symmetry and quadraticity.

Since the goal is to verify the actual gain, evaluations were made before
and after the neural network. Clustering techniques were used to group
the subjects belonging to the same class and therefore to the same type of
leukemia to evaluate the results.

These clustering techniques, which we will see later, can group patients
who are similar to each other in the same cluster. In particular, we need the
similarity matrix to map patients to each other.

It is essential to evaluate the reliability of this model to compare the data

between a clustering carried out with this model and without.
These evaluations are necessary to understand how effectively it is helpful to
apply this analysis method to gain reliability in the clustering phase on the
two types of leukemia. The two positions of performance analysis are before
this model and after, it shown in red in the drawing

methT

MRNAT

MRNAT

methT

Figure 4.1. Point of analysis on model

In particular
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e before the neural network, a direct clustering was carried out on the
datasets of the two omics and then on their corresponding PCAs.

o After the neural network, and therefore on the square matrix, clustering

techniques were applied first on the similarity matrix and then on the
latter’s PCA

In summary, we have 4 types of analysis, two for each point of model:

Clustering on omics

Before Meural Metwork

PCA of omics

After Meural Metwork

PCA of omics

Figure 4.2. Summary of analysis

The clustering techniques that have been used are the following:
o Kmeans

e Spectral

» Gaussian

o Hierachical

These functions are implemented in the clustering.py file, and all maintain
the same necessary parameter structure.

def clustering _kmeans (df, ncluster)

def clustering__spectral (df, ncluster)

def clustering__gaussian (df, ncluster)
def clustering__hierarchical (df, ncluster)
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It is necessary to pass as a parameter the data frames to be clustered and
the number of clustering to be found to invoke these clustering methods.
This structure is designed to make this model generalizable. In fact, in the
chapter "Conclusions," these choices are motivated for the possible evolutions.

In this case, the number of clusters equal to 2 was used in all techniques,
corresponding to our two starting classes: lymphoid and myeloid leukemia.

In some analysis points, it was not possible to apply all the techniques
listed. For example, spectral clustering requires that the input be a square
matrix.

In fact, in the first point of analysis, we do not yet have a similarity
matrix available before the neural network, so it was not possible to apply
this clustering technique.

Whenever the PCA of a data frame was used, it was impossible to apply
spectral clustering as the main components are 2.

For each clustering technique, given a matrix as input, the prediction
vector is returned, where the cluster to which it belongs is indicated for the
i-th element.

4.0.1 Function of Evaluation

An evaluation function has been implemented to count how many are the
actual matches and how many are not.

Since clustering techniques do not recognize the actual values that we have
assigned to a cluster but are limited to clustering, we must understand if the
prediction has reversed the class-value matching.

The evaluation function is therefore composed of two sub-functions:

o The first evaluates whether the clustering technique has inverted the
value of the class.
To do this, check the highest match value between the belonging class-
belonging class and the opposite class-belonging class.
In this case, for example, the matches 0-0 and 0-1 or 1-1 and 1-0 are
controlled.
If the number of matches is greater than with the opposite class, an in-
version of class-value representation has occurred. Therefore, the correct
values are adjusted.

e The second compares each predicted value with the actual value increases
the "Match" value if correct and the "No Match" value if wrong.
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This function, called countzeroone, receives clustering predictions and
real values as input.

countzeroone(y__pred, y_real)

This function has no return value. It just prints the match and no match
values

4.0.2 Clustering before Neural Network

The first analysis was carried out before using the model and, therefore,
before the neural network.
In particular, two types of analyzes were carried out:

— On the data relating to the omics
— On the PCA of data relating to the omics.

The analysis consists of applying clustering techniques directly on the
raw omics data, then on mRNA and miRNA.
This analysis is also performed on the PCAs of both omics.

It was impossible to use spectral clustering and gaussian since the two
techniques require a square matrix as input to analyze omics data. The
other applicable clustering techniques were then used.

For the analysis on the first part, we start from two rows-genes columns-
patients tables, one for each omic.

Subjectl | Subject2 | Subjectn

Genel
Gene2
Gene3

Table 4.1. Example of Data Input Omics

This table is the typical starting point for both assessments made in the
first part of the analysis.

Below I summarized what has been described so far, from the input to the
results table expected at the end.
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Clustering on PCA of omics

OomiIcs

Clustering

T

Figure 4.3. Analysis scheme before the neural network - First point

For the first analysis, therefore applying the clustering techniques directly
on the omics, it was possible to apply only two methods: KMeans and Hier-
archical. So the results obtained by applying these two techniques only the
following:

mRNA | miRNA
KMeans 52,9% 51%
Hierarchical | 51,3% 51%

Table 4.2.  Result of Clustering on Omics

The second analysis always starts from the same input, two tables in the
format: TABELLA STRUTTURA FILE OMICA
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Subjectl | Subjectn

Genel
Gene2

Table 4.3.  Structure of File for PCA Clustering before Neural Network

One for each omic. A PCA with many components equal to two was made
on each of these, and then the results were plotted graphically.
A function has been defined in the function.py file, which, given a data frame
as input, generates the PCA with two components.

def PCAf(df)

Before the plot, the data relating to the two omics have the following format:

TABELLA STRUTTURA PCA BEFORE

PCA_ Comp 1| PCA_Comp 2

KMeans
Hierarchical

Table 4.4. Structure of results of Clustring on PCA Before Neural Network

To plot the PCA graph, a function has been defined in the function.py file
which, given as input a dataframe in 2 PCA components format, displays a
video of the graph.

def visualizePCA (df)

After plotting the graphs of the two PCAs applied directly on the omics,
we can see how the two clusters are not shown graphically separable.
Therefore, this technique does not provide an added value in phase clustering

of this data. GRAFICO PCA
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Figure 4.4. PCA Before Neural Network

After having displayed the distribution of the two omics, the clustering
techniques were applied, more precisely the same ones used directly on the
omics: KMeans and Hierarchical

PCA_Comp 1| PCA_Comp_ 2
KMeans 52,9% 51%
Hierarchical 51,3% 51%
Table 4.5. Result of Clustering on PCA Before Neural Network

TABELLA RISULTATI PCA CLUSTERING BEFORE NN
As we can see, the application of the PCA before applying the clustering

techniques does not provide a performance advantage of the model.

4.0.3 Clustering After Neural Network

The second macro-part of the analysis is focused downstream of the neural
network and, therefore, on the square matrix of similarity in output to the

model.

Also, for this analysis, two techniques were used:

o The first is a direct clustering on the "Squared matrix" or the similarity

matrix
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e The second is clustering on the PCA applied to the squared matrix.

For both analyzes, we start from the similarity matrix thus defined: mMA-
TRICE DI SIMILARITA’

Subjectl | Subject2 | Subject3 | Subjectn
Subject1 1 0 1 0
Subject2 0 1 1 0
Subject3 1 0 0 1
Subjectn 0 0 1 1
Table 4.6. Similarity Matrix.

Below we have summarized what has been described so far, from the

input of the clustering techniques to the results table expected at the end.
SCHEMA RIASSUNTIVO DELLE DUE TECNICHE (5.5)

INPUT:
Squared Matrix

. PCA of Squared Matrix
Clustering

Clustering

|
| KMears |

Spectral

Gaussian
Hierarchical

Hierarchical

Figure 4.5. Analysis scheme after the neural network - Second point

The first analysis, as described, was done by directly applying the cluster-
ing techniques on the square matrix output to the model.
The first analysis, as described, was carried out by applying clustering tech-
niques directly to the model on the output of the square matrix.
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In this case, being a square matrix, it was possible to apply all 4 clustering
techniques listed above. Below are the results of the first analysis:

TABELLA RISULTATI CLUSTERING SU R DOPO NN

Squared Matrix
KMeans 66,9%
Spectral 65%
Gaussian 64,4%
Hierarchical 65%

Table 4.7.  Result Clustering on Squared Matrix After Neural Network

Also, for the second analysis, we start from the similarity matrix. The first
step for this analysis was to calculate the PCA of the square matrix, setting
2 as the number of components. After generating the PCA components of
the square matrix, the values were plotted. The generic function was used
to generate the PCA of the square matrix:

def PCAf(df)

this function receives as input the data frame of which you want to create
the PCA with 2 components and returns the data frame with the generated
components.

Once the PCA of the matrix was generated, the graph was displayed to
identify the two classes. A function has been defined in the function.py file
to display the PCA graph, which generates the graph given the input data
frame to the plot.

def visualizePCA (df)
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Figure 4.6. Plot of PCA on Squared Matrix

After applying the possible clustering techniques (in this case, it was not
possible to apply Spectral Clustering), the evaluation function used for the

other three analyzes was also recalled, reporting the following results:
TABELLA RISULTATI PCA AFTER

Squared Matrix
KMeans 69%
Gaussian 69%
Hierarchical 69%

Table 4.8.  Result Clustering on PCA of Squared Matrix After Neural Network

As you can see, we have a further increase in the match rate using this
technique.

74



Chapter 5

Discussion

In this final chapter, we go to interpret the data extracted and collected in
the previous chapter.

In particular, we will review the results from the analyzes carried out before
and after the neural network. Point of attention for the points indicated in
the figure. For each of the points highlighted, two types of analysis were

methT
mMRNAT

MRNAT

methT

Figure 5.1. Point of analysis

carried out:
o PCA and clustering
o Clustering

Recall that the main objective was to understand if, applying a model
composed as follows:

¢ Neural network for the identification of centroids
o Similarity matrix

o Clustering

75



5 — Discussion

Clustering on omics
Before Meural MNetwork

PCA of omics Clustering

Clustering on output

After Meural Network

PCA of omics Clustering

Figure 5.2. Summary of analysis

We can increase the clustering reliability of the model to direct omics clus-
tering. Having implemented a custom function for the reliability calculation
that is composed of two sub-functions:

e The first evaluates whether the clustering technique has inverted the
value of the class.
To do this, check the highest match value between the belonging class-
belonging class and the opposite class-belonging class.
In this case, for example, the matches 0-0 and 0-1 or 1-1 and 1-0 are
controlled.
If the number of matches is greater than with the opposite class, an
inversion of class-value representation has occurred and therefore the
correct values are adjusted.

o The second compares each predicted value with the real value, increases
the "Match" value if correct and the "No Match" value if wrong.

This function, called countzeroone, receives clustering predictions and real
values as input.

countzeroone(y__pred, y_real)

This function has no return value. It just prints the match and no match
values.

76



5 — Discussion

The following results were obtained:

¢ Before Neural Network

mRNA | miRNA
KMeans 52,9% 51%
Hierarchical | 51,3% 51%

Table 5.1. Result of Clustering on Omics Before Neural Network

PCA Comp 1| PCA Comp 2
KMeans 52,9% 51%
Hierarchical 51,3% 51%

Table 5.2. Result of Clustering on PCA Before Neural Network
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o After Neural Network

Squared Matrix
KMeans 66,9%
Spectral 65%
Gaussian 64,4%
Hierarchical 65%

Table 5.3. Result of Clustering on Squared Matrix

Squared Matrix
KMeans 69%
Gaussian 69%
Hierarchical 69%

Table 5.4. Result Clustering on PCA of Squared Matrix
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Comparing the results obtained from direct clustering on the omics and
that on the PCA of the square matrix, a gain is noted. This result is not
taken for granted, especially in the multi-omics field.

The previous results used as many neural networks as omics, process each
omic independently and process the data by merging the individual results.
The model presented is a solution that considers all the omics present, pro-
cessing them all through a single multi-input neuronal network. Furthermore,
the clustering carried out on the similarity matrix generated by the model is
cleaner and avoids the integration step of the other omics downstream of the
model.

Therefore, it can be said that this is a significant result for the multi-omics
field and as a function of the precision gain obtained.

This pleasure can be extended to other contexts of analysis. Particular im-
portance is given to the multi-omic approach, which, as described in this
thesis, can benefit from a model of this kind.
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Chapter 6

Conclusion

Leukemias are a group of blood cancers comprised of rapid and uncontrolled-
growth of immature and atypical cells that infiltrate the bone marrow, whe-
reall blood cells are produced. Leukemias make up 33-35% of childhood
cancers; in children, about 80% ofcases are acute lymphoblastic leukemia. In
particular, in recent years, innovative therapies have allowed an increasein
the survival rate, leading to great progress in healing, going from minus 10%
- 20% in the 90s to 80% in the current years. These advances have been pos-
sible thanks to research, in this area the contribution of the bioinformatics
discipline has been invaluable.

The goal of this thesis in the bioinformatics field was to analyze a multi-omic
approach to cluster patients so that similar ones are assigned to the same
cluster, simultaneously considering all data sources, in this case omics data
more precisely two types of transcriptomics data, miRNA and mRNA ex-
pression.

In detail, the proposed method has been evaluated on patients affected by
myeloid and lymphoid leukemias (AML, ALL).

In this thesis, the proposed technique computes distances using pseudo-
samples (also called centroids) generated by the neural network to identify
the two classes, AML, and ALL diseases. Indeed, the network’s output is a
matrix of centroids generated from the data distribution of the input omics.
The method is based on a Multi-Layer Perceptor (MLP) architecture which
takes as independent inputs the miRNA and mRNA expression matrices. In
this sense, the method can be defined as a multi-input approach. In partic-
ular, the structure of the model is as follows:
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Dense Layer of 100 nodes Dense Layer of 100 nodes

{“Dense Layer of outputs_size nodes.

4{ Concatenate Ji

{ Dense Layer of outputs_size nodes

Dense Layer of outputs_size nodes

Figure 6.1. Internal Model

In addition, it is not necessary to have a Y label given as input in the

training phase. Indeed, the proposed method computes an ’artificial’ Y label
from the expression values of mRNA and miRNA input matrices. For each
patient, the artificial label is computed as the average expression values of
all its features.
The output of the neural network is a matrix that for each omics outputs the
centroids. Since this matrix is in the same dimensional space as the input
features, computing distances between patients and centroids, I assigned all
the samples to the closest centroid.

Subject | Centroid
2 4
4 5

Table 6.1. Example Subject - Centroid Table.

In the end, a similarity matrix is computed. Then, I applied KMeans,
Spectral, Gaussian Mixture and Hierachical clustering techniques both on
the similarity matrix and the original data, with and without a PCA di-
mensionality reduction. An evaluation function has been implemented that
allows you to count how many are the actual matches and how many are
not. In detail, it verifies if the clustering technique has correctly matched
the cluster label, counts the correct matches, and returns a compatibility
percentage. The results confirm that using this model brings a gain:
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mRNA | miRNA
KMeans 52,9% | 51%
Hierarchical | 51,3% 51%
Table 6.2. Result of Clustering on Omics Before Neural Network
PCA_ Comp 1| PCA_ Comp 2
KMeans 52,9% 51%
Hierarchical 51,3% 51%
Table 6.3. Result of Clustering on PCA Before Neural Network

Table 6.4. Result of Clustering on Squared Matrix After Neural Network

Table 6.5.

Squared Matrix
KMeans 66,9%
Spectral 65%
Gaussian 64,4%
Hierarchical 65%

Squared Matrix
KMeans 69%
Gaussian 69%
Hierarchical 69%

Result Clustering on PCA of Squared Matrix After Neural Network
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in particular, this model, structured as follows:

Neural network for the identification of centroids

Similarity matrix

PCA on Similarity matrix

Clustering

increases about 20% in the clustering applied on the input omics and those
with the PCA on the similarity matrix.

84



Bibliography

[1] Speciale Leucemie,
https: //www.fondazioneveronesi.it/magazine/speciali/speciale-leucemie,
Fondazione Umberto Veronesi

[2] Tumori pediatrici - Leucemie,
https:/ /www.aire.it /cancro /informazioni-tumori/quida-ai-tumori-
pediatrici/leucemia-linfoblastica-acuta-bambino, Agenzia Zoe - AIRC

[3] Che cosa ¢ Multiomics?,
https: / /www.news-medical.net /life-sciences/What-is- Multiomics-
(Italian).aspx, Dr. Surat P - News Medical Life Sciences

[4] Artificial Networks,
https://en.wikipedia.org/wiki/Artificial_neural _network, Wikipedia

[5] Machine learning - Reti neurali demistificate,
https: //www.spindoz.it /it /blog/ml1-reti-neurali-demistificate/, Spindox

[6] The cluster analysis,
http://www.rescoop.com/multivariata/AnalisiCluster.htm, RESCoop

[7] Steps of the K-mean clustering algorithm,
https: //www.researchgate.net/figure /Steps-of-the- K-mean-clustering-
algorithm__figh_ 321051036, ResearchGate

[8] Comparison between K-Means and spectral clustering,
https: //www.researchgate.net/figure/Comparison-between- K- Means-and-
spectral-clustering figl 319284000, ResearchGate

[9] Gaussian Mixture Models Explained,
https: //towardsdatascience.com/gaussian-mizture-models-explained-
6986aaf5a95, Toward Data Science

[10] Gaussian Mixture model Cluster,
https://stackoverflow.com/questions /12627338 /visualize-gaussian-
mixture-model-clusters-in-matlab, Stack Overflow

[11] On Constrained Spectral Clustering and Its Applications ,
https: //www. catalyzez.com/paper/arziv:1201.5338, Catalyzex

85



Bibliography

[12] Alcuni metodi matriciali per lo Spectral Clustering,
, Serena Marotta

[13] Guide to Neural Networks,
https://www.kdnuggets.com/2016,/08 /begineers-guide-neural-networks-
r.html, KDNeggets

[14] Hierarchical Clustering Explained,
https: / /vitalflux.com/hierarchical-clustering-explained-with-python-
erample/, Data Analytics - Data Science, Machine Learning, Al -
Vitalflux

36



	List of Tables
	List of Figures
	Background
	Leukemia
	Multi-Omics Approach
	Neural Networks
	Clustering
	KMeans Clustering
	Spectral Clustering
	Gaussian Mixture Clustering
	Hierarchical Clustering


	Data
	Data Source
	Creation of a single patient table for each omic of both leukemias
	Merge between the files of the same omics
	GRCh38: Decoding geneid-genename

	Preprocessing
	Evaluation of omics
	Removal of outliers and null values
	Standardization


	Method
	Assumption
	Artificial Label
	Loss Function Custom
	Output of Neural Network, Centroid and Squared Matrix
	Multiple Inputs Model
	Indipendent Inputs model
	Multiple Inputs Concatenate model


	Results
	Function of Evaluation
	Clustering before Neural Network
	Clustering After Neural Network


	Discussion
	Conclusion
	Bibliography

