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Abstract

Due to major shift of personal computing in past decade, a rise in the number of users
using different platform in the field of computer applications and network devices have
been reported. This leads to higher complexity in examining data, which makes bigger
question towards securing it and update the security majors efficiently with time is be-
ing the top priority in every field. Keeping the above points in mind this project work
was carried in relation with the Consoft Sistemi Spa, in Torino. The project helps to
implement security major by detecting anomaly with detection of Outliers in the usages
of system to visit distinct destinations by each user. For carrying out the work the web
platform Splunk Enterprise is used.
The work started with some learning part of Splunk Infrastructure and its applications.
Followed by learning part of SPL (Splunk Processing language) which is the language to
communicate with Splunk. The two main applications of Splunk Enterprise that are used
over the work are Splunk Machine learning toolkit and Access Anomalies.
The goal of the project was to apply the best possible anomaly detection machine learning
algorithm to detect the outlier by using the real time data of Consoft Sistemi that are
regularly updated and stored in the data model inside the Splunk platform. The data
model contains the information of every user and their use pattern of the system with the
details over the time.
The initial step is exploring the data to get the better visualization and understanding the
raw data followed by cleaning and transformation which makes data more understandable
and helpful for implementing machine learning algorithms. After the clearly understand-
ing the data the different machine learning algorithms is trained over the data of last 30
days. After training the different models, the inspection of the model is carried out with
the help of summary command of SPL which helps for the inspection of the build model
and it is saved as a report which can be also visualized inside the Splunk dashboard of
Access Anomalies. This reports over the dashboard is scheduled to update at an interval
of every 24 hours.
The Dashboard reports the different values over the anomalous use pattern of every user.
With the help of these values the outlying users are reported in different sections of
dashboards using different machine learning algorithms. A comparison has been done in
between the different algorithms, by calculating the concordant and discordant results.
Also to get the clear information over each user the detailed overview why that particular
user is outlying is calculated.
Finally, the dashboard sends an alert to the admin on the scheduled time which can be
also set to real time which should be selected on the basis of security level needed (also
the scheduled alert can be set hourly/daily/weekly basis), after the alert admin can get
the details of each users which are outlying by visiting the dashboard and looking to
the detailed view section where the required details of outlying users have been shown,
from this section admin can notice which particular user is outlying in visiting how many
destinations and at what time he did the failure. Moreover, by selecting the particular
user it will redirect the admin to the failure event where it can be found which are the
particular destinations, source and host used by the outlying user.
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1 Introduction

In the past decade, the personal computing has undergone a major shift. As the
capabilities of personal computer and networking have grown, more complex and compute-
intensive applications have been developed to serve companies and their clients using faster
and efficient devices. These two areas of growth have progressed at different speed, and,
as such applications powered by internet are generating a lot of data which is being more
complex to examine and implementation of security being the most important part to
carry out work in safe and secured environment inside company.

1.1 State of Art

In response to these concerns, and with demonstrated interest from the “Consoft Sis-
temi Spa” this project aimed to analyse the security events by detecting the anomalies
using machine learning algorithms in the “Consoft Security lab” which is the software
platform based on “Splunk Enterprise” of Consoft Sistemi Spa to analyse security events
over the network and application inside the association.

The purpose of the project is to analyze security events, access to information and appli-
cation systems to identify anomalous situations and possible indicators that give evidence
of possible ongoing or successful data breach activities. The Anomalous situation in this
project work is to detect the outliers in a particular situation where outliers are the users
failing to access different destinations, and also if the number of failure is greater than
expected by a particular user is considered as outlier. The particular behaviour of a user
is calculated on the basis of his past failures to access to multiple destination considering
access to destinations in last 30 days.

Outlier detection will deal with making observations with data models. One of the
important fact that outlier detection can truncate a variety of application domains anoma-
lies in data which mostly turns to some critical actionable observations. For example, an
anomalous user pattern inside the virtual private network of a company could signal that
a system has been hacked which is sending out some sensitive data to any unauthorized
destination. Some other critical cases of Anomaly detection is sharing credit card trans-
action over the network which could indicate credit card or identity theft.

The project was be carried out using Splunk platform, which is the market-leading data
intelligence platform, which allows to collect events in real time from any heterogeneous
source in a non-structured way, to make correlations and analyzes, using pattern match-
ing, anomaly detection and predictive models an gives the access to multiple algorithm
of machine learning based on data type and problem to solve.[1]

1.2 Overview

This thesis work includes a first phase of study of the some applications and infras-
tructure of splunk platform the initial study phase started with “Splunk infrastructure
study” where the different resources and their uses inside splunk is covered, followed by
“Splunk fundamentals” which covers the the parts of Splunk Enterprise use with different
methods how the splunk enterprise can get the data from different sources, “Splunk Ma-
chine Learning toolkit” which demonstrate the machine learning uses inside the splunk
platform and also the use of “Splunk Processing language(SPL)” which is the core to
use the splunk enterprise or in simple communicating language of splunk with the users.
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Some hands on practice using the above applications with the data provided as csv file
inside Splunk enterprise and also from data coming from Consoft Sistemi internal systems.
Subsequently, the analysis methodologies of some security ”use cases” was analyzed in
order to define trends and behavior models and consequently report anomalous events.

Finally, the methodologies developed is applied to recognize access anomalies to sensitive
data that fall within the scope of the GDPR.

Figure 1: Experiment approach Overview

In the next chapters, I will discuss the different Applications and Data sets/models
used to carry out project work in details. Furthermore the solutions proposed for different
data sets followed by some small experiments related to understand the use pattern of
the platform. Later on the main goal of detecting the anomalies will be explained with
the information and details of the application, dataset and machine learning algorithms
used to find out anomalies. A comparison between the existing method and the proposed
method of detecting anomalies using the Machine learning algorithms will be discussed.
In conclusion, the benefits of using the proposed method over the current existing method
of detecting anomalies will be covered.
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2 Related Work/ description of used Software

In this chapter introduction to the splunk platform and the various applications inside
it is covered starting from Splunk Enterprise, Splunk Processing Language (SPL) followed
by the basics of Splunk Machine Learning toolkit(Splunk MLTK) application along with
some Machine learning algorithms and illustrative examples of MLTK useful applications.
Moreover, the effect of Machine Learning toolkit over different data sets and services inside
the company are analysed, and the factors regarding the possible services using machine
learning are reviewed. Choosing the correct algorithm and metrics for both machine
learning toolkit and dataset is also vital, so these matters are covered in this chapter.

2.1 Introduction to Consoft Security Lab

Consoft security Lab is the Consoft Sistemi Spa software interface which implements
Splunk Enterprise inside it. Moreover, Splunk enterprise is the backbone of the Splunk
Security Lab which combines all the other applications required for analyzing the data,
searching particular in the data to better understand and visualizing events from the
data entering from different sources of Consoft Sistemi infrastructure. The data for the
splunk enterprise can be taken from multiple sources as the Splunk enterprise is installed
in distributed manner inside the Consoft Sistemi Spa infrastructure, sources can be web
applications, system application, sensors on different devices, network devices and others.
Once the data sources is defined it is being indexed by Splunk enterprise and interpret
data into events for each specific cases which makes easier to search and view the details.

Splunk Enterprise platform can be accessed using web browsers to create and manage
knowledge objects inside the data, create reports, and so on.Splunk enterprise can be
administered by the use of command-line interface.

Splunk Enterprise infrastructure depends on the need of organisation. It can satisfy
the needs of organisation by giving options to use multiple applications. An application[2]
have various combinations of configurations that can be installed on splunk enterprise for
specific use through Splunk application base[3]. Each application has its own knowledge
object to create some views over data and create the dashboards inside the Splunk infras-
tructure. Single Splunk infrastructure group multiple applications inside it. We can also
develop own application through to access to Splunk developer site[4].

Figure 2: Splunk Security lab
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Once we are logged in to the Consoft Security lab 1 we will land into Splunk Enter-
prise, where we can choose the desired application for the analysis. Below (fig.3) a small
snippet of Splunk enterprise showing the overview of app Access Anomalies (where the
final analysis of the project is done).

Figure 3: Snippet of Splunk Enterprise

2.2 Structure of Splunk Enterprise

Before showing the structure I would like to discuss the features of Splunk Enterprise
which will be helpful for understanding the structure and its use. The main features of
Splunk are:

• Indexing
Splunk collects data through operating systems, databases, servers, devices, websites
and more. After data collection, index segments compresses and stores the data to
accelerate searching by maintaining metadata.

• Search
The data inside is Splunk Enterprise is navigated through the search. Every search
can be saved as report and it can be used to provide the details for dashboard panels.
A data insight can be provided by the search by:

– Retrieving events

– Metrics calculation

– Search certain conditions in particular time frame

– Data pattern Identification

– Predicting trends of data

1login credentials provided by admin which should be used under OpenVPN/internal network of
Consoft Sistemi
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• Alerts
When results generated by search (for real-time and historical searches) matches
the configured conditions then it is notified through the alerts. Alerts can also be
configured for triggering actions by sending information of the alert to particular
email, reporting RSS feed with the alert information, and initializing custom script,
like the one that report the alert to system log.

• Dashboards
It displays results of different real-time searches which are running in the back-
ground. It have multiple modules within the panels, the modules can be charts,
reports and so on. Each panel of dashboard is mostly associated with pivots and
some searches which are already saved.

• Pivot
Pivot helps to visualize the data in charts, table or visualization created through
Pivot Editor[5]. The Editor helps to map attributes of the data without the use of
Search Processing Language (SPL)[6]. It can be added to the dashboard and also
can be generated as a report.

• Reports
The Searches can be saved as reports and can be added as the dashboard panel.
Reports can be scheduled to run on some defined intervals and it can be used for
generating the alerts if it meets some particular defined conditions.

• Data Model
It encodes the domain knowledge of single or multiple indexed data. Data Model
gives the users of Pivot Editor access to create the dashboards and reports without
writing the search to generate it.

2.2.1 Processing Tier and Data Pipeline

Splunk Enterprise instance performs a specialized task and resides on one of three
processing tiers corresponding to the main processing functions:

• Data input tier

• Indexer tier

• Search management tier

These specialized instances are known as “component”. The table below explains the
functions that each components performs.
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Tier Component Description

Data Input Forwarder
Forwarder gets data from multiple sources and forwards
it to indexer. Forwarder works with minimum resources,
and it resides mildly on machines that generates data.

Indexing Indexer

Indexer takes the data through multiple forwarders and
indexes it. It transforms data to events and then stores
event as an index. Indexer searches the data that have
been indexed to respond the search requests generated
by search head.
Multiple indexers are deployed in indexer clusters, for
ensuring the high data and protect from data loss. The
indexers reside on dedicated machines

Search Manage-
ment

Search Head

Search head is the direct point of interaction, it directs
the requested search to a group of indexers, and pro-
duces the results to us.
For assure high availability of the search head and to
simplify horizontal scaling, a set of search heads de-
ployed in search head clusters. The search head resides
on a dedicated machine.

Table 1: Splunk Enterprise components and processing tiers

We can add components to each tier as necessary to support greater demands on that
tier. For example, for a large number of users, we can add extra search heads to serve
better the users.

The diagram[4] demonstrate an example that how the different processing components
of splunk resides on multiple processing tiers. Starting from bottom, diagram describes
all three processing tiers, where data is entering the system through forwarders, after
performing some preprocessing it forward the data to indexers for Indexing. Then indexers
perform indexing of the data by reorganising it as an event and save events as Index.
Finally, a search head execute the functions for search management. Search head takes
the search requests of users and then it distribute that request to a group of indexers, here
indexers perform search on the data that are stored locally. Search head then combines
all the indexer results and produce it to the user.
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Figure 4: Example of Splunk Deployment

The Splunk processing tiers proportionate to data pipeline, it is basically the path
followed by the data inside Splunk. When the data goes through this pipeline the com-
ponents transform it at each step and makes it available for search.

Different segments of Data pipeline are:

• Input segment

• Parsing segment

• Indexing segment

• Search segment

The co-relation of three processing tiers with these four segments is follow:

• Input segment takes care of data input.

• Parsing segment and Indexing segment handles indexing tier.

• Search segment deals with Search management tier through search head.
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Figure 5: Splunk Data Pipeline
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2.2.2 Insight into data pipeline segments functionalities:

• Input
Splunk uses input Segment to get the data in the system. The data are normally
raw data and it is distributed in 64k blocks with annotation of each block with
metadata keys. These keys have the information of the data source, the generating
host and the type of the data. Sometime some of the keys also include extra internal
information about character encoding, or index value for storing the events. Splunk
does not examine the contents of each data stream, it just apply the key to complete
source despite of event type. At this stage splunk does not have impression of
each events, it just have information about data stream which have some global
properties.

• Parsing
At this stage, Splunk analyzes the data stream, examine the data and transform it
to individual events. It can be also called event processing as it process the events
through data stream. Parsing segment is divided in sub-phases as follow:

– Data stream is divided to individual lines

– Parsing, identifying the data type, and setting timestamps to each events.

– Interpreting individual events through metadata that are copied from source
key.

– Apply regex rule to transform metadata and data as events.

• Indexing
During indexing segment Splunk writes the parsed events to the disk with index. It
writes indexing file as well as compressed raw data to the disk.

Generally, indexing and parsing called together as indexing process. But to examine
the data more precisely , the two segments are considered individually.

• Search
Search manages multiple features like how the data is accessed, which kind of view
is applied to the data, and howindexed data should be used. As part of the search
function, Splunk software stores knowledge objects created by user,like event types,
reports of particular search, creation of dashboards, generation of alerts, and ex-
traction of field. It also manages its process itself.

2.3 Search Processing Language(SPL)

SPL is the short form of Search Processing Language. This language is used to com-
municate to the Splunk Software, it gives additional functionality with more than 140
search commands. It is based on SQL and UNIX pipeline with optimization done for
time-series data. Its scope merges multiple functionality like data search, commands to
insert, modify or delete, also some functionalities of filtration, enrichment and manip-
ulation can be achieved. It includes command for machine learning such as Anomaly
detection which will be used in this project work.
Search commands tell Splunk software what to do to the retrieved events from the indexes.
We can use command to extract information by filtering some unwanted information, some
statistical calculation can be also performed and the charts can be created through the
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search command itself.
Search commands are also associated with functions and their arguments which can be
used to specify the action of commands over the result. We can use some clauses for
grouping the results like clauses on the number of days or for a particular department.

2.4 An Introduction to Machine Learning Toolkit (MLTK)

Machine Learning Toolkit (MLTK) is an application inside the Splunk Environment
that helps to apply various machine-learning algorithms and techniques like Outlier De-
tection, Classification, Anomaly detection, Regression to the data.

Machine learning is the understanding of computer algorithms which automatically
improves with experience and with the proper use of data that are already present to us.
We create a model using Machine learning algorithm based given sample data, which is
called as ”training Data”, which can be used to for multiples tasks like identify the data
pattern, future prediction of data trend, detecting some anomaly in real time data and
many more.

MLTK opens the gateway to create the models of Machine learning, and put it into
the operation. It include new SPL[6] commands to create and work with machine learning
models.

2.4.1 Features of MLTK:

• It has a dashboard with showcase of different sample data sets for exploring the
concepts of Machine Learning algorithms.

• Assistants for managing the data source, for selecting proper algorithm on the basis
of data selected algorithm, and any tuning some extra parameters that are required
to configure a particular algorithm. To fit and apply the model every assistant gives
access to multiple machine learning algorithms.

• It provides more than 30 machine learning algorithms and it gives the access over
300 open-source algorithms build using Python.

• SPL command extensions for using machine learning techniques on data, like fitting
the model and applying it to the data. Some extra commands for summary and
deletion of the model is also provided.

• Reusable information graphics to analyze the data and visualise it in some particular
format.

2.4.2 Types of Machine Learning Algorithms

• Regression
Regression is used for the prediction of a numeric event from multiple contributing
factors. It is an prediction analysis which helps to understand the dependency of
target variable with the change of corresponding independent variable keeping other
variables fixed. It predicts the real values which are numeric such as age, amount,
expense, etc.

It is supervised learning which helps to find a correlation between some variables of
dataset and helps us to predict some continuous output based on single or multiple
predictor variables.
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• Classification
Classification algorithms is used for predicting a class or a category for the particular
data by consider multiple contributing factors. As it gives prediction to unlabelled
data it is considered as Predictive algorithm.

It is an Supervised Learning which is used for identification of category to some new
observations or some un-categorised data through training of categorised data. Here
a model learns from categorised observations and then classifies new observation to
a set of classes. Like pink or yellow, 1 or 0, wine or not wine, tiger or cat, etc.

• Forecasting
It is also an predictive analytic which predicts the value which are moving in time.
Forecasting learns from past values of single variable, such as expense per hour or
RAM utilization per min, and gives prediction of their future expected trends.

• Clustering
Clustering algorithm is used for grouping same data points together. It is unsuper-
vised learning and is used as a data analysis to discover interesting patterns inside
the data sets, such as grouping of components of light on the basis of their uses.

This technique is applied when the class is not there for the prediction and the
instances have different behaviors.

• Anomaly Detection
This algorithm is used to find outliers(different from all other) in data set by knowing
the expected behaviour of the particular data that differs from behaviour of all other
of sme kind. The behavior can be learned by using its previous use pattern also,
and comparing it to current reality.

It is also called outlier detection, as anomaly detection is the mode of identifying data
as anomalous. It can be also the the mode of detecting and identifying anomalous
data in any data-based event or observation that differs majorly from the rest of
the data.

Figure 6: Machine Learning algorithms categorization
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2.5 Machine Learning Process

A series of steps is followed by the machine learning process, starting from collection
of data from various sources, cleaning the data by removing or transforming the missing
data, explore the data with the better visualisation, building the model using any of the
appropriate algorithm for training Data, and evaluate model through the Testing data,
finishing with deployment of machine learning model.

Figure 7: Machine Learning Process Theoretically

1. Data collection from various sources.

2. Cleaning and transforming the data. Machine learning algorithms learns the data
which are in matrix form and there should be no missing values. So this step cleans
and transforms the data.

3. Explore/visualize data and we have to be sure that it is encoded as expected.

4. Use these training data for building the model.

5. model is evaluated by test data.

6. Deploy model for new observations.
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In practice machine learning does not follow the linear path:

Figure 8: Machine Learning Process Practically

During the evaluation we can discover that the performance of the model is not gener-
ating the results as per our expectation, and we need to clean the data furthermore. It is
possible as there might be possibility of some missing data,some disagreement with unit
of data, it might not be properly weighted, etc. We need to clean the data and train the
model until it provide expected results. .

2.6 Machine Learning Process within MLTK

The MLTK application operates as an extension for Splunk environment and gives
user access to complete the machine learning process. The MLTK helps to creates some
custom machine learning algorithms in particular cases. The MLTK enables the workflow
using a suite of guided modelling Assistants. The MLTK can also be used outside of the
guided framework with a series of machine learning specific Search Processing Language
(SPL) commands and over 300 algorithms.

2.6.1 Explore Data

After ingesting the data it is explored to ensure it is suitable for and ready to be used in
a machine learning process. The ingested data into the MLTK is easily visualized in both
tables and graphics. The Splunk platform and the MLTK offers several methods through
which we can clean and transform our data and address common data issues including the
identification and removal of errors, addressing missing values, and potentially converting
categorical values into numeric values.
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Ingested data typically goes through three stages in order to be ready for machine
learning.

- Stage 1
Data is ingested into the Splunk platform during the first stage. The data is typically

semi-structured. We can see some commonality between the events, such as URLs and
https calls in the example below:

Figure 9: Machine Learning Raw Data

- Stage 2
After ingesting the data we perform field extraction, where the data is partially orga-

nized within a table. This table sometimes include problems, such as missing data, non-
numerical data, values in a widely-ranging scale, and words representing values. Data in
the following example is not yet suitable for machine learning because the scales for the
request size and response time are very different, which can negatively affect the chosen
algorithm:

Figure 10: Machine Learning messy table Data
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- Stage 3
Following the further field analysis and data cleaning, the data is in a clean matrix and

is amenable to machine learning algorithms. This data has no missing values, is strictly
numeric, and the values are scaled correctly. This data is ready for machine learning:

Figure 11: Machine Learning clean table Data

2.6.2 Experiment

Data experimentation is the process of analyzing training data and creating a machine
learning model by using the desired algorithm. The MLTK have several machine learning
commands and some built-in algorithms through which we can perform data experimen-
tation. The MLTK also have the guided machine learning workflows through a series of
Smart Assistants and Experiment Assistants.

-Smart Assistants Overview
Smart Assistants enable advanced query building and machine learning outcomes.

It is built on the backbone of the Experiment Management Framework (EMF), Smart
Assistants offer a segmented, guided workflow with an updated user interface. Smart
Assistants let us quickly move from fitting a model on historic data to applying a model
on real-time data and taking action.

There are four Smart Assistants available on Splunk MLTK:

• Forecasting Assistant

• Outlier Detection Assistant

• Clustering Assistant

• Prediction Assistant

The workflow inside Smart Assistants moves through different stages staring from
defining, learning, reviewing and operationalize to load data, build model, and putting
the model to the production. After each stage we have an access to data preview and
visulization panel. The Smart Assistant provides an updated look and feel as well as the
option to bring in data from different sources to build the model.
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Figure 12: Smart Assistant Overview

• Smart Forecasting Assistant

The Smart Forecasting Assistant uses the StateSpaceForecast[7] algorithm to fore-
cast future numeric time-series data. StateSpaceForecast formed on Kalman filters,
and automatically imputes any missing values in the data. To help improve the
accuracy of forecast, this algorithm includes the ability to account for the effects
of specific days that need to be treated differently. Version 4.4.0 and above of
the Smart Forecasting Assistant offers both univariate and multivariate forecasting
options.

• Smart Outlier Detection Assistant

The Smart Outlier Detection Assistant uses the DensityFunction[8] algorithm to
leverage a density algorithm and segment data in advance of anomaly search. Den-
sityFunction gives a efficient workflow for creation and storing the density function
which can be utilized for detection of anomaly. DensityFunction algorithm groups
the data with the use of by clause, and a unique density function is stored for each
of these group. It supports the multiple probability density functions such as Gaus-
sian KDE, Normal, Beta distribution and exponential function. Anomaly detection
accuracy of DensityFunction is based on size and quality of training dataset.

• Smart Clustering Assistant

The Smart Clustering Assistant uses the K-means[9] algorithm to partition events
into groups. K-means is computationally faster than most other clustering algo-
rithms. K-means Clustering algorithm divides the data points in K different groups.
It uses the implementation of K-means from scikit-learn. K-means algorithm is used
as it works better with the unlabeled data and when we have knowledge of the groups
in which data will be divided.

• Smart Prediction Assistant

Smart Prediction Assistant uses the AutoPrediction[10] algorithm to determine nu-
meric or categorical data type. AutoPrediction uses the RandomForestClassifier[11]
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algorithm for the prediction of numeric and category of the data.The RandomForest-
Classifier uses RandomForestClassifier estimator from the scikit-learn for fitting the
model and predicting the categorical fields value.

AutoPrediction executes the train-test split during the fitting of the model. It uses
the train-test split function of sklearn to do the data split.

- Experiment Assistants Overview
Experiment Management Framework (EMF) provides aspects for a machine learning

pipeline which can be monitored through one user interface with by the use of built-in
automated model setting.

Experiments manage the algorithm, data source, and the parameters used to configure
algorithms inside one framework. An Experiment is an object in Splunk enterprise which
saves all the track of its history and settings, also details about the scheduled training
and alerts.

There are six Experiment Assistants available:

• Predict Numeric Fields

• Predict Categorical Fields

• Detect Numeric Outliers

• Detect Categorical Outliers

• Forecast Time Series

• Cluster Numeric Events

Experiment workflow begins with the creation of a new machine learning pipeline,
based on the selected MLTK guided modeling interface or Assistant. Once we select and
apply Experiment parameters to our data and generate results, the workflow continues
through the available visualizations and statistical analysis. Through the guided Ex-
periment Assistant we make selections including specifying data sources, selection of an
algorithm and algorithm parameters, selection of the fields for the algorithms to analyze,
setting training/test data splits.

Every step of an Experiment provides an option to open a clone of the SPL in a new
search window for further customization. Once we save an Experiment, a new exclusive
knowledge object is created in Splunk that keeps record of affiliated alerts and scheduled
training as well as setting of the pipeline.
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We can choose an Experiment Assistant based on the type of machine learning we
wish to perform on our data.

Figure 13: Assistant Overview

• Predict Numeric Fields

The Predict Numeric Fields Experiment Assistant uses regression algorithms to
predict or estimate numeric values. Such models are used for determining to what
extent certain peripheral factors contribute to a particular metric result. After the
regression model is computed, we use these peripheral values to make a prediction
on the metric result. We can use any of the following available algorithms inside
Predict Numeric Fields Experiment Assistant:

– Linear Regression

– RandomForestRegressor

– Lasso

– KernelRidge

– ElasticNet

– Ridge

– DecisionTreeRegressor

The following visualization illustrates a scatter plot of the actual versus predicted
results. This visualization is taken from the experiment that will be discussed in
the next chapter about Server Power Consumption.
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Figure 14: Predict numeric field illustration

• Predict Categorical Fields

The Predict Categorical Fields Experiment Assistant uses the classification Algo-
rithm to categorise the data. A classification algorithm learns the tendency for data
to belong to one category or another based on related data. We have choice of
following algorithms inside Predict Categorical Fields assistant:

– LogisticRegression

– (Support Vector Machine)SVM

– RandomForestClassifier

– GaussianNBGaussianNB

– BernoulliNB

– DecisionTreeClassifier

The following classification table shows the actual state of the field versus predicted
state of the field:

Figure 15: Categorical Prediction result
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• Detect Numeric Outliers

The Detect Numeric Outliers Experiment Assistant determines values that appear
to be extraordinarily higher or lower than the rest of the data. The identified outliers
are indicative of interesting, unusual, and possibly dangerous events. This Assistant
is restricted to one numeric data field. The Detect Numeric Outliers Assistant is
compatible with the following distribution statistics:

– Standard deviation

– Median absolute deviation

– Interquartile range

In the following visualization, the yellow dots indicate outliers:

Figure 16: Numeric Outlier Visualization

• Detect Categorical Outliers

The Detect Categorical Outliers Experiment Assistant helps to identify the data that
indicate interesting or unusual events. This Assistant allows non-numeric and multi-
dimensional data, such as string identifiers and IP addresses. To detect categorical
outliers, we need to input data and select the fields from which to look for unusual
combinations or a coincidence of rare values. When multiple fields have rare values,
the result is an outlier.

The Detect Categorical Outliers Assistant uses the Probabilistic measures to find
out the Outlier.
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The following image illustrates results of one of the exercise done using detect Cat-
egorical outliers:

Figure 17: Categorical Outliers detection

• Forecast Time Series

The Forecast Time Series Experiment Assistant forecasts the next values in a se-
quence for a single time series. Forecasting makes use of past time series data
trends to make a prediction about likely future values. The result includes both the
forecasted value and a measure of the uncertainty of that forecast.

The Forecast Time Series Experiment Assistant gives choice of the following algo-
rithms:

– State-space method using the Kalman filter

– Autoregressive Integrated Moving Average (ARIMA)

The following visualization shows a forecast of sales numbers:

Figure 18: Forecast time series using Kalman filter
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• Cluster Numeric Events

The Cluster Numeric Events Experiment Assistant partitions events into groups
of events based on the values of those fields. As we don’t have information over
groupings, so this is considered as unsupervised learning.

The Cluster Numeric Events Experiment Assistant gives the choice of following
algorithms:

– K-means

– DBSCAN

– Birch

– Spectral Clustering

The following visualization illustrates a clustering of humidity data results:

Figure 19: Mapping of clustering result

2.6.3 Evaluate Results

After doing the experiments with our data the most vital role is done in the process
of evaluation, where we can find out how useful our machine learning model is with the
data. Such as is the problem is adequate for the data, do we have enough data to build
such model, or if the data is sufficiently cleaned before learning. Also we need to evaluate
if our experiment outcomes give you the results as expected or not. The MLTK guided
modeling Assistants all include data visualizations through which we can quickly assess
experiment results. We can also choose from a range of scoring metrics to measure your
machine learning results.

Some of the custom visualization of evaluation results can be following:

• 3D scatter plot

• Boxplot Chart
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• Distribution Plot

• Downsampled line chart

• Forecast Chart

• Heatmap Plot

• Histogram Chart

• Outliers Chart

• Scatter line chart

• Scatterplot Matrix

2.6.4 Tune and Iterate

As part of evaluating experiment results, we can tune and iterate the machine learning
model. Adjusting model settings ensures us to get the desired machine learning results
prior to applying the model to unseen data and putting the model into operation. The
MLTK guided Assistants make it simple to adjust model settings and gauge model per-
formance improvement.

We need to repeat the steps of experimenting, evaluating, and tuning until we are
ready to put our trained model into production.

2.6.5 Deploy Model

At this stage the trained machine learning model is ready for deployment and appli-
cation on new, never-before-seen data. As a best practice,we regularly check our model
outcomes, as well as the sources of the new data and make adjustment to our machine
learning model settings as needed.

In the MLTK guided modelling Assistants, we can schedule model retraining, get
alerted about model, and publish models for making it visible to other users and also for
application of model.
In the next chapters, we will apply and use these knowledge over the different data sets
and data model. Then we will evaluate how much is the solution is feasible as compared
to other possible solutions.
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3 Problem Reported and solution proposed

3.1 Overview

In this chapter we are going to discuss experiments carried out using all the knowledge
discussed so far over Splunk environment and moreover the implementation of machine
learning model’s in Access Anomalies application of Splunk using all the three available
algorithms for Anomaly Detection inside Splunk environment. The main goal of the
experiment is to find out the outlying users, where the users who fails multiple times to
connect to different destinations are considered as outliers.

Moreover, for the clear visualization a dashboard for home page of Access Anomalies
Application “Outliers in number of Destination” is created where the users that fails
to connect to different destinations (Outliers) are evaluated, these outliers are calculated
using different machine learning Model generated by using three different machine learning
algorithm Density Function, Local Outlier Factor and One Class SVM, also the outlier
have been calculated using the simple mathematics to find out the benefits of using
machine learning algorithm over the simple mathematics which was previously used by the
Consoft Sistemi. A comparison of results between the three machine learning algorithms
have been shown clearly in the dashboard. Also a final comparison between concordant
and discordant result using simple mathematics and using the best suited Model generated
by the DensityFunction algorithm have been shown.

3.2 Data Exploration

3.2.1 Statical overview and correlation of data

In this section we are going to analyse in depth about the data used for carrying out
this experiment, the data model that is used is called as “Authentication data model”.
It is the real time data model inside Consoft Security lab which can be globally accessed
from all the application inside the Splunk Enterprise infrastructure. Authentication data
model contains multiple fields that contains the information about all the users and their
details including the information of source and destination accessed by each user with the
time and duration on the basis of unit, category, domain and priority. In total there are
31 fields inside the authentication data model including numeric as well as string types.

The source of the data for the authentication Data Model is Windows Security Event
Logs that are generated by multiple hosts. Every event is categorised inside one of the
Event ID which is called as Windows Security Log Event ID which have some standard
predefined values for every specific action Eg. Event ID 4624, means an account was
successfully logged on.The detailed list of Windows security Event ID have been reported
by Monterey Technology group[12].

Moreover the principal components that are considered mainly are “user” which con-
tains the username of each user, “action” which reports the user action as success or
failure, “dest” which concerns the destinations that user/s are connecting and the time
at which the particular destination is visited by individual user.

The other components in the data model reports the details about the source domain,
source category, source business unit, source user priority, destination domain, destination
category, destination business unit, destination user priority, duration and response time.

It have been found that on an average on a active work day the Authentication data
model reports more than 4000 events every day. The data generation on hourly basis of
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one active work day have been reported in the figure 20.

Figure 20: Hourly data generation

It can be clearly see events inside the authentication happens in the morning time wn
in figure 20 that the maximum number ofhich is normally the job start time for the users
and the following peaks have been seen after the lunch hours which clearly makes sense
that the users trying to reconnect to the system after the lunch.

For better understanding, a column chart have been created in descending order of
the number of times the different destinations have been accessed by users.

Figure 21: Number of access for each destination

From the figure 21 it can be seen that the destinations are mainly the system that are
inside the domain consoft.it, also these are the main destinations that should be protected
in any security events so we will only consider the destinations that are having the domain
as consoft.it.

One of the field that should be considered is the action field inside the Authentication
data model. As discussed earlier in this chapter the action mainly have 2 classes “Success”
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and “failure”. In this field every event have been categorised compulsory as one of the
action that can be either success or failure. The proportion to success to failure have been
found as nearly about 1:4 for a particular active work day. This can be better understood
by the figure 22.

Figure 22: Percentage of action distribution

From the pie chart it can be understandable that on an active work day the 25percent
of events are the cases of failure as we look to the number it can be seen that out of 4053
of total number of events of a particular day, 3004 are the success that is approx 75percent
and 1049 events are the failure which is nearly 25percent. As, the ratio is quite high for
failures if we look from security point of view and also it can be increased of decreased on
the basis of user accesses. So, we will consider the cases that are categorised as failure.

3.2.2 Data filtering and cleaning

In this section we will report all the filtering and cleaning processes carried out so far
over the Authentication data model that have been discussed in the previous section of
data exploration. The main language to apply filtering to the data is by the use of SPL
(Splunk Processing Language).

The first step is to filter the users and select only the users that are real users basically
elimination of all the events that are saved by individual machines not by users. Which
can be done by adding following lines to the SPL during data preparation process:

Authentication.user!=”-” AND Authentication.user!=”unknown” AND Authenti-
cation.user!=*$

Where all the events that are not generated by the users was eliminated and moreover
they are not crucial for detecting the outliers as there will be no security events that can
be anomalous from the events generated by machine in this particular case. After that the
failure events are considered by filtering the Authentication data on the basis on action
component where every event is categorised either as success or as a failure.

Authentication.action=fail*

Adding the above condition to SPL will filter the Authentication data model on the
basis of its action, so all the events where the action is failure are selected. Lastly, the
destination visited by each user counted distinctly and grouped by with a time span of
1day. Moreover, only the destination where the destination address is ending with con-
soft.it are considered as in we wanted to report the access anomaly inside the organisation
which came with the exploration of the data in previous section with the figure 21.
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tstats dc(Authentication.dest) as Dest count count as Failures from data-
model=Authentication

where Authentication.action=fail* AND

Authentication.user!=“-” AND Authentication.user!=“unknown” AND Au-
thentication.user!=*$ AND

Authentication.dest=*.consoft.it

groupby time span=1d, Authentication.user

rename “Authentication.user” as user

eval “atf hour of day”=strftime( time, ”%H”),
“atf day of week”=strftime( time, ”%w-%A”),
“atf day of month”=strftime( time, ”%e”),
“atf month” = strftime( time, ”%m-%B”)

eventstats dc(“atf hour of day”),
dc(“atf day of week”),
dc(“atf day of month”),
dc(“atf month”)

eval “atf hour of day”=if(’dc(atf hour of day)’<2, null(),‘atf hour of day’),
“atf day of week”=if(’dc(atf day of week)’<2, null(),‘atf day of week’),
“atf day of month”=if(’dc(atf day of month)’<2, null(),’atf day of month’)

fields “dc(atf hour of day)”,
“dc(atf day of week)”,
“dc(atf day of month)”,
”dc(atf month)”

eval “ atf hour of day copy”=atf hour of day,
“ atf day of week copy”=atf day of week,
“ atf day of month copy”=atf day of month,
“ atf month copy”=atf month

fields ”atf hour of day”,“atf day of week”,“atf day of month”,“atf month”

rename “ atf hour of day copy” as “atf hour of day”,
“ atf day of week copy” as “atf day of week”,
“ atf day of month copy” as ”atf day of month”,
“ atf month copy” as ”atf month”

lookup mask users new.csv user OUTPUT newuser as user

The above SPL are the combination of all the filtering conditions over the data, that
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have been discussed so far. Applying these filtering condition and counting all the failures
that has been done by each user over the total number of distinct destinations, counting
distinct destination that have been accessed by each user had been calculated using SPL
keyword “dc” means distinct count. Also 4 extra field have been added where atf define
the “actual time of failure”, the actual time to failure have been calculated as hour of
the day which tells at what time the event have been failed during the particular day,
similarly its been calculated for the day of the week and the day of the month and also the
month of failure for a broader and clear view of long term security. Moreover, a lookup
file have been created for the data privacy purpose of the Consoft Sistemi to mask the
actual username for the view of this thesis report. This lookup table is used for masking
the user name of each user. These conditions have been applied over the data of last 90
days. The snapshot below makes it more clearly understandable.

Figure 23: Filtered data table

In total we get around 93k events out of which 1091 are the events of failure in the
last 90 days. And it have also been found that many users are failing to access to more
than one destinations inside the enterprise and the number of failures are quite high for
some users even with a single destination. Moreover, the data have been grouped for each
user on the basis of each day so the field hour of the day was ignored by the splunk.

At this stage the data set is more clear to be fitted with the machine learning al-
gorithms to learn the use pattern and failure pattern of each user on the basis of their
accesses.

3.3 Experimental analysis

This part will deal with achieving the main goal of finding Anomalous situation for each
user who have been outlying where the outlying users are those whose failing behaviors
differs from the one of his previous failure attempts to the system to connect to one or
more destinations. To achieve this goal we will use the following three machine learning
algorithms given inside the Splunk enterprise to be used for Anomaly Detection:

• Density Function Algorithm

• Local Outlier Factor Algorithm

• One Class SVM Algorithm
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3.3.1 DensityFunction Algorithm

The DensityFunction algorithm gives smooth and consistent workflow for creating
and storing the density functions for each group of data and use it for detecting the
anomaly.The grouping is done with the use of by clause, and a unique density function is
stored for each of these group.

It supports the multiple probability density functions:

1. Gaussian KDE (Kernel Density Estimation)

2. Normal Distribution

3. Beta Distribution

4. Exponential Distribution

Anomaly detection accuracy of DensityFunction is based on size and quality of training
dataset, moreover accuracy of the fitting distribution modeling the basic data generation
process and the value selected for threshold parameter should be taken into account.

The model will perform more accurately by satisfying the following conditions:

• There should be at least 50 data points. If the more training data is not possible
create less groups by using by clause, so that we will have more data points for each
group.

• the threshold value should always be chosen rather then using the default value.
As for each experiment it varies on the basis of domain knowledge. Threshold
parameter should be tuned multiple time to get the best suited results.

• inspecton of model can be done by summary command.

• the model should be trained more frequently if the data distribution changes over
time.

Parameters to be tuned to build model:

• dist: it is used to select the density function and based on that the distribution will
be carried out, distribution values which are valid in parameter include gaussian kde
(Gaussian KDE distribution),expon (exponential distribution), norm (normal dis-
tribution), auto (automatic selection) and beta (beta distribution).

When we set this parameter to auto it runs all the 4 density function and selects
the best one out of them. So, this is set to auto in our experiement.

• metric: it is used to calculate the distance from density function and training data
to sampled data. Its values include kolmogorov smirov and wasserstein. We leave
this value to default as it will be wasserstein which is default.

• threshold: it works as center for the outlier detection process. It shows the per-
centage of area that is under each of the density function. The value can lie between
0.000000001 (refers to 0%) and 1 (refers to 100%). This parameter guides algo-
rithm through the fitted distribution to mark the outlier. The different values used
to train the model are 0.01(also default), 0.05, 0.1,0.2,0.3.
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• show density: by default is False. If we set it to True, each of the data points den-
sity will be in output with the field ProbabilityDensity. The parameter show density
set to true in fitting the model.

• fit: command is having the main use which is used to build the model using the
density function algorithm. It saves the parameters and details about the build
model in the model file. It outputs the outlier by creating a new field IsOutlier

• IsOutlier: it shows a list of labels, where number 1 tell its an outliers, and 0 tell
its an inliers.

• BoundaryRanges represents the boundary values of outliers which is calculated
on the basis of density function which can be set in accordance with threshold pa-
rameter. It follows multi value field convention where every new line is composed
of one boundary region.
first boundary region
second boundary region
nth Boundary region If there are only one boundary region the percentage of bound-
ary region is the threshold value. This field can be empty in two cases:

– sharp peak in density function because of low standard deviation

– few data points

So, the data points which are exactly at boundary closing or opening point are
considered as inliers. Closing and opening point is based on the density function
which was used.

– Gaussian KDE: More than one boundary regions are possible, it depends on
the number of dips and peaks inside the density function. Outliers will be the
data points which will be lying inside these boundary regions.

– Normal distribution: Two boundary regions one is left other is right. Data
points which are on the left side of the left region closing point and the data
point on the right of the right closing point are considered as outliers.

– Beta Distribution: It has only one boundary region. The data points which
are placed on the left of left closing boundary region are outliers.

– Exponential Distribution: It also have one boundary region. The data points
which lies down on the right of the closing point of right boundary region are
outliers.

The table below in figure 24 reports all the different threshold used and their bound-
ary regions on the basis of the Density function used in particular case, as we have
used the distribution type as auto so it was different density function distribution
for each case.
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Figure 24: Boundary range distribution

The above figure shows BoundaryRanges on Authentication Data model. The values
are represented as x:y:z where x is the left boundary range, y is the right boundary range
and z is the percentage of total area of Density function. As, in figure 24 the row 2 with
threshold 0.3 represent the boundary range as “-Infinity:150.0:0.15 150.0:Infinity:0.15”
which means the left boundary start with -infinity and goes up to 150 and it covers 0.15
i.e 15 percent of total area under density function. Also the area of covered by right
boundary range is the same i.e. 15 percent and it goes from 150 to infinity. The area
covered by the boundary range is based on the value of threshold so if threshold is 0.3
the sum of area covered by boundary ranges will be always 30 per cent for all the cases.

Syntax:

fit DensityFunction field by “field1,field2,....field5” into model name
dist=str
show density=true or false
sample=true or false
full sample=true or false
threshold=float
metric=str
random state=int

The above SPL command syntax will be used to fit the model and saved as the model
name inside the splunk environment.

apply model name
threshold=float
show density=true or false
sample=true or false
full sample=true or false

After, fitteing the above apply command of SPL is used to apply the saved model
to the new data, and it gives option to update some of the parameters value during the
apply phase.
The model learned can be inspected using the summary command.

summay model name

The summary command help to get in detail view of the fitted machine learning model
with some extra parameters that gives an in-depth understanding.
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Model creation using Density function algorithm:
With the understanding of Density function algorithm, the model density mode outlier
have been fitted inside the Splunk machine learning toolkit(MLTK version 5.2).

Figure 25: Density Model fitting inside Splunk MLTK

After fitting the above model inside Splunk MLTK over the last 90 days of data, the
model have been given the permission to be available globally to all the other applications
to use the trained model “density Model outlier

Moreover, the density model outlier is applied inside the Access anomaly Application
of Splunk to find out the outlying users with details over the data of last 30days. There
were around 30k events to be evaluated out of which 46 events have been found as outliers
using the density function algorithm model. A view of output can be seen in figure 26.

Figure 26: Density Model application over Access Anomalies

3.3.2 LocalOutlierFactor Algorithm

Local Outlier Factor uses scikit-learn Local Outlier Factor (LOF) to measure the local
density deviation of a particular sample from adjacent neighbors. It runs the training
data once and returns outliers by fitting on the training data. LocalOutlierFactor is the
unsupervised form of outlier detection. The score of anomaly depends on how separated
an object is from its adjacent neighbors.

Moreover,it uses k-nearest neighbors to give the locality, local density is calculated
over the distance of locality. A comparison between local densities of all the neighbouring
samples and a single particular sample data gives the outlier, outliers are the sample data
that are having lower density than its neighbors.

Parameters:
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• anomaly score: it can be either True or False. By default its True, it can be
disabled by adding the keyword False to the SPL command.

• n neighbors: it define the number of neighbors sample to be considered. By default
the value is 20.

• algorithm: this defines the algorithm that will be used to compute nearest neighbors.
The different algorithms are

– BallTree

– brute-force search

– KDtree

the the algorithm is set as auto parameter, it will decide the most appropriate
algorithm on the basis of the values passed to fit command.

• leaf size: it is passed to KDTree or BallTree. It affects the speed of query, moreover
it affects also the memory required to store tree.

• contamination: it should be in the range 0.0 to 0.5. The default value is 0.1.

• p: it is called as Minkowski metric. If p=1, manhattan distance(l1), and eu-
clidean distance(l2). if p=2, minkowski distance(l p).

The output value inside is outlier as 1 for the outliers, and for inliers it will be -1.
Syntax:

fit LocalOutlierFactor fields
n neighbors=int
leaf size=int
p=int
contamination=float
algorithm=str
anomaly score=true or false

The problem with this algorithm that it does not support saving the model and so
the model cannot be applied to new data. Also the prediction is not possible using this
algorithm as it predicts on the basis of n neighbours.

As the model cannot be saved so we will build model inside the Access anomaly
application of Splunk:

Figure 27: SPL to create the LocalOutlierFactor algorithm model
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After building the model it have been applied to the filtered data and it have been seen
the output(figure:27) that it is giving the 35 users as the outliers out of all the failures.

Figure 28: LocalOutlierFactor algorithm model output

As we don’t have the possibility to save the model it will be detecting the outliers
where the field isOutlier=1, after detecting the outliers the the values will be reported
back to the dashboard for the visualization and comparison purpose between the multiple
machine learning algorithms.

3.3.3 OneClassSVM Algorithm

OneClassSVM is based on scikit-learn OneClassSVM, model is fitted over the set of
features or fields. It detects outliers and anomalies, whose feature are having numerical
values. It is an unsupervised outlier detection method..

Parameters:

• kernel: it help to decide the kernal type to be used in the algorithm. different
kernal types include:

– linear

– rbf (Radial Basis Function)

– poly (Polynomial)

– sigmoid

• nu: it is used to define the upper bound on the training error fraction and lower
bound on the support vectors fraction.

• degree: It have to be defined if using the polynomial kernel.

• gamma: it helps to specify the single data instance influence.

• coef0: its an independent term used when using sigmoid or polynomial function.

• tol: helps to specify tolerence for defining the stopping criteria.

• shrinking: it is used to define the if we need to use the shrinking criteria or not it
can be either True/ False.
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Syntax:

fit OneClassSVM fields into model name
kernel=str
nu=float
coef0=float
gamma=float
tol=float
degree=int
shrinking=true or false

Now the model OneClassSVM have been fitted inside the Splunk MLTK over the data
of last 90 days and saved as OCS outlier model, which will be further applied inside the
Access Anomalies Application to detect outlier.

Figure 29: SPL for creating OneClassSVM algorithm model

After, applying the model over the last 30days of data it gives the output with a new
column named as isNormal, each case where the value of isNormal=-1 is considered as
outliers.

Figure 30: OneClassSVM algorithm model output

After training all the models based on Machine learning algorithms for Anomaly detec-
tion, a dashboard have been created inside the Access anomaly application of the Splunk
enterprise, where all the application and their output have been reported inside the differ-
ent sections of the dashboard. The detail description of the dashboard have been reported
in next chapter, where we will see the evaluation of the densityfunction model and the
comparison between output of the different machine learning models.
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4 Experimental Results

4.1 Overview

In this chapter we will evaluate all the results found out by using different machine
learning algorithm models. The detail description of the dashboard “Outlier in number
of destination” which is saved as the home page for the Splunk enterprise Access anomaly
Application have been also discussed. Moreover, the effect of each algorithm over the
authentication data will be discussed. Also, the comparison between the results found
by using the machine learning algorithm and the pre-existing mathematical formula is
discussed. The mathematical formula have been used by consoft sistemi earlier to detect
the outliers.The concording and discording results have been reported in the dashboard
between machine learning algorithm and pre-existing math solution of consoft sistemi.

4.2 Evaluation over the Outliers

The Outliers calculated by using different machine learning algorithms have been
seen in previous chapter. As, each of the algorithms have its own kind of effect on the
Authentication data after the filtering.

Moreover, as seen all the models couldn’t be saved inside the splunk, in particular
LocalOutlierFactor algorithm doesn’t give the possibility to save the model so everytime
the its model will be fitting for detecting outliers, so with the more number of fitting
with every load increases the load to the splunk and also we don’t have possibility of
getting the insight inside the model. Moreover, LocalOutlierFactor algorithm doesn’t
give predict method for the new data set for outlier detection. LocalOutlier factor only
compares abnormality score of one sample with its neighbours to detect the event as
outlier.

OneClassSVM is sensitive for the outlier detection, and its performance is not very
well. It can be better suiting for other novelty detection where the data to be trained is
not contaminated with the outliers. It means,outlier detection with high-dimension, or
with no assumptions over the distribution of inlying data can be very complex. Also, in
OneClassSVM we cannot inspect model learned by OneClassSVM with summary com-
mand.

DensityFunction Algorithm give the possibility of saving the model as well as inspect-
ing the model. So the model can be fitted once and can be applied later just using the
“apply” command of SPL. Moreover, it gives the inspection of model by using “summary”
command of SPL. The Summary command of SPL which will help us to do the inspection
of the model give the access to following insights:

• the number of data points which are used for fitting the density function is repre-
sented by cardinality.

• generated distance value tells about metric type used for calculating the distance
and about the distance between the sampled data from density function and training
dataset.

• mean represents the mean generated by density function.

• std is the standard deviation of density function.

• other field tells about any parameters which are applied other than mean and std.
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• type field shows the chosen density function and if the dist parameter was set to
auto for particular function.

Figure 31: Density Function model summary

In the figure 31 it can be found all the details why a particular user is considered as
outlier. Also the type of density function used for a particular event as each row is the
failure event that have been occurred by the user.

4.3 Comparison over the Evaluation

After finding out the outliers with the machine learning models using the Density-
Function, OneClassSVM and localOutlierFactor Algorithms a visualization in between
them have been added inside the home dashboard of Access anomalies Application with
the total number of count of outliers that have been found by each of these algorithm
have been added in 3 different sections..

Figure 32: Dashboard outlier in Number of destination

In above figure 32, leftmost section represents outliers that have been found using
Density Function Algorithm, middle one reports outliers found using LocalOutlierFactor
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algorithm and last and rightmost one is showing outliers using the OneClassSVM Algo-
rithm. Below count section, a section for detailed table view of the users that are outlying
have been also added with the functionality of onclick search, which will give access to
more broader view about the event of that particular failure of each user. The onclick
function also gives the access to the SPL search command that are used for creating each
particular section of the dashboard.

Moreover, after looking to the possibility and efficiency the density function algorithm
have been seen to be functioning better as compared to other two with more possibility
of in depth inspection over the trained model and dataset using the summary command.
The main reasons while comparing with Local outlier factor algorithm is that, we can
save the model using the into command and use the model later on so we don’t need to
fit every time the model which reduce the load over the splunk. Moreover, OneClassSVM
gives the possibility to save the model as in DensityFunction algorithm but it does not
give the option of inspecting the results using the summary command.

So, we will compare densityFunction algorithm based model outliers to the simple
maths based outliers which was previously used by Consoft sistemi Spa. A comparison of
concordant and discordant results have been found as following:

Figure 33: Concordant and Discordant outlier

The comparison in the figure 33 shows that the there are many concording results and
also 49 of the events that are discordant between them. The field IsOutlier in the table
represent the outliers found by using the DensityFunction Algorithm whereas the field
IsOutliermath is the outlier which have been found by using the math equation where
simple mean and standarad deviation of the mathematical formula have been used for
calculation of outlier by the consoft sistemi spa earlier.

The concording and discording results are also comparing the inliers as well as outliers
in both cases. So in many cases it have been found that concording results are the inliers in
both the cases where as discording results are mostly the cases where the user is considered
as outlier with machine learning method. One of the main reason of discording results
is because of maths system is considering very few number of users as outliers because it
was considering the users with specific calculation of maths based on mean and standard
deviation.

Maths system is not considering many users as outlier even if the number of outliers
are quite high as compared to their previous behavior to the system, moreover in some
cases it didn’t learn the user behaviour and considers the user as outlier even if the user
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is having many failures for each access earlier. This problem is solved when using the
machine learning model.

Machine Learning model learns the behavior of each user on the basis of their past
access to the system. Each time if the user’s access behavior towards system changes it is
considered as outlier. So it have been found more number of outlying user through this,
and is more secured for any safety critical system.

4.3.1 Models fitted inside the Splunk MLTK

This section reports the different models that have been saved inside the Splunk Ma-
chine learning toolkit application of the splunk enterprise. These models are used to apply
it for some applications over the different datasets. Here we can see that apart from other
algorithms used for different experiments the main two algorithms that have been saved
are present namely “OCS outlier” using the OneClassSVM and “Density model outlier”
using the density function algorithm that was used for the main purpose of this experi-
ment.(figure:34)

Figure 34: Different models that have been saved inside the Splunk MLTK

The rightmost column of this table shows the sharing option, which can be set to
private, app or Global. This enables the usability of the different models throughout the
splunk environment. If the haring option is just private it can be only used by the user
who have access to it, whereas if it is set to the App it can used inside that particular
application whenever required, and when it is set to global it can be shared to all the
applications available inside the splunk Environment. So if we give global access to the
models we can create the model inside the Splunk Machine learning toolkit and use the
same model inside other applications as we have implemented in our case, where the
model is trained inside Splunk MLTK and have been used inside the Access Anomalies
application. Moreover, if we create the model inside Splunk MLTK we have a option to
see what are the already trained model, whereas in other application we don’t have the
direct possibility to view trained models.
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4.3.2 Alert created inside the Splunk Access Anomalies

After, creating the dashboard and reporting all the required details for the understand-
ing the final step is to inform the admin. There are many possibility that are available
to sent the alert, it can sent using the email to the admin with the details and also it can
seen in the system whenever the conditi bnon that have been created for the alert is met.
Here we can define in which cases we need to sent the alert to the admin.

The alert that have been created for the dashboard Outlier in number of destinations
is visible in the very first row of the figure 35.

Figure 35: Alert from the Dashboard Outlier in number of destination

Moreover, the alerts can be disabled or enabled when required by setting the status
to disable or enable. Also the alerts have the same option of sharing as we have seen for
the models inside the Splunk MLTK.
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5 Conclusions

In a nutshell, the purpose of this thesis was to cover the topic of machine learning
algorithms applications available for detecting the anomalies inside the splunk enterprise
infrastructure. Also the perspective that was pursued here was in a way reversed from
ordinary, as the aim was to identify the user that are outlying, where each outlying user
details have been found through the windows log event which are saved inside the one
of the datamodel inside the Splunk enterprise environment of Consoft sistemi which is
named as Consoft security lab. Novel finding from the Splunk infrastructure is the outlier
detection efficiency related to the failure log events and its visualization to the user with
the use of machine learning techniques and Splunk processing Language. The anomalous
trends are presented and analysed, and Splunk MLTK application and its implementation
were thoroughly covered. The experimental part of this work is related to the case study
of Splunk Enterprise simple web service with the uses of Machine learning from above
mentioned point of view.

The experimental setup used in the project was designed according to the need of
the Consoft sistemi Spa, but naturally limited by the software that was readily available.
The development of the experiment was built from scratch for the purpose of thesis
around this subject. This was certainly not the fastest way to detect the anomaly from
the algorithms used, as there are many other service providers which offers the virtual
machine like Splunk Enterprise at low costs. However, getting to know the possibility
of the Splunk Applications in different field like Security, IT, Finance, Business analytic,
Health , IOT and many others provided me the inner view of applications of virtual
machine infrastructure in the real world. Building an maintaining own experiments also
enables trying practically anything, when the outsourced service providers doesn’t provide
customers with all the information relevant for the purpose of project.

The Experiments in this project work provided me some valuable information about
how machine learning algorithms behave in certain web service applications: the amount
of splunk server memory capacity ceased to be the bottleneck at relatively low number of
events which have to be trained by machine learning algorithm. So, in this case the Splunk
enterprise server becomes limited by the other applications, such as failing the model to
run on even on the small snippet of the data at early stage, training the model indefinitely
without any output as it loses the memory from the end of the other application.

The final conclusion come to end with suggestion of best machine learning algorithm
that can be applied in place of normal mathematics that have been used by consoft sistemi
spa for detecting the outlying users for every failures. The model that have been found
to find the best outcome for the failure is based on the Density function Algorithm out
of the other all the three available algorithm inside the splunk enterprise.
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