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Abstract

Vertical axis wind turbines (VAWTs) have been demonstrated to possibly be more efficient than traditional
turbines, especially in wind farm deployment, where the wake-turbine interaction is intensive and the wake
aerodynamics should be accurately modelled. Tools to analyse VAWTs are still studied and improved, espe-
cially analytical wake models which are widely used by companies when studying a wind farm layout thanks
to their low computational cost. Similar models are capable of providing the most relevant parameters when
considering a wind farm: velocity deficit and wake’s width, using a limited number of input parameters.
Nevertheless, they are often based on neglecting relevant aspects, on incorrect assumptions and derivation
and most of the times are horizontal axis wind turbines (HAWTs) wake models simply transposed to VAWTs.
Therefore they are considered inaccurate. The purpose of this thesis is to investigate such methods, defining
their validity range as well as their limitations, shedding light on possible improvements and corrections.

Two existing analytical wake models are investigated: one based on a top-hat distribution for the velocity

deficit and the other on a Gaussian distribution, they were both developed in a Python environment based
on free-access library py-wake. The models were supported by two different equations for the wake decay
constant, widely used for HAWTs: the Niayifar law and the Abkar law. Using field and high fidelity data, orig-
inal versions of the selected wake models for HAWTs were validated. Several tests were then run for VAWT
case and models were then compared against experimental and high fidelity simulation data in the literature,
covering different conditions by changing the aspect ratio (AR) from 0.25 to 2 as well as thrust coefficient (Cr)
from 0.3 up to 0.8. The range of validity of these analytical tools was then analysed.
Numerical simulations based on the actuator line theory coupled with unsteady RANS equations were intro-
duced as a higher fidelity data source for comparison, to better understand the effects of Reynolds number
(Re) and turbulence. Such model, coupled with the k—e¢ turbulence model, was already developed as a library
for the open-source software OpenFOAM. It was firstly validated against experimental and literature data that
covered conditions ranging from low Reynolds number (= 10°) to high Re (= 107), to study the Reynolds num-
ber effect on the modelling. Effect of environmental turbulence intensity on wake recovery was qualitatively
analysed with values ranging from extremely low (1%) to high (8%) turbulence intensity (I). Results obtained
from the numerical simulations were then compared with analytical wake models predictions for the differ-
ent scales and Reynolds’ numbers.

Existing analytical wake models for VAWTs were found being accurate especially when dealing with the
far wake region and in high turbulence intensity environment. The Gaussian model supported by Abkar’s law
showed the best agreement with a deviation from high fidelity data for the maximum velocity deficit ranging
from less than 1 % up to 8% when different Cr and AR were tested. Using instead Niayifar’s law the difference
increases up to 30% in the far wake. When the near wake was considered, the error for the Gaussian models
increased up to 60% if Abkar’s law is considered and up to 55% when using Niayifar’s one. In similar cases
averaged velocities calculated showed slightly better agreement with high fidelity data. A peak in the differ-
ence between maximum deficit calculated by Gaussian models was observed ranging from 50% to 40% in
low turbulence intensity conditions when considering the near and far wake respectively. Top-hat models in-
stead showed better agreement in extreme conditions, when high aspect ratios and low turbulence intensities
are experienced, showing 40% deviation less than Gaussian models in the near wake for the average velocity
deficit. The agreement showed by top-hat models with high fidelity data in the far wake region was found to
depend on the law used for the wake decay constant. Overall the one based on Niayifar law displayed better
results, providing 12% average deviation less in both high and low turbulent conditions.

Additional analysis of the numerical results showed that wake’s structures at different Reynolds’ number were
qualitatively similar. Vortical structures were found to be present in each of the cases analysed but with differ-
ent intensity: for high Reynolds’ number the intensity of edge vortices was one order of magnitude lower than
the smallest case. Similarly the turbulence effect on the wake was investigated and was found to be strictly
related to the Reynolds number experienced, leading to different shape and deficit values: in the low Re case
without turbulence, crossflow extension of the wake almost doubled, while it was found to be reduced by less
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than 10% in the high Re case along spanwise direction.

The detailed analysis of wake models for VAWTs leads to significant considerations about their validity
and their limitations. When considering far wake regions and high turbulence conditions, wake models are
capable of providing accurate results. In contrast, the models perform poorly in the near wake, as well as in
low turbulence condition. The latter is mainly because that the existing formulation of wake decay/expansion
is derived based on the field data for HAWTs, where the ambient turbulence level is higher, and the turbine
induced wake structure is totally different. The second main limitation is related to the inability to replicate
wake deflection, something that only wake models for yawed HAWTSs has kept into account. Therefore, in
conclusion, it is important to improve the models in the future by introducing expressions for the wake decay
constant based on VAWT real aerodynamics and modelling wake’s centre displacement.
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Introduction

1.1. Context analysis and problem statement

During the last decades climate change, pollution and greenhouse effect have acquired a huge relevance in
modern society. The indiscriminate exploitation of natural resources, especially fossil fuels, with no regard
for Earth’s health has lead to a pivotal situation: will mankind be able to overcome this desperate status quo?
Ice melting, rising of sea levels, extreme and violent weather events as well as ocean’s pollution (and so on)
have shed light on the consequences of human activities, encouraging common people as well as entire na-
tions to take into action to save the planet as long as it is still possible. Scientists and researchers have also
demonstrated that the more time passes, the more damages related to climate change increase. So it is ex-
tremely important to start facing the problem as soon as possible.

One of the most important part of this struggle lies in overthrowing fossil fuels from their top position as
energy sources, in order to promote renewable approaches based on nuclear, solar or wind energy. Many of
these alternatives have been took in consideration only when financial or economic crisis arose during the
last century (after Yom Kippur war or Lehman Brothers bankrupt, for example). As soon as the periodic crisis
had ceased, renewable energy sources were put aside and forgotten until the following crisis. For this reason,
the major part of studies, tests and researches about such solutions have been conducted only during the
recent years.

Focusing on wind energy, its exploitation is one of the oldest solution conceived by mankind. There are proofs
that even Persians in 900 AD used a drag-driven windmill to pump water and grind grain. The reader is re-
ferred to Appendix (A) to learn more about the history of these beautiful machines and the context in which
they are used today. Wind is among the most used renewable energies all over the world and, on account of
that, huge amount of studies about wind turbines are conducted in order to improve their efficiency and de-
crease the cost of the electricity which they provide. As long as the cost decreases, more and more people will
be interested in adopting wind turbines instead of traditional sources of energy (natural gasses, fossil fuels,
coal and so on) that harm the planet.

In such context lies this thesis and its purpose of helping the scientific community in understanding wind
turbines by improving the knowledge at disposal. In fact even if the most common wind turbines that fea-
ture a horizontal axis of rotation (for this reason called HAWT - horizontal axis wind turbines) have reached
a 'plateau status’, vertical axis wind turbine (VAWT) still not. Technology level for HAWT has reached a full
mature condition: there are no more substantial improvements that can be done to increase their perfor-
mance and the most obvious solution, the increase of the swept area, leads to logistic problems as well as
expensive production processes. VAWTs instead have always been ignored along the years, in the belief that
they show poor performances compared to HAWTs. However this is not true and they show many advan-
tages (as will be discussed in detail in Chapter (2)) as well as the potential to be more efficient than HAWTs
especially when wind farm are considered. In fact, turbines’ rotors generate wakes which alter the inflow of
downstream turbines, decreasing their performances and power extraction (associated losses usually range
from 5% up to 20% [9]). Therefore turbines’ location is a critical part of layout optimization during the de-
sign process. Moreover, the increased turbulence level due to the upwind turbines leads to fatigue loading of
downstream rotors and decreases turbine’s lifetime. On account of that, it is essential to understand wakes,
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predict their directions and how they affect wind farms layout and how they depend on turbines geometrical
and mechanical features. Here lies one of the advantages of VAWTSs: thanks to their properties, they can be
placed closely together compared to HAWTSs, increasing the amount of power extracted for surface unit.
However, even for VAWTS, it is necessary to pay close attention when studying the correct layout for a wind
farm to maximize the power extracted from the wind. This is not an easy task since a totally accurate investi-
gation would be unrealistic to be accomplished, because of the experimental limitations due to the size of the
elements involved and the complexity of the phenomena: in real life wind farm layout can be analysed only
once the entire farm is built, while wind tunnel experiments can be extremely complex if several turbines
are considered (unless simplified model are used). Therefore the numerical approach is essential in modern
days, especially in preliminary design steps, since computational capacity constantly rises with time thanks
to higher and higher performance CPUs produced. However even the numerical approach can lead to major
problems: dealing with several turbines (whose dimensions can be significant) implies using meshes with
huge amount of cells (millions over millions). Moreover the aerodynamics of VAWTs is extremely complex
and turbulent, with vortical structures generated by rotor’s presence spacing from small to large scales. A
totally accurate simulation should solve every structure at each scale: this means that the smallest cell has a
dimension similar to smallest eddies. It is obvious to draw an important conclusion: direct numerical simu-
lations for VAWTs field flow are not feasible, especially when an entire wind farm is considered. Therefore it
is necessary to simplify the study, where possible, in order to elaborate sufficiently accurate predictions that
allows to define the optimum location of each turbine in a wind farm.

Possible solutions are LES (Large Eddy Simulations) or RANS (Reynolds Averaged Navier Stokes) equations
as well as many other simplified models that will be analysed in detailed. Special attention must be given
towards analytical wake models which represent the core of this thesis.

1.2. Research objective and research questions

The objective of this research is to test, verify and analyse the performance demonstrated by existing analyti-
cal wake models for VAWTs.

The main research objective can be summarized as: a detailed study and analysis of existing analytical
wake models for vertical axis wind turbine with the purpose of exploring their accuracy, validity and limita-
tions. The main objected is supported by the following side-objectives:

¢ Sub-objective (a): comparing the analytical wake models against literature data to assess their validity
and performance. Investigating the influence of thrust coefficient and aspect ratio variations on models
accuracy.

* Sub-objective (b): comparing the analytical wake models against numerical simulation data, covering
Reynolds numbers from = 10° up to = 10”. Investigating wake models performances and validity at
different scales and ambient turbulent conditions.

* Sub-objective (c): studying the Reynolds effect on wake shape and velocity deficit evolution by means
of numerical simulations.

¢ Sub-objective (d): qualitatively analysing ambient turbulence effect on wake recovery process
This thesis research is driven by the following research questions:
1. How is characterized the aerodynamics of a VAWTs and how does its wake develop?

- (a) How is the velocity deficit affected when variation in AR and C7 are experienced?
- (b) How does ambient turbulence intensity affect the wake recovery and wake’s width evolution?

- (c) What are the consequences of deflection on wake structure?
2. How to model the wake of a turbine keeping a low computational cost?

- (b) How do wake models replicate the wake evolution and recovery for both HAWTs and VAWTs?
- (a) What are the basis and the starting equations of analytical wake models for HAWTs and VAWTs?

- (c) How is the accuracy of wake models influenced by the simplifications adopted?
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3. How does scale and turbulent ambient intensity affect the wake evolution?

- (a) What are the common properties observed in VAWT wakes at different Reynolds number and
different scales?

(b) Does VAWT wake display any kind of similarity when considering different Reynolds’ number?

(c) What are the consequences of different turbulence intensity on wake’s structure and recovery?

(d) What is the correlation between Reynolds’ number and turbulence intensity when recovery is
considered?

4. Which is the range of validity of analytical wake models for VAWT?

- (a) How do thrust coefficient and aspect ratio variations affect wake models accuracy?

(b) How are predictions from wake models affected by turbulence intensities ranging from low to
high values?

(c) Can wake models replicate the recovery process correctly?

(d) What level of accuracy do wake models display when different scales are considered?

1.3. Methodology

In order to answer the research questions and pursue thesis objective, a series of numerical studies and com-
parison between literature data and results from URANS simulations supported by actuator line technique
have been carried out. The latter is a simplified model which will be described afterwards and it was vali-
dated against literature and experimental data. This way has been possible to better understand how ana-
lytical wake models for VAWTs behave and which are their advantages as well as their weak points, in order
to suggest possible improvements. The tests have been conducted using different parameters and scales, the
latter range from small wind turbines (D = 0.3m), to medium wind turbines (D = 1m) up to utility scale wind
turbines (D = 50m). Therefore the effect of Reynolds’ number as well as scaling properties in the wake were
analysed. This is a relevant target, since it could aid in understanding VAWT’s aerodynamic and if the partic-
ular flow field at different scales persists with the same features. With the aim of qualitatively understanding
turbulence’s effect on wake evolution, a series of comparisons between flow field generated in different tur-
bulence conditions were carried out. This aspect of the study was functional to realize the implications of
wake decay constant in analytical models and so of ambient turbulence intensity. Guidelines for answering
the research questions are the following ones:

1. To characterize the aerodynamics of a VAWTs:

- (a) Analysing previous researches in the literature. Focusing on wake aspects
- (b) Studying the effect of different parameters on wake structure

- (c) Review of what are the most relevant aspects in the wake and its evolution
2. To model the wake with a low computational cost:
- (a) Studying previously developed models both for HAWTs and VAWTs, learning about the state-of

the art, the possible alternatives and other solutions.

- (b) Testing existing wake models for HAWTSs, observing their structure, implementation and re-
sults as well as their limitations.

- (c) Analysing the existing wake decay constant laws, evaluating their limitations and their as-
sumptions like the self-similarity.

- (d) Implementing existing wake models for VAWTs, validating the code structure and relevant as-
sumptions.

3. To provide higher fidelity data as a comparison and validation for VAWTs:

- (a) Analysing, studying about the actuator line model supported by URANS equations. Learning
about its limitation and implementation.
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(b) Testing different cases ranging from small to large scale, with different turbulence intensities.
(c) Validating the model by comparison against experimental and literature data.

(d) Testing numerical set up sensitivity to mesh size.

4. To evaluate Reynolds’ number and ambient turbulence intensity effect on wake structure:

(a) Testing different Reynolds’ number case by considering different scale turbines.
(b) Comparing the results obtained at different scales to search for wake similarity properties.

(c) Testing turbines in different turbulence intensity conditions, including no-turbulence cases
(laminar).

(d) Comparing the results in different turbulence conditions, evaluating consequences on wake
structure and wake recovery.

5. To investigate validity of wake models:

(a) Comparing the predictions against data from numerical simulations, covering cases from small
to large scale turbines and from low to high turbulence intensity.

(b) Analysing wake models validity and accuracy when considering different scales and turbu-
lence conditions.

(c) Analysing wake decay constant performance and limitations when considering low turbulence
cases.

(d) Comparing the predictions against literature data, testing the influence of thrust coefficient
and aspect ratio on wake models.

(b) Analysing wake models validity and accuracy when considering different thrust coefficients
and aspect ratios.

1.4. Thesis outline

In this section a brief description of each chapter of the thesis is reported. The purpose is to provide an
outlook and a concise overview of the work to figure out how the thesis is structured and which are the core
parts. For more details, the reader is referred to the specific chapters.

¢ Chapter 1, Introduction: Introduces the global context of the climate crisis, the role of wind energy
and VAWTs in this fight and the motivation for the research. The targets and objective are identified
and supported by the research questions, the methodology and the thesis outline.

¢ Chapter 2, Literature study: Review of the literature with the purpose of acquiring the relevant back-
ground needed to decide the approach to the research and which are the gaps that still needs to be
investigated and studied.

- Detailed analysis and characterization of VAWTs aerodynamics at different scales, with focus on

wake scale.

- Analysis of methods for turbine modelling for both HAWTs and VAWTs. Focus on actuator meth-

ods and the actuator line.

- Study and analysis of approaches to model the wake behaviour for HAWTs and VAWTs. Close

attention was given towards analytical wake models for both the type of turbines, since they are
thesis’ core, with a related deep and detailed review.

¢ Chapter 3, Methods: Analysis of tools and approaches used to study the problem. Introduction of some
of the main obstacles and limitations observed.

- Introduction of the URANS equations, their implementation and how they are solved. Focus on

the turbulence models, their differences and why k — € was selected.

- Derivation of the actuator line model for VAWTs supported by the description of dynamic stall

model and how it is implemented. Interaction of the model with URANS equations in the flow
solving operations.
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- Description of sub-models for actuator line theory and their implementation.

- Derivation and deep analysis of wake models for both HAWTs and VAWT. Introduction of the ex-
pressions for the velocity deficit and the wake decay constant problem, how they were faced in
the thesis and which equations were used.

¢ Chapter 4, Validation: Validation of the numerical and analytical tools at different scales and condi-
tions, according to literature and high fidelity data.

- Analysis of the benchmark cases used for the validation process for both numerical simulations
and analytical models.

- Validation of the numerical set up based on URANS and actuator line theory at different scales.
- Testing of mesh sensitivity at each scale.

- Validation of the analytical wake models for HAWTSs based on the py-wake library.

- Validation of the self-similarity hypothesis for VAWT wake using literature data.

- Debugging procedure and code validation for VAWTs wake models.

¢ Chapter 5, Reynolds’ number effect analysis:
- Running numerical simulations based on actuator line and URANS set up with different Reynolds’
number by considering different scales wind turbines.
- Evaluating wake similarities and possible Reynolds’ effect at different scales.
¢ Chapter 6, Ambient turbulence effect analysis:
- Running numerical simulations based on actuator line and URANS set up with different ambient
turbulence intensity levels and considering no-turbulence cases.
- Evaluating effect on wake recovery and its development as well as wake’s shape.
¢ Chapter 7, Analytical wake models performance and validity study: Presentation of the results and

discussion of wake models accuracy and validity range. Analysis of wake properties in different condi-
tions.

- Comparison of wake models results against numerical simulations data at different scales and
different turbulence intensities.

- Comparison of wake models predictions against literature data featuring different thrust coeffi-
cients and aspect ratios.

- Evaluating wake models performances and validity when operating in previous conditions, with
particular attention on the limitations and how they can be overcome.

- Evaluating wake decay constant laws accuracy, limitations and when they provide reliable results.
¢ Chapter 8, Conclusions: Reports conclusions and reflections on the work. It sums up the results,

analysing them compared to the research target motivation, proposing where necessary a prospect
for future studies, highlighting possible research gaps.

» Appendix A: Historical overview, discussion and presentation of wind turbines throughout the cen-
turies. Detailed description of the global context, how different nations deals with wind energy and
why wind turbines are among the most used sources of renewable energy.

¢ Appendix B: Detailed description and derivation of models for turbine and wake modelling for both
HAWTSs and VAWTs. The models presented here are the same of Chapter (2) but discussed in depth.

¢ Appendix C: Analysis, description and presentation of the Python code scripts used for wake models
development to perform the calculations as well as the ones used in the validation procedure.

¢ Appendix D: Appendix that provides additional but less relevant results, especially images.






2.1.

Literature study

Introduction to VAWTs

Vertical axis wind turbines are among mankind’s most ancient creations [59] (see Appendix (A) for more de-

tails).

They feature a vertical rotational axis and extract energy from the wind by converting its kinetic energy

into electricity and reducing its momentum. In order to do so an alternating current induction generator is
present. The surface swept by the blades is a cylinder (unlike HAWTs that can be modelled as 2D discs) and
they can display various and different shapes. Here some details and some images regarding the most famous
existing VAWTs and their features.

The Magdalen Island turbine was one of the first turbines installed during the oil crisis in 1977.

The Fole turbine is the largest VAWT ever constructed, with a power output of 3.8 MW and an height of
110 m. However, because of vibration problems experienced the rotational speed was limited to extract
an output of 2 MW [91]. A representation of this turbine is reported in Figure (2.1).

The Sandia 34m turbine is the most tested and studied design because of its Cp which is the highest
among VAWTs.

The Anew-B1 turbine is the second largest turbine if we consider both the area and the power output
(1.5 MW). It is shown in Figure (2.2).

More details about the development and the state of the art of VAWTSs can be found in [70].

2.1.1. VAWTs classification

Two main types of VAWT: exist:

Savonius rotor: it is a drag-driven turbine whose blades are more similar to rounded paddles creating
an S-shaped surface with high solidity. It uses the action and reaction of the stream to operate [59]. Even
if it shows good self-starting properties and high power output at reduced wind speed, the efficiency is
extremely poor. However at the same time Savonius rotors are extremely reliable and easy to maintain.
Most of the times this concept is used for small, simple wind rotors with the task of driving pumps or
mechanical equipment that request high torque at small rotation speeds.

Darrieus rotor: it is a lift-driven turbine, more similar to common HAWTSs. Blades are similar to airfoils
and can show different shapes, ranging from classic H-rotors (or giromills) to ®-shaped rotors. In ev-
ery possible case they all exploit lift force component to generate torque. Blades can be connected to
the tower/shaft with horizontal and vertical struts when considering H-rotor turbines, with a certain
amount of parasitic drag, decreasing the overall efficiency. Moreover an increased bending moment is
experienced. At the same time the swept area increases, the blades can be constructed easily and the
base tower can be higher (more intense winds). With ® shaped blades instead the performance de-
creases, when considering elements near the rotational axis, as well as the swept area. Such elements
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Fole turbine [17]

Figure 2.1: Eo

Figure 2.2: Anew-B1 turbine [50]
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can be connected too with horizontal struts. Darrieus configuration is the most common design used
for VAWTs especially because of its higher performances. It presents some disadvantages, since it lacks
self-starting capability at low wind speed values. To overcome this problem a small Savonius rotors is
added to the tower structures to provide high startup performance.

Savonius-Rotor Darrieus-Rotor H-Darricus-Rotor

—

Figure 2.3: Different types of VAWTSs, image from [91]

Additional details regarding the existing versions of Savonius and Darrieus rotors can be found in [70].

2.1.2. Comparison with HAWTs
VAWTs: clearly show many advantages compared to HAWTs:

* They exhibit higher power densities compared to HAWTs because of their faster wake recovery and
especially the possibility of increasing the swept area maintaining a reduced footprint at the same time.

* They have a lower center of gravity that allows to complete all the maintenance operations at ground
level, avoiding risks and simplifying components substitution when necessary: all the heavy compo-
nents can be placed near the ground, largely decreasing maintenance and installation costs that repre-
sent a huge part of the total cost. Therefore VAWTs show an economic advantage.

» Their blades can be realised easily as different sections attached to the main tower, lowering the instal-
lation and production costs.

¢ They are omnidirectional and do not require a yaw control mechanism because freestream velocity is
always perpendicular to the rotational axis. Even this means lower costs since VAWTs do not require
expensive yaw-control mechanism and can operate with the same efficiency with winds from any pos-
sible direction and in regions where rapid variations of it are experienced.

VAWTSs’ aerodynamics is definitely more complex than HAWTS', discouraging from adopting this solution.
Furthermore, global interest unfortunately has always been focused on HAWTs in the belief that they’re more
efficient. This delayed the development of VAWTs for years. Field tests and modern calculations have dis-
proved this wrong belief provided by wind tunnels experiments. At the same time HAWTs” knowledge and
exploitation has reached a plateau status: the level of technology and development shows limited margins
of improvements. On account of that renewed interested about VAWTs has grown during the last decade in
order to better understand their features and increase the related knowledge. Another important aspect that
has revitalized this concept are the remarkable performances showed in urban environment, where intense
turbulence is experienced. This holds huge relevance in actual society where more and more interest in re-
ducing pollution and global warming phenomena is growing up. VAWTs perform better than HAWTs in such
conditions, especially when considering small scale and micro wind turbines (see Appendix (A)) for more de-
tails. Moreover wind farms based on VAWT show a smaller footprint because single turbines can be placed
closer one another, achieving a higher power density, as mentioned before.

In fact modern wind farms with HAWTs need a relevant amount of space to separate wind turbines from
near ones and avoid interferences due to harmful interactions with wakes of other turbines. Therefore power
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density (power for unit of surface) decreases. Moreover, the inefficiency of the power plant has to be compen-
sated by taller wind turbines, this way it is possible to reach higher altitudes and more intense wind. However,
this leads to some additional problems, firstly the costs, bus also greater visual, acoustic, radar and environ-
mental impact. VAWTS’ swept area instead can increase irrespectively of their footprints (it grows vertically)
and they can potentially achieve higher power densities than the traditional horizontal-axis wind turbines. In
fact, while wind farms made up of HAWTSs produce 2 or 3 watts of power per square meter of land area, a farm
composed by VAWTSs can reach an order of magnitude greater, if the layout is correctly set up [19]. So using
a larger number of VAWTs over a fixed area enables to capture a greater portion of wind energy than what
could be extract with a group of HAWTs. Moreover, there is no need of using taller and taller wind turbines
and is possible to reduce the complexity and cost of each one of them. A study by Dabiri [19] demonstrated
that using near counter-rotating VAWTs leads to an improvement of the energy extracted (up to 11% [94]) and
a decrease in the recovery length necessary (recovers to 95% of the freestream value within 6D [49]). This
is possible because of constructive aerodynamic interactions that occur between adjacent turbines. VAWTs
work at lower tip speed ratios (respect to HAWTs) that means also lower rotational velocity or, in other words,
lower noise produced and lower environmental impact on ecological systems (like birds, see Appendix (A))
but, at the same time, lower Cp reached [42].

In order to propose a fair overview of VAWTS to the reader, it is necessary to point out some of their major
disadvantages, for sake’s of knowledge [32, 44]:

¢ They tend to stall under gusty wind condition.

¢ The torque generated is not steady and therefore the load driven by the turbine experiences fluctua-
tions in power input and, consequently, in power output.

e Studies focused on dynamic analysis of VAWTs are extremely difficult because of the variability of inflow
conditions experienced by the blades.

¢ The flow field generated by VAWTSs is extremely complex and it is difficult to fully analyse and under-
stand it.

* Lower power coefficients compared to HAWTs.

¢ Blades operate in the wake during their revolution experiencing load fluctuations and leading to fatigue
problems and earlier failures.

¢ Production costs are too expensive at present days: since vertical-axis rotors rotate at a slower speed
and they experience higher torques to obtain high power, they feature higher weights and their produc-
tion costs are correspondingly higher.

A comparison of the power coefficient Cp achievable with HAWTs and VAWTs is reported as function of the tip
speed ratio in Figure (2.4): the differences between the values are not so big as it commonly believed. More-
over, because of structural and economic considerations, large VAWTs cannot be easily designed and built.
This is a weak point in the match against high-power HAWTs and a major limitation. However, considering
offshore turbines, there is no need for turbines to operate at elevated heights and (as stated before) they can
be placed closer together when considering wind farms.

2.1.3. Working principles and relevant parameters

As mentioned before, a VAWT is able to convert kinetic energy from the wind to electric power. In order to
do so, it extracts momentum from the wind, enabling the blades to generate a certain amount of torque that
makes the whole turbine rotate. The tower (or shaft) is connected to a gearbox and an electric generator that
produces electricity while rotating . The latter is then distributed along the line (directly to the loads) or stored
in batteries, as reported in Figure (2.5).

The turbine’s rotor is identified by its radius R or its diameter D and its number of blades B. The latter
are characterized by the chord length ¢ and their length H and rotate according to the rotational velocity Q.
The velocity seen by the blades (relative velocity), as displayed in Figure (2.6), is the sum of the tangential
rotational velocity, the inflow velocity and the induced velocity which is due to turbine’s presence. The size
of the induced velocity changes during the rotation and depends on the thrust coefficient and on how the



2.1. Introduction to VAWTs 11

=
]

ideal cp | (momentum theo

ry)
e e N

I
|
|

T I
/ theoretical power coefficient (infinite number of blades, L/y==)

—
three-bladed rotor N two-bladed rotpr T

/ @\’i/ ‘}/X?Ee-hladeu mmt N

Darrieus rotor \

=
in
i

Rotor power coefficient cpg

=
-

Dutch windmill
American wind turbine

@ \Sal\ronius r'nfo:'

0 2 -

01

0 2 m m B

Tip-speed ratio A

L=ad
[=-1
—
[=1]

Figure 2.4: Comparison of the power coefficients for different turbines, image from [32]
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Figure 2.5: Main components of a H-VAWT (left) and a Phi-shaped (or troposkien) VAWT (right)

forces are distributed along the blades. For this reason both the angle of attack as well as the relative velocity
change during the revolution.

This implies that each section cannot operate in optimal (design) conditions over the whole cycle: one of
the reason why VAWTs are still considered inferior to HAWTs.
The relative velocity shows a certain angle respect to blades’ chord-line. Such angle is the angle of attack «
and can be related to the velocity components using the pitch angle 8, (the angle between the airfoil chord-
line and the tangent to rotating path).

v
a=tan"! (7?)—9,, 2.1

The azimuth angle 0 is the angle between the crossflow direction and blades’ location. Such angle is used



12 2. Literature study

Figure 2.7: Schematic of the angles used when discussing VAWTs

to split the volume around the turbine in four main regions:
1. Upwind region, the first half of the circle described by the blades in the horizontal plane
2. Downwind region, the second half of the circle described by the blades in the horizontal plane

3. Leeward region, located on one side, here blades’ rotational velocity and inflow velocity show the same
direction

4. Windward region, located on one side, here blades’ rotational velocity and inflow velocity show oppo-
site direction
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Figure 2.8: Denomination of the flow regions when a positive (left) and negative (right) rotational velocity Q is observed
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The range of the azimuth angle over the four regions depends on the convention used. In Figure (2.8) is
reported the convention used in the current work.
The last angle to be considered is the inflow angle ¥, which is the angle between the airfoil chord-line and
the tangent of the rotational path. Such angle is the sum of the pitch angle and the angle of attack.
The angle of attack changes during the revolution, achieving positive values during the upwind part of the
revolution and negative in the downwind part. Similarly the velocity of the flow relative to the blades is highest
at the leeward side, where rotational velocity and inflow velocity have the same direction while is lowest at
the windward side for the opposite reason. Considering the forces, instead, the normal component per unit
span changes during the cycle with positive values in the upwind region and negative ones in downwind
region while the maximum is observed at the most upwind position. The tangential component instead aims
towards rotational direction during the largest part of the cycle.

Many dimensional and non-dimensional parameters are used when describing VAWTs. It is essential to
introduce them since they will be mentioned constantly in the thesis:

1. Diameter and height (D and H): the geometrical properties of the turbine, the first one describes blades’
distance from the axis of rotation while the second one their elongation.

2. Thrust coefficient (C7): non-dimensional parameter that expresses the force exerted on the turbine
along streamwise direction. It is the sum of the forces experienced by the blades, the struts and the

tower.
T

Cr=—F——
1
3PVEAp

(2.2)

Where A, is the area projected by the turbine A, = DH, T is the thrust, V, the freestream velocity and
p the air density.

3. Power coefficient (Cp): non-dimensional parameter which expresses the power extracted from the
wind by the turbine. It can be related to the tip speed ratio as shown in Figure (2.4).

P
Cp=

=— (2.3)
3PV Ap

Where P is the power generated.

4. Tip speedratio (T SR): itis the ratio between the tangential velocity of the blades V; = QR and the inflow

velocity V.
QR

Voo

Where R is turbine’s radius and Q its rotational speed.

A (2.4)

5. Aspect ratio (AR): a parameter that expresses the geometrical properties of the turbine. It is the ratio
between blade’s length and turbine’s diameter. compared to HAWTs this is a brand new parameter:
HAWTs display the same elongation along each direction, while VAWTs extension changes along span-
wise and crossflow direction.

H
AR=— (2.5)
D
6. Rotor solidity (0): it expresses the ratio between the amount of area of the blades and the total swept
area of the rotor. In other words it expresses how much of the area occupied by the rotor is really covered
by the blades.

_Bc
D

o (2.6)

Where B is the number of blades and c their chord length.
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2.2. Aerodynamics of VAWTs

Vertical axis wind turbines are characterized by unique features especially in terms of the aerodynamics flow
that surrounds these structures. The related phenomena have been analysed differently according to their
typical scale. A summary of them is reported in Figure (2.9). In order to accomplish this target, the literature
(papers, researches and studies of different kinds accomplished through the years: numerical, experimental
and theoretical ones) was essential. Thanks to these great sources of wisdom, it was possible to characterize
the aerodynamic of a VAWT universally. Even if every following aspect is relevant, close attention has been
given to wake scale analysis because of the objectives of this thesis. Therefore a more detailed analysis and
review about this topic was carried out.

Figure 2.9: Brief recap of the main phenomena that characterize the different scales in VAWT’s aerodynamics

2.2.1. Blade scale

2.2.1.1. Dynamic stall and rotational effects

Blades’ aerodynamics in VAWTs are dominated by rotational effects and the consequent unsteadiness. In
fact, during their revolution the blades experience a different incoming velocity which leads to periods of
lifting or stalling, according to their azimuthal position. This periodical change in the relative velocity (sum
of the blade rotational velocity and the local flow velocity, [34, 90]) means that blades experience a variation
in the angles of attack while moving along the circular path: that’s a triggering effect for the dynamic stall
phenomenon. Dynamic stall is a periodical release of vorticity and vortical structures in the wake because of
the blades. The structures generated move downstream according to an axial velocity, lower than free-stream
velocity and related to it by a specific parameter (called B, function the solidity [24]).

Vorticity generated when the dynamic stall occurs is higher than what is seen in the static stall case and it is re-
leased from the leading edge especially because of boundary layer inversion. Once released, vortex structures
travel downstream towards the trailing edge inducing a pressure wave on airfoil’s surface(see [21]). Dynamic
stall is commonly used as a passive method for power control in wind turbines but it leads to increased blade
loads and larger oscillations, with consequent fatigue problems. Moreover, since it leads to the formation and
shedding of large vortices that interact with the blades, an increased noise level is observed.

Dynamic stall is dominant in the near wake region at low TSRs but the phenomenon is not homogeneous
along the whole rotation (see [86, 87, 110]):

* Retreating blades have huge relevance in the process, generating the largest and strongest structures,
with highest coherence, capable of surviving far downstream than the other ones

» Advancingblades instead experience lower angles of attack, with smaller and weaker vortical structures
shed
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¢ Blades in downwind position experience a lower velocity than the free stream with a consequent in-
crease in the effective TSR and a decrease in angles of attack. Structures generated here are weak and
rapidly decay.

Because of incidence variation, separation points on the inner and outer surfaces of the blades move and a
related pattern of vortical structures is generated. For the inner surface, separation mainly occurs during the
upwind motion of the blades and, at low TSRs, for a wider portion of surface than what happens for higher
TSRs. During the downwind motion instead, the flow is almost always attached to the blades. For the outer
surface the stall is more severe during the downwind motion, and more intense for low TSRs (see [78, 86]).
Considering with more attention blades’ upwind motion, the vortical structures generated (which are the
strongest) are shed by both the leading edges and the trailing edges of the blades according to the following
sequence (see [119]):

1. The vortex created at the leading edge starts to roll up and grows during the first half of upwind motion.
When it reaches a dimension similar to the chord length and when the blade starts moving towards the
leeward region the vortex detaches from the blade (this happens almost after a revolution of 50° from
the most upwind position) because of the growth of the trailing edge vortex.

2. After the trailing edge vortex stops growing, it is released in the wake before reaching the most leeward
position

3. Both the trailing and leading edge vortices move downstream, interact each other and can potentially
hit the blades (see [24]).

This process is affected by the Reynolds number: with higher values the separation is delayed, modifying the
shedding frequency and the downstream transport. Consequently the blades-wake interaction and wake’s
vorticity distribution are modified (see [119]).

Dynamic stall phenomenon depends on TSR (as stated before) and displays relevance generally below
TSR < 4 depending on the context (see [52]). With lower TSR, the blades experience a wider range of angles
of attack (the relative velocity changes) generating shed vorticity regions larger than the ones generated un-
der higher TSRs. Besides that, with lower TSRs blades tend to interact more with their own wakes than the
ones generated by others as happens for higher TSRs (see [87]). When higher TSR values occur, blades fre-
quency passage is higher, hence more structures are generated. In the latter case they tend to interact more
with other blades’ wake. This happens because the vortical structures generated are transported at a lower
velocity relative to the blades (see [86]): different kind of interactions are observed depending on the differ-
ences between wake convection characteristic time and blade’s rotation and so on vortices relative speed.
Therefore, logically, TSR is a great watershed for the phenomenon which occurs (see [24]):

¢ For a single-bladed turbine (where interactions can only occur with blade’s own wake):

1. If TSR > B interactions with previously generated wakes occur at the first half of the downwind
passage.
2. When the TSR is higher than % interactions occur with one wake at the downwind region.

3pn

3. Interactions with two or more wake occurs along all the circular path when TSR is higher than =3

¢ For a n-bladed turbine:

1. When TSR is lower than g—Z, the blade interactions are limited to the left rear quadrant and occur
with blades’ own wake or the one intercepted by another blade.
2. When TSR is lower than %”, the blade interacts with its own wake in the downwind region

3. When TSR is lower than 52'1:, the blade interacts with its own wake and the wake shed by another

blade along the whole circular path

4. When TSR is higher than 52%1, the blade interacts with the wakes generated by each foil along all
the circular path

TSR has relevance also on the spanwise vorticity pattern along turbine’s radius:
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Figure 2.10: Normalized instantaneous vorticity magnitude from the study by Posa et al. [87]. The results have been obtained by a LES
simulation for TSR = 1.35 (left) and TSR=2.21 (right)

¢ With higher TSRs: the highest values in vorticity magnitude are located at the edges of the turbine but
featuring almost equal sharp peaks

» With lower TSRs: higher values are located at the edges, but with a lower magnitude and a more relevant
asymmetry than previous case. At leeward side the local maximum is diffused, because of the released
vortical structures, while at windward side is sharper. Moreover, high vorticity values are observed at
the wake’s centre.

In both cases peaks’ decay when moving downstream is more intense at the edges than at the centre (see [86]).

Vortices shed by the blades when suffering dynamic stall are also responsible for peaks in wake’s turbu-
lence intensity. These peaks are higher when the environmental turbulence intensity increases, but at the
same time the increase in peaks’ value is less intense reaching a plateau status. Both wake’s turbulence inten-
sity as well as turbulent kinetic energy (TKE) are higher for the leeward region (strong asymmetric distribution
which persist even downstream, [86]), where blades retreat and the dynamic stall has more relevance (where
vortex shedding and blade-vortices interactions are experienced [62]), while it is lower for the windward re-
gion where the flow reattaches on the advancing blades (the difference in turbulence intensity peaks is ap-
proximately 15%, [68, 87]). Nevertheless, when TSR increases, regions with high TKE values become smaller,
but still located at the leeward side with consequent asymmetry. Higher values of TKE are also shown for
lower TSRs in the core of the wake in the near region with a rapid decay moving downstream (see [86]). As
logically deducible, a variation in the environmental turbulence intensity leads to variations in the dynamic
stall phenomenon. In fact, blades critical Reynolds’ number varies with the turbulent intensity and conse-
quently also the lift and drag ratio, which increases. As result, the position of the separation points changes
and this can delay the onset of dynamic stall (see [4]). Last but not least, dynamic stall has huge influence
on wake’s development process [20, 119]. The specific steps that occur on a blade experiencing dynamic stall
will be analysed in Section (3.1.2.1) when discussing how to model this phenomenon.

2.2.1.2. Vorticity release at high TSRs

Dynamic stall is not the only source of vortex shedding, since at high TSR (generally > 4), periodical changing
in velocity vector as well as angles of attack (also related to blades-wakes interaction [92]) leads to a variation
in airfoil’s bound circulation which in turn causes a release of an equal and opposite amount of circulation in
blades’ wake. So even when dynamic stall has lower relevance, shed vorticity has an important role in char-
acterizing blades’ wake (see [110]). The vorticity released in the wake has sign which depends on circulation’s
variation: when circulation increases (moving from the windward to the upwind position), negative vorticity
is released in the wake, when decreases (moving from the upwind to the leeward position) the opposite hap-
pens (see [13]). Consequently, strong vortical structures, which tend to roll up, are generated. Considering
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instead the downstream part of the revolution, the circulation is almost constant and only weak structures are
generated. Such structures are separated into the ones due to shed vorticity and the ones related to trailing
vorticity. They are responsible, in different ways, of the induction experienced by the flow that achieves the
highest values at the midspan (see [13]). Even structures released during previous revolutions are responsible
for the induction experienced by the flow.

Due to rotational movement, wakes generated by the blades have a cycloidal pattern and are transported
downstream, but due to their high velocity gradients and the interactions with the tower and the blades they
are diffused almost instantly (wakes no longer detectable after 1.5D downstream [92, 110]). In particular, in-
teraction of blades with their own wakes is one of the main aspects of blades’ aerodynamic. In fact, it leads to
vorticity concentrations that create large scale coherent structures transported downstream, similarly to the
ones seen in the dynamic stall. Moreover, the interaction process is also supported by wake deformation.

2.2.1.3. Tip effects

Finite extension of the blades has to be taken into account too and the subsequent origin of large-scale tip
vortices. The latter are the strongest elements of trailing vorticity and are released due to the spanwise distri-
bution of circulation. These vortices are responsible for wake’s curvature and they interact rolling up together,

Figure 2.11: Visualization of the vorticity magnitude generated by a VAWT’s blade. The tip vortices are visible near the edges of the
blade. Image from [13]

moving downstream differently according to the azimuthal position of the blades: inward when the blades
are located at the upwind and downwind region and outward when they are at the leeward and windward re-
gion (see [23, 110]). However, this motion distribution is not symmetric compared to the vertical axis because
of the different blockage exerted by the blades remarking a further asymmetric aspect of the VAWT wake (see
[23]). Considering the region where inward motion is observed, these structures are responsible for the high
levels of induction, especially concerning spanwise velocity component (towards wake centre), which leads
to wake contraction along the same direction (see [13]). A visualization of the tip vortices motion is shown in
Figure (2.12).

Even tip vortices strength is not constant along the rotation and it is related to circulation’s variation.
They are stronger when released by blades at the most upwind position (highest angle of attack) while they
are extremely weak at the downwind part of the revolution, where their circulation is almost constant (see
[13, 23]). Turbine’s parameters like the number of the blades and TSR have influence on tip-vortices intensity.
Due to interactions, vortex stretching and turbulent diffusion, tip vortices are dissipated early in the wake
(no more detectable from 2D downstream, [110]). One of the most relevant interactions occurs with the
vortical structures shed from the blades (at wake’s centre), which leads to an irregular pattern for the spanwise
vortices cited before. The latter tend to breakdown (at midspan height this happens for 3.5D [13]) for these
interactions because of the high level of turbulence. Considering the upper and lower blades tips, the vortices



18 2. Literature study

yiR=+10
r .
. « *
.
05}
O 1 i
y/R=+0.8
r . %
L ]
05} wl® B
0
yIR=+0.4
05F, * L A .
0 1
y/IR=0
;ﬁ 05 e . o) 3 " n
i o
0
y/R=-0.4
0.5 . ] . . o =) -
L ] . 5
ol
yIR=-0.8
0.5 L] ® " 3 L S ™
0 1
y/R=-1.0
051 e o o %00 ¢
i . Upwind-released vortices
ok L) Dpwnwind-released vortices
-1 0 1 2 3

x/R

Figure 2.12: Location of the tip vortices during turbine’s rotation and their different motion. The image is from [110]

generated move downstream with different velocity because of self-induction: the ones generated from the
lower tips travel faster than the ones related to the upper tips. Therefore lower tip vortices interacts earlier
with blades at downstream positions (see [92]). However, it’s relevant to take into account that not only tip
vortices but also the remaining part of trailing vorticity is released in the wake, which rolls up with the tip
vortex itself creating a single greater structure. This rolled up vortex moves inboard or outboard according to
the azimuthal position (see [23]).
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2.2.2. Turbine scale

When approaching a turbine operating atlow TSR (from 0 to 1, [18]), and high solidity (high number of blades)
the blockage effect is dominant and consequently a certain amount of volume is deflected towards lateral
directions while the remaining volume passes the turbine and wake regions behind the blades are also ob-
served. With higher TSR the flow instead accelerates near the leeward region and on turbine’s top (along both
streamwise and spanwise direction) and decelerates near the windward region but, in general, tends to fol-
low the rotation of the turbine (see [18, 90]). This displays a certain relevance in deflecting the wake towards
one side [88] inducing a crossflow component (see [45]), as will be discussed below. Hence there are regions
where the time-averaged velocity has only a crossflow component (directed along the diameter) and regions
where the flow is totally reversed and directed upwind. This occurs especially at the windward region, were
the blade advances with a rotational velocity opposite to flow’s direction (see [18, 90]) and velocity’s magni-
tude can reach values higher than freestream’s ones because of the flow acceleration due to the blades [83].
The reversal effect is relevant at high TSRs, where the amount of volume of reversed flow is significant, even
if it features equal maximum and mean velocity deficit (passing from TSR=1.25 to TSR=2.5 the reverse flow
volume doubles, [90]).

After being deflected by turbine’s presence, the flow converges towards the axis (at x = 2D according to [78]),

Figure 2.13: Visualization of how the TSR affects the blockage exerted on the flow (top) by a high-solidity turbine and the amount of
reversed flow (bottom). Image from [90]

enhancing the wake recovery process. For a H turbine whose ends are shaped as disks, regions of high shear
are created by the rotation of the disks and by both the crossflow and spanwise velocities (towards the wall)
induced (see [18, 90]). Such regions, located at the top and bottom of the turbine, are zones of negative and

ZID
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positive vorticity that tend to roll up creating vortices that move downstream and they generate regions of
negative and positive spanwise velocity, respectively, along the wall normal direction (similar to ‘S’ shaped
profiles, [83]) whose intensity decreases moving downstream.

Solidity has a major effect on turbines, changing their power output (with a higher solidity the power peak
decreases and occurs at a lower TSR), and especially wake’s asymmetry, which will be discussed in the next
section. In fact the number of blades modifies the crossflow pattern because of the different acceleration
experienced by the flow and its different frequency (see [34, 83]). Moreover, the deficit entity increases with
higher solidity but at the same time the wake recovery will be faster. Nevertheless, the effect of this parameter
is influenced by the AR used, as will be described later.

2.2.3. Wake scale

One of the most important aspects to deal with is the particular wake of VAWTSs that requires a detailed uni-
versal description, based on the literature, in order to define its unique features. As well as HAWT farms,
VAWT farms show the same problem of wakes interacting and interfering with the inflow of downstream tur-
bines leading to a lower efficiency of the entire farm. In fact, a perturbed inflow condition spoils the energy
extraction of a turbine and, in terms of huge wind farms, this results in wasting potential energy and money.
Moreover, loads generated by the turbulent structures of the wake that interacts with a downstream turbine,
lead to fatigue problems that might cause major failures or shorten the operative life of the turbine. Due to
this substantial issue, it is crucial to understand VAWT’s wake, how it recovers and in how much space, as well
as its structures and how it develops in order to figure out the best spacing and the best wind farm layout.
Even for HAWTs the situation is similar and maximizing the efficiency and the power extracted is a common
goal for both the wind turbines type.

2.2.3.1. Near wake and far wake distinction

There are two main regions in a wind turbine wake: near and far wake region. Unlike HAWTSs, the distinction
between the two regions has not been defined for VAWTs yet. For HAWTs the near wake ends when the
pressure effects related to vortices structures can be neglected (approximately from 2 to 4 diameter [28]) but
there is not such a clear definition for VAWTs. By the way the main features of these zones can be outlined:

1. The near wake region is the area just behind the rotor which is heavily influenced by the rotor struc-
tures, the blades and their rotation as well as the vortex structures created. Kadum et al. [45] proposed
an extension for this region up to % = 2.5. Here the maximum value of velocity deficit and strong gra-
dients of pressure are observed. Generally, it is considered the region where the power extraction due
to the turbine activity and the structures created from the dynamic stall ( discussed before) are spot-
ted. The latter shield the core of the wake from interactions with high speed flow, delaying the wake
recovery (see [78]).

2. The far wake region where rotor geometry’s effects are less evident while turbulence effects play a
significant role (especially for small wind turbines, which are typically installed near to ground where
buildings, trees and so on can increase freestream turbulence levels [4]). In fact, thanks to turbulence
mixing the slowest layers of the wake interact with the high speed outer region and, supported by the
entertainment process, the wake recovers gradually up to the freestream velocity value. Since mixing is
boosted by turbulence, atmospheric turbulence has a huge role in defining the spatial length that the
wake needs to fully recover. The wake recovery process has different properties for HAWTs and VAWTs:
in both cases the process is not visible behind the turbine whereby expansion take the lead, but VAWTs
experience stronger advection. For this reason the amount of space needed to recover up to freestream
values is shorter for VAWT (see [13]).

The existence of a third region, a transitional one, has been proposed by [78] and it establishes a link be-
tween the others. Here the wake recovery process increases its intensity, while a slow decay in the deficit (but
also in the turbulence activity) is observed up to the deep far wake region. An expression for the transitional
region onset point is suggested by Araya et al. [6] who located this point at x = 2D for almost every Reynolds
number.
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2.2.3.2. Wake’s asymmetry and deflection

The wake behind the turbine expands and gradually recovers due to the entrainment process, however, even
if it seems similar to a HAWT’s wake [110], it is an asymmetric wake deflected towards one side (the upwind-
turning side of the turbine) where it shows a stronger deficit [3]. This has been proved also with the actuator
line theory [8]. The deflection, which causes a lateral expansion and a faster recovery (see [65]), is not ho-
mogeneous along the spanwise direction and decreases when moving towards the upper edge of the turbine
(see [62]). The crossflow deflection is related to lateral forces resulting from the asymmetric force distribu-
tion during blades rotation and due to the difference between incoming speed and tangential velocity of the
blades, whose maximum is achieved at the windward region (see [3, 88]). Therefore, the wake centre position
is not located along the symmetry axis.

Since wake deflection towards windward side increases in the near region (up to 4 radii/2.5 diameters down-
stream, [45, 110]), it is logical that it does not occur only because of rotor action. The latter induces crossflow
component in flow (with higher values near the rotor region) with rotation (see [3, 45, 65]), but deflection is
still present while moving downstream. The source has to be found in:

1. The self-induction of the wake along crossflow direction is due to rotation, which propels the fluid
(as stated in the previous section), and the higher blockage at the windward side which leads to lower
pressure levels [65]. For these reasons and for the strong angular momentum at the downstream side,
crossflow motion is generated but its intensity decreases moving downstream [83]. Also the vortical
structures shed by the blades play a relevant role in flow induction, which causes deflection and asym-
metry (especially in the near wake, [13]). Similarly because of turbine rotation, a spanwise velocity
component is generated with positive values at leeward side and negative ones at windward side, but
its presence is limited to the only region where rotational effects are relevant (up to 2.5D downstream,
[43]).

2. The counter-rotating vortex pairs (CVPs), which are related to lateral force distribution and responsible
for a further deflection and deformation of the wake through induced side flows (see [36]).

2.2.3.3. CVPs - Counter-rotating vortex pairs

CVPs’s strength is generally higher at the windward side, where higher blockage is experienced. As well as
the wake centre, they are not located along the symmetry axis, but their position depends on lateral forces
distribution along blades’ path. However, the latter depends on TSR and consequently also the asymmetry
in the horizontal plane (see [3, 36, 97]) shows a strong dependence on TSR: with higher values, the asymme-
try decreases (also the dynamic stall effect, as discussed before, which is an asymmetry source with lower
relevance). Moreover, moving downstream the rotational effect has no more influence and also CVPs’ effect
decreases: the wake gradually becomes symmetric.

Besides that, CVPs, whose elongation is comparable to blades’ length, are extremely relevant in speeding up
the wake recovery (especially at the windward side) because of the entrainment of unperturbed higher veloc-
ity mean flow around the turbine, which mixed with slower fluid in the wake enables to boost the recovery
process. They are also responsible for the changing in the cross-sectional shape of the wake, making it sim-
ilar to a ‘C’/clover-leaf/kidney, because of the flows inducted (see [36, 78]). This particular shape disappears
moving further downstream. However even if the turbulence mixing shows a remarkable role in re-energizing
the wake, the advection of mean flow due to CVPs is primary source of recovery. However, their intensity in
both horizontal and vertical planes is not homogeneous (see [83, 89, 90]):

¢ The ones generated from the windward side of the wake are stronger, with higher vorticity magnitude
along the streamwise direction

e CVPs’ efficiency is higher in the upper part of the wake, since the mixing process in the lower part is
damped by wall’s presence: hence with less restrictions the wake recovers faster to unperturbed value
in the upper region. The same boost in upper region of the wake has been observed also by Ouro et al.
[78] and many others.

CVPs’ strength and mixing capacity increases with TSR, promoting greater wake asymmetries (in the near
wake) and faster recovery (see [90]), with consequently uniform distribution achieved earlier. The increase
in wake deflection across the horizontal plane when the TSR increases is also reported by [18] but not related
to CVPs action. Similar CVPs have been observed by Ryan et al [90] and considered as tip vortices with great
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relevance (similar to the ones cited in Section (2.2.1.3)) on the blockage effect experienced by the flow, which
reaches his peak just behind the rotor, and on wake recovery.

However, no study has demonstrated yet why CVPs are generated. A solution has been proposed by Bas-
tankhah et al. [11] who related their presence with crossflow and spanwise velocities induced to satisfy con-
tinuity equation. Similarly their origin has been related to specific spatial distribution of crossflow and span-
wise components generated in the wake (see [83]). Even an analytical model has been introduced by Rolin
& Porté-Agel [89] to investigate the aerodynamic phenomena that lead to lateral forces exerted on the flow
(related to the CVPs, as cited before). A beautiful visualization of both wake’s asymmetry as well as CVPs is
shown in Figure (2.14)
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Figure 2.14: Images from [89] which allow to understand both how wake’s centre is deflected moving downstream (top) as well as the
CVPs generated at the edges of the turbine and how they evolve (bottom).

2.2.3.4. Aspect ratio and TSR effect on velocity deficit

The entity of the velocity drop as well as wake’s extension is related to the cross-sectional area of the turbine
and so to the aspect ratio. In fact at higher ARs (at a fixed diameter) the wake becomes stronger (i.e. the
velocity deficit increases) because of the higher blockage and momentum extracted. Moreover it becomes
larger along all the three directions and recovery length increases (see [2, 3, 97]). This is valid when consider-
ing a fixed solidity, otherwise a superposition of both effects is obtained (see [34]). In fact AR’s variation has
influence on solidity’s effect: if the AR is not sufficiently high, wake’s faster recovery triggered by high solid-
ity values is not experienced. In such case the spanwise transport has more relevance in recovery than the
cross-flow one (see [34]). A relevant fact is that the far wake region shows a shape which is almost the same
even with different ARs: a circular one. This is an important results as it shows that it is incorrect to assume
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that the shape of the wake in the far region is elliptical, assumption incorrectly made in several wake models
for VAWTSs [2, 51] as will be discussed in the related Section (2.5.1).

Besides the AR, also the tip-speed-ratio is strictly related to the momentum extracted from the turbine, in fact
it is related to the thrust coefficient (see [36]) and with higher TSR values, deeper velocity deficits are expe-
rienced. At the same time, a higher TSR has a positive effect on wake recovery, ‘deleting’ earlier the proof of
turbine’s presence in the wake (see [18, 90]) because also of the stronger CVPs created.

2.2.3.5. Turbulence effect on wake’s development

Wake recovery mainly occurs due to transport by means of the mean velocity field (especially along the ver-
tical direction [13, 89]). For HAWTs instead wake recovery is mainly triggered by turbulent transport. The
latter as well as the turbulent activity in general plays a role in the recovery of VAWTs’ wake, even if not as
significant as for HAWTs. Considering in fact the turbulence activity, it is essential in mixing the flow from
faster to slower regions of the wake, enabling an earlier return to the freestream velocity value. So analysing
a point at a certain distance from the rotor in the near wake region, when higher environmental turbulence
intensity is observed, the velocity deficit will be lower than an opposite case (see [68]). Turbulence intensity
influence decreases when lower AR are observed, however this leads to lower efficiency because of higher tip
losses (see [13]).

Speaking about turbulence, another considerable aspect is how the turbulent activity (turbulent kinetic en-
ergy TKE, Reynolds stresses...) is distributed in the wake. The higher values are located both at the edges of
the wake and at wake’s core. At the edges of the wake strong streamwise fluctuations are observed because of
the high shear and swarming of vortical structures (even the ones coming from the dynamic stall), as shown in
[45, 78]. At the windward side freestream and rotational velocity are opposite [83] generating huge amounts
of turbulent kinetic energy. It is critical to underline that large scale structures located here are generated
by blades’ interactions with their own wakes in a certain vorticity sheet, as discussed in Section (2.2.1) (see
[110]). High shear means also strong gradients, therefore here are located the highest values of this variable,
as well as of the Reynolds stresses, they are both related. The TKE as well as the turbulence intensity and the
Reynolds stresses decrease when moving downstream. In the core of the wake instead high turbulent activity
occurs because of large fluctuations in streamwise (see [62]) and spanwise velocity. The main reason of the
fluctuations presence is the strong momentum gradient [88], strictly related to the boundary layer structure
and justified by the vertical turbulent flux of momentum. Similar intense fluctuations are also reported by
[45] for a higher solidity turbine with different sign according to the region considered. Low values of tur-
bulence activity are observed instead where the velocity deficit is maximum, because the core is shielded by
vortical structures and is unable to interact with the outer flow .

Since the target of this thesis is the analysis and review of wake models, more attention has been given
towards the wake description. In this way, it has been possible to stress the main features of the VAWT wake
that are supposed to be replicated by a wake model.. However, since wake models are intrinsically based on
approximations, not all the aspects described have the same level of relevance with a particular focus on the
velocity deficit, the wake shape and how it is affected by turbulence and so on.

Sections (2.4) and (2.5.1), related to wake models analysis, are essential in understanding the limits displayed
by wake models and in figuring out what a wake model is capable of replicating and what not.
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2.3. Turbine modelling: from HAWT to VAWT

2.3.1. Turbine modelling for HAWTs

The state-of-the-art methods described here are used to model turbine’s influence on the flow and its perfor-
mances. So they’re useful to model the force term in the equations used (Euler, RANS, LES and so on).

2.3.1.1. Actuator disk theory for HAWT

The actuator disk theory has been developed for propellers but it fits extremely well even with wind turbine’s
rotor case. On account of that it is still widely used. Introduced by Rankine, Greenhill and Froude a long time
ago (1865-1889), it is based on assuming the rotor as a permeable disk that allows the flow to pass through
the rotor experiencing forces due to surface presence. It is strictly related to the BEM model, since it can be
used to represent the blade elements but can also be coupled with a numerical solution of the Navier-Stokes
equations (such as LES or RANS, similarly to what is done with the actuator line theory that will be discussed
later).

The disc’s presence leads to the addition of surface forces that act on the incoming flow, replacing the ro-
tor. Such addition can be accomplished using tabulated airfoil 2D data, for example. The latter has to be
corrected to account for tip effects, similarly to what happens for the BEM theory when the factor F is intro-
duced. Considering that airfoils subjected to temporal variations of the angle of attack experience dynamic
stall, it is necessary to add a model to replicate such behaviour.

The main results obtained with this model are the wind deficit and wake losses, especially in the far wake
region, where the discrepancies between reality and predictions are limited. The main problem of this tech-
nique is that the axisymmetric assumption means having a force distribution along the actuator disc where
the influence of the blades is modelled as an integrated quantity in the azimuthal direction. Moreover all the
complex vortical structures generated by a real rotor are neglected and (being a 1D model) all the 3D effects
are neglected, or (at least) only modelled. This theory is the basis of the streamtube models and can also be
coupled with the BEM theory, providing it the value of inducted velocity.

2.3.1.2. Blade element momentum theory - BEM

Firstly developed by Glauert [27] the blade element momentum theory (BEM) allows to evaluate the steady
loads depending on wind conditions, rotational speed and pitch angle of the blades [31]. All the geometric
features of the turbine are considered during the evaluation. The control volume considered is divided into
annular elements each one representing a portion of the blades. The lateral edges of the streamtubes are
streamlines and so no flow passes across such surfaces. The calculation of torque and thrust is done consid-
ering each element as a 2D element.

Some assumptions are introduced with this model:

¢ The annular elements are totally independent: everything that happens inside each one of them, does
not affect the others

* The force generated by the blades on the flow is constant for each element considered. This means
assuming a rotor with infinite number of blades incorrectly. On account of that a correction proposed
by Prandtl is necessary.

» The pressure distribution along the curved tubes does not contribute to axial force.

BEM methods allows to find expressions for the induction factors a and @’ and force coefficients, more details
on how it works are reported in Appendix (B). Moreover such type of method is extremely important and is
the basis of many other models developed for both HAWTs and VAWTs (streamtube models, actuator line and
surface models and so on...). It can be combined with other models capable of evaluating of induced velocity,
creating a loop cycle.

2.3.1.3. Actuator surface model for HAWT

The actuator surface model is based on the 3D Navier-Stokes solver combined with body forces distributed
along the blades surface. Introduced by Shen et al. for 2D and 3D cases [100, 101] it is an evolution of the
actuator line model and its work flow is explained in Figure (2.15). It is based on depicting the blades using
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Figure 2.15: Work flow of the 3D actuator surface method. Image from [100]

several lines, recreating so an entire surface. However the approach is almost the same used for the actuator
line theory in Section (2.3.1.4). The main points are:

* Induced, rotational and inflow velocities are combined to obtain the angle of attack.

* The angle of attack is used to extract the 2D force coefficients of each blade elements (the lines are
divided as for the actuator line).

* Force coefficients are used to the determine the forces exerted on the flow.
¢ Forces evaluated are added to the equations as source terms and the calculation starts again.

More details on the calculation, how it is performed and the equations used are reported in Appendix (B).
The actuator surface shows better performances respect with the actuator line model because of its higher
accuracy in replicating the blockage experienced by the flow due to the blades. However the computational
cost rises.

2.3.1.4. Actuator line model for HAWTs

The actuator line model has been introduced by Serensen and Shen in [104]. It is based on the blade element
momentum theory and flow models built upon Navier-Stokes equations. By tracking and monitoring the
blades position, which are replaced by lines and split into elements (see Figure (2.16)), it is possible to deter-
mine the distribution of the loads along the blades and so the forces exerted on the flow by using tabulated
data for force coefficients. Then forces exerted on the flow are added to the equations used (Navier-Stokes,
RANS, LES and so on), while induced velocity, velocity triangles and angle of attacks are calculated again
and used to re-calculate the forces. So it is a loop calculation. More details on the calculation process are
reported in Appendix (B). Being relatively computationally inexpensive, the actuator line is one of the most
used model even if it requires multiple corrections. High accuracy is observed especially when dealing with
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Figure 2.16: Cross-section airfoil element, image from [104]

the far wake, while some discrepancies are observed in the near wake. Another advantage lies in avoiding
boundary layers, lowering the computational cost, and unlike actuator disk theory, it allows to replicate the
motion of the blades which are not in a static condition. This gives a better physical representation of the
wind turbine blades.

The actuator line theory is extremely important for the purpose of this study, even if in its VAWT version (that
will be discussed in detail in Chapter (3)). In fact it will be validated against literature data and compared with
wake models predictions, in order to investigate both their accuracy and their limitations.

2.3.2. Turbine modeling for VAWTs

Similarly to what has been discussed in Section (2.3.1), here some of the state-of-the-art ways to represent
VAWT’s influence on the flow are reported and analysed. However not all the following methods have the
same purpose: some of them are used to provide the induced velocity, while others needs the inflow velocity
at the blades and are used to model the source term in the equations.

2.3.2.1. Actuator disk model

The actuator disc theory for VAWTs is applied in the same way as for HAWT case described in Section (2.3.1.1).
However, with reference to Newman [71], it is possible to test different conditions for the actuator disc. In
fact a first study was conducted using only one disc, with its axis perpendicular to freestream flow. In order
to replicate the rotational effect of the turbine, different induction factors have been used for the leeward
and windward part of the turbine: this way a different drag is experienced and subsequently a torque that
allows turbine’s rotation. By combining continuity equation as well as Bernoulli’s and momentum equations
is possible to find an expression for the power coefficient Cp whose maximum achievable value is equal to
Betz’s limit %. Such limit is reached at a higher tip speed ratio compared to HAWT and for this reason,
operating at lower TSRs, the power generated from a VAWT is lower. Using instead two actuator discs, the
highest torque configuration is replicated: one of the disc is located at the most upwind position, the other at
the most downwind one. Using the same equations as before, an expression for the Cp is introduced whose
maximum value is %, slightly higher than the previous case. Similarly to HAWTS, this theory is valid when
the far wake region is considered, where influence of the turbine and rotor decreases and all the vortical
structures generated have less relevance. Moreover, comparing the results for HAWTs and VAWTs, the second
ones are slightly less accurate because of the assumption of an axisymmetric wake. An aspect definitely not
true for VAWTs.
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Figure 2.17: Schematic of single streamtube model from [41]

2.3.2.2. Streamtube models

Streamtube models are based on the equivalence between the forces generated on the blades and the rate
of change of momentum of air along the streamtube considered. Several models have been proposed along
the years, each one with different properties. By predicting the induced velocity, they can be coupled with
BEM theory (on which these models are based on) to evaluate turbine’s performances. However the main
drawbacks with such models are their poor predictions in case of high tip speed ratios and high solidities, in
other words when the momentum 1D equation is inadequate. Most important, such models do not take into
account any blade’s revolution or related effects, therefore relevant phenomena like the dynamic stall are not
considered. Many different versions exist and can be grouped depending on the number of tubes considered
and their location:

¢ Single streamtube model:

Proposed by Templin [108] for the first time. The whole turbine is enclosed within a single streamtube
and the inner part of the rotor shows a constant induced velocity, similarly to what happens for the
actuator disc theory. In fact turbine’s presence is modelled by an actuator disc located at the centre of
the streamtube with its axis perpendicular to freestream direction (check Figure (2.17)). All the major
properties that affect the flow and turbine’s performance characteristics such as airfoil stalling, blade
solidity, rotor aspect ratio and thrust coefficient are considered in this model, but this does not occur
for the wind shear effect. However, the constant induction shown by the inner part of the rotor is not
realistic, since it should change with azimuthal variations of the blades. For this reason, such model
shows good predictions for cases with lightly loaded wind turbine and it totally neglects flow’s variation
inside the rotor.

* Multiple streamtube model:

Here the control volume is split into several streamtubes, one besides the other but still independent.
At the centre of each tube, an actuator disc is placed (see Figure (2.18)). The induced velocity is no more
constant, overcoming the problem of the uniform axial induction experienced in the single streamtube
models. However the induction factors are constant along each one of the tubes, so there is no differ-
ence when considering the upwind or downwind part of the revolution. Wind shear effects can also be
included as well as many other effects (Reynolds number effect, flow curvature effect ...) can be added
to the first versions of the models, as proposed by Wilson and Lissaman [118] and Strickland [106]. Even
if improvements compared to single streamtube models are shown, the accuracy decreases when rotor
loads increase because no account is given towards azimuthal induction variation.

¢ Double-Multiple streamtube model:
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Figure 2.18: Schematic of multiple streamtube model from [41]

Introduced by Paraschivoiu [81], this model is the most common and the most used, but at the same
time more complex than previous ones. It is based on a distinction in the calculation when considering
the upwind and downwind part of the rotor. In order to accomplish such calculations, two actuator
discs in tandem are placed in the streamtubes, one for each part and with local induction velocity
assumed constant, as show in Figure (2.19). A different induced velocity is observed in the upwind
and downwind region and the values are provided to the BEM model in an iterative cycle. This way
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Figure 2.19: Schematic of double multiple streamtube model from [41]

is achieved a better accuracy, but the power estimated is too high compared to the experimental data,
especially for high solidity turbine cases. Moreover, while the upwind part of the model influences the
downwind part, the opposite is not observed and since the wake generated from the upwind actuator
is assumed to be fully expanded, the second actuator sees a reduced equivalent inflow speed. Fur-
thermore neglecting the induction along vertical direction leads to wrong predictions of the tangential
forces, as reported by Ferreira [23]. Last but not least, streamtubes do not modify their sections mov-
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ing downstream, they remain constant. On account of that, newer versions of the model have been
proposed, improving its accuracy.

2.3.2.3. Actuator surface

Supported by LES equations, this model is similar to the one discussed in Section (2.3.1.3) from Shen et al.
[100] and has been proposed by Massie et al. [62] for VAWTs for the first time. The model itself is a simple ex-
tension of the actuator line model for VAWT, since blades are replaced by lines, whose combination describes
the blade surface. This way a better modelling of the dynamic stall phenomenon is possible. How the blades
are modelled and the main parameters used are reported in Figure (2.20), similarly to Figure (2.21).

Figure 2.20: Actuator surface model blade discretization, forces and vectors, image from [62]

As for the actuator line theory, actuator surface model needs to be coupled to a set of equations (LES or
RANS...) and its purpose is to evaluate lift and drag for each blade section considered. In fact the blades are
divided in elements Az along their span and each one of them applies a constant force on the flow.

1
F) = E,oC,cAz(QR)Z 2.7

1
F;= E,occhz(QR)2 (2.8)

The lift and drag coefficients C; and C; are provided by the literature [79] thanks to numerical simulations
that couples LES and the immersed boundary method. Moreover, such coefficients keep into account also
the corrections due to dynamic stall. Evaluating the local velocity at the blade centre of mass and summing it
to the rotational velocity is possible to obtain the relative velocity and then the angle of attack. The procedure
is almost the same used for the actuator line theory. Once forces are evaluated, they are added to the equa-
tion set (especially the momentum equation) and the loop used for the other cases starts also here since the
induceed velocity needs to be corrected.

The great advantage of this model is its ability to replicate wake asymmetry and expansion as well as the
complex flows inside VAWT’s perimeter with good fidelity, unlike what happens for the actuator line model.
This happens because of its better ability in replicating the blockage generated by the turbine when the blades
are in the upwind region of their motion. However, this better performances needs to be paid in computa-
tional resources. Moreover the model is unable to resolve the local, large-scale flow structures which occur
at blade scale unless the grid is refined, but good results are provided only in the case of too fine grid resolu-
tions, that leads to high computational cost similarly to blade-resolved simulations. This way the purpose of
creating a simplified model is lost.
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2.3.2.4. Actuator line model for VAWTs

Considering a VAWT, the actuator line theory can be applied similarly to what happens for a HAWT. In this
case however, the lines, which identify the blades position, move along the circular path defined by turbine’s
rotation. Such lines are located at the quarter chord location of each element and the forces are applied at
these positions. Force’s components are shown in Figure 2.21, their evaluation is based on 2D force coeffi-
cients extracted from airfoils’ polars similarly to the HAWTSs case.

Vm

Figure 2.21: Cross-section airfoil element for a VAWT, image from [66]

Obviously, the procedure is different compared to the one adopted for HAWTs in Section (2.3.1.4) but the
main steps are the same: using the angle of attack (as well as the Reynolds number) is possible to determine
the lift and drag 2D coefficients experienced by each line element according to tabulated data. Then such
coefficients are used to evaluate the forces exerted on the flow and consequently velocity’s induction: the
calculation then starts again.

The great advantage of the actuator line model for VAWT is being computationally inexpensive, even requir-
ing some corrections (discussed in the Chapter (3)), and provides good results especially in the far wake. This
makes the actuator line model a perfect tool to evaluate analytical wake model predictions. In fact, since
analytical wake models show good accuracy when considering far wake region, it is obvious to think about
actuator line simulations coupled with a set of equations (RANS or LES) as a validating tool. This way is also
possible to have high fidelity data to understand how much accurate wake models really are. On account of
that, actuator line model will be used (coupled with URANS) to pursue the targets of this thesis. More details
about its structure and its implementation will be given in Chapter (3).

Returning to the actuator line features, it displays one major drawback: low accuracy is observed in the near-
wake. Obviously if coupled with LES and not RANS equations, the accuracy rises as well as the computation
cost, loosing the advantage of a simplified model. In fact aspects such as using boundarylayer in the mesh can
be avoided, moreover the blades are represented as lines without the requirement of moving meshes. Having
the possibility to replicate the rotation allows to give a more physical representation of turbine’s blades and
by considering their motion, it’s possible to capture the unsteady-periodic nature of the wake in case of high
accuracy methods.
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2.3.2.5. Actuator cylinder

The theory introduced by Madsen [60] is based on representing the VAWT as an actuator cylinder with radial
and tangential forces distributes along its cylindrical surface. This is an evolution of the actuator disc concept
based on the phenomena related to VAWTs. Similarly to other models it allows to calculate the velocities
induced on the flow starting from a force estimation. Most of the time it is coupled with the BEM theory in a
calculation method (as seen with other models) which is an iterative process based on two main steps:

1. Using the BEM model to determine the force calculated using the velocity field extracted by the actuator
cylinder method

2. Using the actuator cylinder method to calculate the flow field using the force field calculated by the
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Figure 2.22: Loads distribution for radial and tangential forces along the cylinder, image from [16]

This model is more accurate than actuator disk and streamtube models because it accounts for the effect of
the downwind part of the rotor on the upwind part. Moreover the modelled effect evolves at each azimuthal
position because of the radial variation of tangential and radial forces. Therefore the results obtained are
more accurate and can be applied also for ®-shaped rotors. At the same time this model is unable to replicate
phenomena like blade-vortex interactions as well as blade’s rotation.

2.3.2.6. Blade resolved methods for VAWTs

Geometry resolved approaches are needed to achieve a correct resolution of the flow field developed at the
blades. Therefore there are models that aim at replicating the interactions between vortices, blades and air-
foils with the highest possible accuracy. Such phenomena are extremely complex to be modelled and for this
reason when using simplified models are neglected. This way is possible to solve and analyse all the vortex
structures created during blades passage, tracking their position and their evolution as well as blades inter-
actions with the wake.

Such models are based on different approaches, but they all rely most of the time on introducing the tur-
bine as a geometrical model inside the simulations and not using a simplified support model (actuator line,
actuator surface etc...). The main solutions used are based on different equations and approaches:

¢ LES equations combined with immersed-boundary (IB) formulation [79, 80, 86] or other models, able
to resolve the coherent structures, they are based on resolving the larger scales in the flow while small
scales are parameterized and modelled using a subgrid scale model (more details are reported in Ap-
pendix (B)). The IB method is then used to simulate the solid moving geometries with high accuracy by
exerting a force represented by the f; term on a specific region of fluid nodes. For more details check
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[79, 80]. In some case, IB method is substituted by actuator line or surface models to lower the com-
putational cost. LES are computationally much more expensive than RANS but able to better describe
vortices’ evolution (especially if coupled with IB methods). In fact results have proved that the eddy-
resolving nature of LES increases the accuracy respect with RANS models, but at higher computational
cost. Therefore LES is, in theory, able to replicate wake-blades interactions when considering flows
dominated by large-scale energetic vortices (like leading and trailing edge generated by dynamic stall).
To compensate for the high computational cost specific LES models like the so-called 2.5D simulations
have been introduced, check the one reported by Li et al. [58] for more details.

Full Navier-Stokes equations, solved using a specific solver (for example h/p discontinuous Galerking-
Fourier with sliding meshes, [24]). Extremely expensive in terms of computational resources because
blades are not modelled, but directly resolved and all the scales are studied and resolved. Such ap-
proach is a DNS (direct numerical simulation), but it’s out of the possibilities of modern computer both
when dealing with single turbines as well as entire wind farms.
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2.4. Analytical wake models for HAWT

Studying the flow field around a turbine is a task that can be accomplished with different levels of accuracy.
In fact especially when speaking about wind farmes, it is not simple to analyse the field generated by each
turbine in an exact way: testing large number of wind turbines in a wind tunnel is quite difficult if not using
simplified models (porous disks for example), while concerning the numerical aspect, computational cost
can be too high.

Focusing on the latter kind of models, many of them are built with the target of simplify the calculation in
order to overcome their major drawback. This leads to a lower computational cost because aspects which
show less importance on the phenomenon considered are neglected. Therefore the level of accuracy is a
watershed and depends on the approach used: there are models that neglect more aspects, with stronger
assumptions, and ones with lighter assumptions that are more accurate but more 'expensive. Depending on
the level of detail required and the aspects that need to be replicated with high fidelity, it is possible to select
one model or another.

Analytical wake models are a powerful tool when speaking about wind turbines. Considering wind farms
with several wind turbines, defining the optimum location of each one of them is very important in order to
maximize the power output. Industries and companies when designing a wind farm have to make decisions
based on relatively simple analytical wake models which guarantee low computational cost. Such analytical
models capture the wake region, the velocity deficit, but they don’t take into account details like the blade
effects, the vortical structures created and similar. Sacrificing the need for a full correct and detailed solution,
wake models allow to the most important acquire information during the wind farm design process.

In order to fully understand how wake models work, how they are developed, what they neglect and which is
the state of the art, a review of existing models for HAWTs has been made.

2.4.1. Jensen model

The model presented by Jensen [43] is probably the oldest wake model developed. It is still widely used due
to its simplicity and low computational cost. Several updated versions of this model have been developed
during the past years and one of the most famous is the one proposed by Katic et al. [47]. The original model
isbased on neglecting the near wake region and all the periodical and vortical structures as well as the rotation
and the pressure gradient effects, in order to deal with the wake as a negative jet. Only the mass continuity
equation is used and the velocity distribution is a top-hat distribution (see Figure (2.23)). The wake develops
linearly moving downstream according to a specific parameter k*. Specific details on its structure and its
equations are reported in Chapter (3).

Figure 2.23: Control volume used in Jensen’s model with the related symbols used in the equation: V is the speed in the wake, r is its
radius, ro the wake radius at rotor position, V; the velocity just behind the rotor and Vi the freestream speed [43]

It is necessary to take into account some problems that occur when using Jensen’s model. First of all
the use of the mass conservation equation only leads to a wrong expression for side flows. Secondly, even
if the model predicts the maximum velocity deficit reasonably well in some regions sufficiently downstream
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(far from the rotor), it underestimates the maximum velocity deficit in other regions at wake’s centre and
overestimates it at the edges of the wake (with subsequent problems when evaluating the power extracted
from a downwind turbine in a wind farm). These discrepancies increase in the near wake and because of the
top hat distribution (not realistic) and using the mass conservation only. Moreover,as reported in [46], this
model is valid only from at least 3 diameters downstream of the turbine because of the assumption of totally
turbulent wake. However such model is a sufficiently accurate tool when dealing with the far wake where
the results are good. It also requires an extremely limited amount of input parameters (unlike more complex
models), a great advantage during preliminary design process. A code version of Jensen’ method structured
according to [82] for HAWTs will be tested and validated against experimental, LES and RANS data. This will
be the basis of the implementation of the same model for a VAWT, as will be discussed in Chapter (3).

2.4.2. Larsen model

Larsen model [53] (which features an updated version [54] with different boundary conditions) starts from
assuming the flow region behind the turbine as a fully turbulent zone. This way it is possible to use Prandtl’s
turbulent boundary layer equations, the Navier-Stokes equations for high Reynolds numbers. The velocity
distribution used is more complex than the one seen for Jensen’s method in Section (2.4.1) and shows a radial
dependency. So unlike the previous model, it's much more accurate and realistic, but at the same requires
many constants and parameters as input values. Many of them do not show a universal value, constituting a
major drawback.

In total accordance with full turbulent case equations, the wake develops non-linearly and its width is pro-
portional to o x5. Even in its expression constants and parameters appear and need to be defined. The
results provided by the wake model are the perturbation components along radial and axial direction in the
wake at each downstream coordinate.

More assumptions made when developing this model are the following ones:

» The far wake is assumed to start just behind the rotor with the initial wake expansion equivalent to that
just after pressure recovery. By this way no account is given to the near wake region nor a specific model
for this zone, where the pressure equilibrium is reached yet, is provided.

* In order to use Prandtl’s equations for the boundary layer, the wake is considered as a free turbulent
shear flow and it is handled like a boundary layer problem: the size of the free turbulence region in
the direction perpendicular to the mean flow is negligible compared to its amount along streamwise
direction.

e Prandtl’s mixing layer theory is assumed to model Reynolds stresses
* Wake’s width at rotor position is assumed equal to the turbine diameter

Having too many parameters to be provided, the Larsen model, even if overall performs better than Jensen’s
model, it is not suitable to be converted for VAWTs because many of the input required are extremely specific
and their expressions are not known for VAWTs. However additional details on its equations and its imple-
mentation are provided in Appendix (B).

2.4.3. Ainslie model

This is a field/implicit model from [5], different from the other kinematic models and based on a parabolic
simplification of the RANS equations to reduce the computational cost. However everything has a price, in
fact this kind of models are not able to describe the near wake region, where pressure gradients are strong.
Therefore model’s validity starts from two diameters downstream of the turbine (where far wake onsets). By
solving the RANS simplified equation using a numerical approach (which requires a discretization method, a
solver and so on...) the velocity components along both radial and axial direction in the wake are calculated.
This model is still used and during the years several improvements, corrections and additions have been pro-
posed. One of them, for example, is based on using a simple Gaussian velocity distribution for the lateral ve-
locity component along all the wake, avoiding the necessity of solving a linear equation for each downstream
location even for this component and lowering the computational cost. More details on how the equations
are solved and their form are reported in Appendix (B).

Even if considered as an analytical wake model Ainslie model is more similar to a simplified numerical ap-
proach, so it is expected to perform more accurately compared to Jensen and Larsen methods for example.
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At the same time, since a numerical solution of the parabolic RANS equations is required, computational cost
raises and it is not comparable with the one from wake models. Moreover a significant number of constants
and parameters (as for Larsen method) without universal value is required: an additional drawback.

2.4.4. Frandsen model

The model from [25] is based on mass and momentum conservation. Several terms in the momentum equa-
tion are neglected, like the acceleration term, the pressure term and the gravity term as well as the shear
forces. The approach used is extremely similar to Jensen and Larsen models and it merges some aspect of
both of them. In fact it is based on a top-hat (constant) distribution of the velocity defect so only one compo-
nent is evaluated, the axial one. At the same time self-similarity of the velocity profiles is assumed, similarly
to what has been done by Larsen in Section (2.4.2). Moreover, a non-linear development for wake’s width is
assumed coherently with the self-similarity assumption for a classic turbulent case. More details about the
related equations are reported in Appendix (B).

Since the model is theoretically valid only in the far wake region (because of the neglect of pressure term in
the momentum equation) the results in the near wake are poor. At the same time it shows a good level of
accuracy for the deficit value when dealing with the far wake, even if the constant distribution is definitely
not realistic and could show the same problem reported in Section (2.4.1). Another advantage of this method
is its low computational cost when performing the calculations. At the same time however it requires more
parameter respect with the Jensen model and they must be evaluated experimentally. Talking about disad-
vantages, besides the ones already cited, there’s a really strong assumption which needs to be discussed. In
fact even if the validity of the model is limited to the far wake region where the self-similarity assumption is
verified, the pressure equilibrium is assumed to be reached just behind the turbine. This way it is possible
to apply the actuator disk theory to determine the velocity value, as well as the area A,, assumed as onset
values. The existence of the near wake region, where the wake expands, is consequently neglected. Moreover
every rotational aspect involving the turbine has been neglected, so no effect has been modelled in what is
supposed to be the near wake region part.

2.4.5. Fuga method

Model proposed by Ott et al. [75, 76] is based on pre-calculated look-up tables used to construct the velocity
field behind one or several turbines and easily solve the set of RANS equations coupled. This way is possible to
speed up the calculations of the velocity components along both axial and radial directions. It also requires
an atmospheric boundary inflow condition since it is the most realistic condition and occurs in real wind
farms. Since this model is intended to be a tool to optimize turbines’ location in wind farms, it is obvious
to use such condition. It is necessary to point out that this is a different wake model respect with previous
one. As for the Ainslie model discussed in Section (2.4.3), Fuga method is more like a numerical model than
an analytical one and even if based on the same equations of previous models (check Appendix (B) for more
details), is much more complex but at the same time one of the most robust CFD based models [28]. In fact it
also requires a numerical approach to solve the equation, even if the computational cost is reduced by using
look-up tables.

However, being a simplified model and is based on assumptions (as stated before) and on limitations. As
reported in [75] the model is unable to correctly replicate wake meandering and for this reason the wakes
generated by the model are extremely straight, unlike real ones. Moreover linearized RANS only have one
length scale and are not able to distinguish between large scale eddies, which are responsible for the wake
meandering, and small scale eddies that allow mixing.

2.4.6. BPA model

The model for HAWT proposed by [10] is based on overcoming the limitations encountered by previous mod-
els which can be summarized as:

* The model proposed by Jensen [43] and its earlier version from Katic et al. [47] takes into account mass
conservation only and not momentum conservation, with a consequent wrong expression for the side
flows. Moreover the top-hat velocity distribution is not realistic.

* The model proposed by Frandsen et al.[25] neglects the existence of a certain amount of space after the
turbine necessary for the static pressure to recover to the freestream value and reach the equilibrium.
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On account of these limitations, the model is built starting from both mass and momentum conservation
along streamwise direction. A Gaussian distribution for the velocity deficit in the wake is used since, accord-
ing to previous studies, self-similarity is achieved in the far wake as for a bluff body. As consequence of this
assumption, the model is valid only starting from a certain point downstream, the onset point that marks the
difference between near and far wake. This way is possible to neglect the pressure term in the equations. In
agreement with self similarity assumption in a stratified inflow turbulent condition (ABL condition), the wake
expands linearly. A wake decay constant (or wake expansion factor) k* needs to be provided, but as for the
other models, the value proposed is not universal and it needs to be tuned experimentally. Like other models
this is a major drawback, since it depends on the case analysed.

In order to calculate the values at the onset point, the deficit predicted by the current model, whose validity
range is limited to the far wake region only, is equated to the one predicted by Frandsen model which assumes
a top-hat distribution and places the onset point just behind the rotor. This way we assume that the pressure
has already reached the equilibrium at the rotor position, but that is not true since a certain downstream dis-
tance is necessary to recover and self-similarity is observed only from a certain downstream point on. This
way the predicted values of wake width at rotor position are overestimated. Moreover the ground effect is
neglected, but considering its influence the differences in terms of results are minimal. So it can be neglected
without loosing accuracy, as proved using imaging techniques.

Overall the model shows probably the highest accuracy among analytical wake models for the far wake, where
the comparisons with data showed a good agreement. This because of the Gaussian distribution, more realis-
tic respect with the top-hat distribution, that suits perfectly for the wake of a wind turbine that (if the vortical
structures are neglected) is extremely similar to a jet flow. A detailed investigation of the structure of this
model will be carried out in Chapter (3) since a version from [82] have been tested in order to be validated
against experimental, LES and RANS data. This way has been possible to better understand it and prove its
validity before testing it for a VAWT.

2.4.7. Updates and additions to the BPA model

Several corrections and additions have been proposed for the BPA model through the years. The current
subsection will analyse some of them.

¢ IEA37 [40]: a simplified version of the BPA model which features a specific value for the growth rate kJ,
(equal to 0.0324555) and the following equation for the €:

1
£=— (2.9)
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The expression for the velocity deficit and the one for the wake expansion become the following ones:
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Where x; — xg is the distance from the rotor position along freestream direction, while y; — y¢ in cross-
flow direction.

¢ Niayifar method [72, 73]: which introduces a different expression for the growth rate based on turbu-
lence intensity, This addition will be analysed in details in Chapter (3) since it will be used for both the
HAWT and VAWT case.

e Zong method [120]: based on some significantly new expression for the wake width and for the growth
rate. The wake width expression comes from [98] and is:
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Where f§ is the yaw angle and x;j, is the near wake length whose expression comes from [115] and is
also reported in [73]. The growth rate is expressed as function of the added turbulence intensity I+ and
the environmental turbulence intensity I:

1

kw =0.38 (1% + I2)? +0.004 (2.14)

The added turbulence intensity is expressed as:

x1-0.32
1, =0.73a"% 129 (2}

D (2.15)

Last but not least, in order to keep into account the wake expansion in the near region due to the
pressure gradient, thrust coefficient is expressed as an error function:

Cr(®) =CT0(1+erf(%))0.5 2.16)

Where Cry is the thrust coefficient at rotor’s position. This way it’s possible to replicate a gradual in-
crease of the wake deficit until x = 2D.

2.4.8. BPA yawed model

The model proposed by (Bastankhah and Porté-Agel, 2016) for yawed HAWTs is based on steady continuity
equation as well as RANS equations simplified according to an experimental/numerical budget study. This
model is different from previous ones since it takes into account wake’s centre deflection due to a certain yaw
angle present: the yaw angle pushes the wake towards one side making it asymmetric.

The main assumptions made are:

* The pressure term is neglected in the momentum conservation along streamwise direction. The model
is valid for the far wake only.

* No ground’s effect

¢ The skew angle experienced by the wake is always small (even with high yaw angles) so it is possible to
assume tan(f) = 6 in the momentum conservation along streamwise direction.

Another relevant assumption is self-similarity for the far wake, as for BPA original model in Section (2.4.6)
and the subsequent Gaussian distribution for the velocity deficit already seen. Here a Gaussian distribution
is introduced also for the skew angle, which is a quantity evaluated at each downstream location. Unlike
what happened with Frandsen model in Section (2.4.4), here the self-similarity is applied only in the far wake
region, and the values at the onset point are calculated according to a specific approach, coherent with the
assumptions. However, as far as the yaw angle experienced is limited, this assumption along vertical direction
does not lead to major errors, otherwise a Gaussian distribution cannot be assumed.

Wake’s width develops linearly, according to the self-similarity hypothesis under a stratified turbulent inflow
condition (ABL condition), but wake decay constants are still a weak point since they need to be tuned and
depends on the case considered. One last aspect that deserves to be discussed is how the onset values are
provided. An original and interesting approach is proposed: it is assumed that the values up to the onset
points are constant (wake width, deficit, skew angle and so on...) in order to replicate the potential core of a
jet flow. In fact in this region the flow can be assumed inviscid and with constant properties. However, this is
not an high fidelity representation of what happens in the near wake, but allows to calculate with sufficiently
accuracy the onset values. Such approach is a good alternative respect with solutions provided by previous
wake models such as the Frandsen model or the original BPA model itself.

Here some reflections and conclusions about the model analysed:

¢ Many assumptions have been made regarding the limited magnitude of the yaw and skew angles.

¢ An elliptical shape for the wake is assumed behind the rotor depending on yaw angle. This way the
projected area of the turbine changes.

e Wake’s centre displacement is only due to yaw angle and not because of the interactions between the
rotating wake and the incoming shear flow, which is unrealistic.
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e Wake’s centre is assumed to be located always at hub height z;, along the vertical direction.

¢ Asmentioned before, constant values in the potential core region up to the onset point are assumed but
the real values of velocity are higher and not constant throughout the region. However the assumption
is sufficiently correct to predict accurate values at least at the onset point.

¢ In addition to the yaw angle, the thrust coefficients and the geometrical properties of the turbine (di-
ameter, height, hub height and so on) it requires 3 coefficients that needs to be tuned according to the
case analysed and do not show a universal expression.

In the end, the BPA yawed model is one of the most accurate existing analytical wake models. Respect with
top-hat models (Jensen, Frandsen and so on) it provides better values of both wake’s width and velocity
deficit, especially in the far wake. At the same time the idea of modelling the near wake as the core of a
jet flow is a brilliant and innovative idea that overcomes the intrinsic theoretical error on which the Frandsen
and BPA model are based on.
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2.4. Analytical wake models for HAWT

Starting Velocity Wake width
Model equations distribution development Pro Cons
- Low computational cost - Not accurate
Jensen [43] Mass conservation Top-hat Linear - Easy application - Wrong formulation
- Good accuracy in far wake - Valid after onset
Navier-Stokes Nonli 1 - Knowledge about BL m- Valid MH.:% in far wake |
Larsen [53] | forhighReynolds | Non-constant on-imeat Aon . v equations used here - EE:m Ewmﬂm_ozm equa
number - Provides two components to value at the onset
- Near wake neglected
- High accuracy - Only for far wake
Ainslie [5] Parabolic form Non-constant Based on solution - Provides 2 components - No spanwise component
of RANS - Provides corrections for - I_NTQH OOEUCﬁNﬁmOBm_ cost
non-equilibrium condition more complex
M 41D - Low cost - Self similarity in near wake
ass an - Easy application - No radial variati
. 1 o radial variation
Frandsen [25] MMMMMW\MM%H Top-hat Non-linear ﬁon X Nv - Go.om predictions - Pressure equilibrium
in far wake neglected
- Low cost due to - Complex
RANS for . look-up tables - Assumption on eddy viscosity
Fuga [75] quasi-steady case Non-constant Based on solution - Simplified by linearization - Unable to replicate
- Extremely robust meandering (straight wakes)
- Based on UH@SOﬁm - OH.ZM\ for far wake
Mass and models limitations - Wrong assumption for
BPA [10] momentum Gaussian Linear - One component along defining onset values
conservation 2 directions - Wake decay constant
- Good accuracy in the far wake needs to be tuned
. - Only for f: k
- Allows to describe N Hw< orfarwake Tibri
Mass conservation . . wake’s centre deflection - No account for pressure equilibrium
BPA yawed [11] Gaussian Linear - Constant values assumed

and RANS

- Good prediction of onset values
- Good accuracy in far wake

for near wake
- Wake decay constant needs tuning

Table 2.1: Summary and comparison of existing wake models for HAWT
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2.5. Wake modeling for VAWTs

As mentioned in Section (2.4) there are different methods with different levels of accuracy to replicate the field
flow behind a VAWTs, as for HAWTSs. The purpose of this model is to to introduce and calculate the induceed
velocity along the wake in order to provide it to models discussed in Section (2.3).

2.5.1. Analytical wake models for VAWTs

Analytical models for VAWTs are based on the same considerations made for HAWTs in Section (2.4). How-
ever since the aerodynamics of VAWTs in more complex than the one of HAWTs, mainly due to the blades
rotational effects, strong assumptions and simplifications are made. Nevertheless, this is a topic not totally
explored yet because VAWTSs are still less diffused than HAWTs and therefore the only existing analytical wake
models for VAWTs are translations of the ones for HAWTs. For example the models proposed by [2, 77, 83] are
substantial translations of HAWTs wake models discussed in Sections (2.4.1), (2.4.4) and (2.4.6) [10, 25, 43].
Unfortunately, using models that are not based on VAWTs aerodynamic phenomena results in neglecting
some unique aspects of this kind of turbines that could lead to wrong results when modifying some parame-
ters like the aspect ratio or the turbine type. In other word it is extremely common that such models does not
show universal validity.

2.5.1.1. Lam & Peng model

Lam and Peng [51] proposed a new wake model for H-rotor wind turbines which is similar to Jensen’s model
with some interesting additions. In fact it aims to replicate the asymmetry of VAWT’s wake by assuming o a
top-hat distribution and a bi-elliptical shape to describe the wake as seen in Figure 2.24. The expression for
the velocity defect is built upon mass conservation. To replicate the asymmetry, the wake develops linearly
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Figure 2.24: Geometry of the wake and flow field distribution in the Lam & Peng model [51]

according to 4 different coefficients (tuned with experimental data) kw, kp, ky, kr, one for each side of
the wake (windward, downward, upward, leeward). One of the main assumption states that ki and kp are
assumed equal, so the wake maintains a top-bottom symmetric shape, while the others are different in order
to replicate the left-right asymmetry, one of VAWTs" wake main features. More details about the equations
used are reported in Appendix (B).

It is crucial to point out some limitations that afflict the model:

¢ The elliptical shape for the far wake, as demonstrated in the literature [97], is not correct since in the
far wake the effect of the aspect ratio tends to disappear and the shape tends to be a circular one.

» Top-bottom symmetry is not correct if ground effect or the tower is considered.

» Using only mass conservation leads to a wrong expression for the side flows which violates the momen-
tum equation.

¢ The wake shows a really strong asymmetry in the near wake region mainly due to the cross flows in-
duced by a lateral force resulting from an asymmetric force distribution along the blades path. So as-
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suming a circular-starting shaper for the wake (the edges are located at the same distances from the
rotor for x=0) neglects the idea of replicating the asymmetry, moreover the frontal area of a VAWT is a
rectangle.

¢ 3 different coefficients to express the wake expansion are needed and since their values are not univer-
sal, a tuning operation is needed.

Besides the disadvantages and the problems of this model is extremely simple and intuitive with a low com-
putational cost and it showed good agreement with experimental data for the wake width and the velocity
deficit predicted. It inherits all the pros of the Jensen model discussed in Section (2.4.1), but also its prob-
lems.

2.5.1.2. Abkar model

Abkar proposed two different models reported in [2] and valid for H-rotors only. One features a top-hat ve-
locity deficit distribution and the other a Gaussian distribution. These models are a translation of Jensen [43]
and BPA [10] models for HAWTs. They both assume a linear expansion of the wake according to a wake decay
parameter that needs to be tuned because its value depends on the case analysed, as for the other models.
The starting equations are the mass conservation for the top-hat model and the momentum equation for the
Gaussian model.

Itis relevant to underline that using only the mass conservation leads to a wrong expression for the side flows,
since it violates the momentum conservation and the top-hat distribution is a strong limitation and not real-
istic. Moreover the related paper proposes the same growth rates along both vertical and spanwise directions
that leads to a symmetrical shape for the wake. As far as is known, this is not true because of the presence
of the struts and the tower but especially of the ground. In the same time, it is correct to assume a circular
shape in the Gaussian case for the wake in far region, according to [97]. This assumption is valid only for the
Gaussian model, while the top-hat assumes a rectangular shape, which is not realistic. It is also necessary to
point out that the Gaussian distribution is not correct for the near wake, and the starting values at the onset
point are based on the same procedure from [10] (which in turns is based on [25]), so the region with pressure
gradients is neglected.

The predictions of the wake models are accurate especially in the far wake for the Gaussian distribution.
However, when simulating turbines with high aspect ratios, discrepancies were observed especially concern-
ing the profiles along spanwise direction. This occurs because the velocity defect along this direction does
not show a full Gaussian distribution just behind the turbine. Moreover, using the same wake growth rates
along both spanwise and crossflow directions means neglecting wake asymmetry in the near wake. Some of
the limits of this model that could be improved, according to the theory, can be summarized:

¢ Neglecting wake asymmetry is a correct idea for the very far wake region, however a certain amount of
the asymmetry needs to be taken into account also in the first part of this region because of CVPs action
which is totally neglected here.

¢ Symmetric shape of the wake at the start means neglecting the lateral forces due to blades rotation and
the subsequent asymmetry, which is one the most relevant features of VAWTs” wake. No account to
rotational effects and deflection is given at all.

 Itisnecessary to provide the wake decay constants. This requires a tuning operation, since they depend
on the case analysed.

These two models are extremely relevant for the purpose of this thesis. A numerical version of both of them
has been developed and validated against numerical simulations featuring URANS equations and actuator
line modelling for VAWT (according to [8, 65, 104]) as well as against literature data.

Why choosing this model, if its features different problems and inaccuracies? Among VAWTs wake models, it
provides the highest accuracy and when compared to Lam & Peng model, the required inputs are less (only
1 against 3) simplifying the calculations during preliminary design studies. Moreover the assumption of a
circular wake in the far wake is much more realistic than an elliptical shape and assuming different growth
parameters for each side is not the best idea to replicate asymmetry, since from a certain location down-
stream asymmetry is no more relevant. Coupled with the top-hat model it can overcome the problem of not
being valid in the near wake region. In fact the values predicted there, as well as wake’s extension are much
more similar to top-hat wake models predictions. This solution is also valid to overcome Gaussian’s model
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inaccuracy when ARs values are high. Specific details about the structure of both the model are reported in
Chapter (3).

2.5.1.3. Ouro models

Ouro et al. [77] proposed two different models similar to the ones proposed by [10] and [25]. However there
are several novelties respect with previous models:

¢ The proposed models distinguish between two length scales which express the wake expansion: one
related to the diameter D,, and one related to the height H,,. The product between them returns the
cross sectional area of the wake A,, for each downstream position.

¢ The wake evolution starts at an onset point (crucial for the Gaussian model) named x,, where the pres-
sure equilibrium is reached. This point is located at x, = 0.5D, here the near wake region ends.

¢ One of the most relevant novelties of this model are the two different growth rates for the horizontal and
spanwise direction (k,,, and k,,, respectively) to keep into account the different phenomena which
occurs along these directions:

1. Along the horizontal direction the main entrainment comes from the vortices generated from the
blades

2. Along the spanwise direction, shear layers (generated from tip vortices) have the most relevant
role in the entrainment process

Following these assumptions, two different wake models are proposed and built upon momentum balance
and RANS equations where pressure and viscous terms were neglected (details in Appendix (B)). The first
model features a top-hat distribution for the velocity deficit, while the other one features a Gaussian distri-
bution, after having assumed self-similarity. Wake’s width development is not the same for both cases, for the
top-hat model it is a non-linear wake development (similar to the one proposed by Frandsen [25]) while in
the second case a linear development is assumed. In both cases however, it is necessary to provide the wake
decay constants, and since they are assumed different along vertical and crossflow direction, 4 different con-
stants need to be determined empirically since the expressions provided are not universal. It is also necessary
to point out that in both cases the location of the onset point is always present, this means that it is impossi-
ble to use this model for the near wake region. At the same time however, values at this point are calculated
with the actuator disk theory which is not so accurate, lowering the overall quality of the predictions.

As for previous ones, the limitations of these models are analysed. First of all the onset point is assumed to
be located at x, = 0.5. This means that up to this point the pressure gradients are not relevant, but as far
as is known, there is still not a clear definition for VAWTs about where the near wake region really ends. In
order to find the wake area at the onset point the actuator disk theory is used. This theory however provides
avalue for the area just behind the rotor and not at a distance of 0.5D. This way the value obtained for wake’s
start is related to a region where pressure equilibrium has not been reached yet, similarly to assuming a core
zone with constant values like what has been done by Bastankhah and Porté-Agel [11]. Moreover no account
is given to the rotational effect and the deflection experienced by the wake in the near wake. So even if the
asymmetry in the x — z plane is replicated, no attempt to reproduce the wake asymmetry (especially in the
near wake) in the x — y plan has been tried. An additional problem are the 4 constants that are needed to
complete the model and describe wake’s development. Since the equations provided to calculate them are
not universal, it’s necessary to tune them with data, similarly to what is done for the other models.

However the results obtained from this model were sufficiently accurate in several conditions tested (differ-
ent thrust coefficients, different TSRs ...). The only case in which the accuracy decreases is for high ARs, where
the Gaussian assumption is not totally correct along vertical direction as already observed by Abkar [2].
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2.5. Wake modeling for VAWTs

Starting Velocity Wake width
Model equations distribution development Pro Cons
- Only for far wake
Consid h - No vertical asymmetry
. . - Lonst .mnm the asymmetry - 2 decay constants do be tuned
Lam & Peng [51] | Mass conservation Top-hat Linear in the wake in f K
- Simple, low cost - Asymmetry not correct in far wake
- Starting shape not correct
- Bi-elliptical shape in far wake
- Easy application and low - Only for H rotors
cost (top-hat)
e - No account for asymmetry
- Good predictions in
. - Rectangular shape (top-hat)
Mass and Top-hat and the far wake(Gaussian) - Provides only 1 component (top-hat)
Abkar [2] momentum . Linear - Circular shape for y p . p
conservation Gaussian far wake (Gaussian) - Uses only mass conservation (top-hat)
- Possible asymmetry along - Only far wake (Gaussian)
crossflowand spanwise direction - Not correct onset <m_5mm
(Gaussian) - Low accuracy at high AR
- Only for far wake
- Defines onset point - Actuator Em.w theory for
(Top-Hat) - Potential asymmetry along onset values (like Frandsen)
RANS and Top-hat and Non Linear . o - No horizontal asymmetry
Ouro [77] momentum . . crossflow and spanwise directions
ti Gaussian (Gaussian) - Rectangular shape for
équation Linear - Easy and low cost

- Accurate in far wake

the wake (top-hat)
- Wake decay constants
not universal

Table 2.2: Summary and comparison of existing wake models for VAWT
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2.5.2. Vortex models

Models that are a trade-off between CFD and actuator models. The first model was developed by Strickland
et al. [107] and such class of models is capable of replicating wake’s dynamics and the related induction ef-
fects starting from the vorticity equations (derived from the Navier-Stokes equations). This way is possible to
obtained the relative velocity at the blades. Unlike other models, this is a model that has to be solved in time,
so it gives and unsteady solution.

Such models are based on Helmholtz’s and Kelvin's theorems. The former states that circulation is constant
along a vortex line and must form a closed path, without the possibility of ending in the fluid. The second
one states that the time rate of change of circulation in a closed loop must be zero. On account of that, blades
can be modelled as a 2D lifting line located at the quarter chord point while wakes are modelled with series
of vortex points in 2D or with vortex lattice generated by overlapped vortex rings in 3D, this leads to a specific
influence on the inflow condition for the blades. However different possibilities to replicate airfoil’s presence
have been introduced, for example using sources and doubles in [103] or sources and vorticity distributions
[111] in order to simulate the lifting surface: there is a great amount of possible solutions and different meth-
ods.

Wake vortices (shed vorticity)

Bound vortices ] ]
Starting vortices

<—

Trailing vorticity

Figure 2.25: Schematic of how the blade and the vortex structures are replicated in a vortex model

Once the induced velocity has been evaluated using the Biot-Savart law (that allows to evaluate the ve-
locity induced by a vortex filament at each possible point), it is used (with the rotational velocity) to calculate
the angle of attack, essential in order to figure out the amount of lift and drag from the look-up tables. This
procedure can be accomplished using the BEM theory that can be combined with the current model. Most of
the times, vortex models are substituted by panels methods, which do not require the use of look-up table but
instead use specific equations to determine the loads. Such models however do not keep into account viscous
effects that have to be modelled with additional tools. The same happens for the dynamic stall phenomenon.
Vortex and panel methods are able to replicate highly loaded rotors for high TSRs and most especially they are
able to provide information regarding near wake’s shape. However such models lack the ability of modelling
blade-vortex interactions and the subsequent effects on lift and drag coefficients evaluated.

2.5.3. RANS models

RANS equations are based on statistical approach and a decomposition of quantities into mean values and
fluctuations. By solving them it is possible to obtain only mean values but the computational cost is low
compared to DNS or LES simulations. When dealing with wind turbines they can be coupled with actuator
models to represent turbine’s influence on the flow or the physical geometry (as a CAD file) can be introduced
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in the control volume. The former solution is preferred in order to maintain a low computational cost.
Another problem when dealing with RANS is that an extremely complex term is 'generated’ from the non-
linear inertial terms of the starting equations. This term represents the turbulence stresses and needs to be
modelled. For this reason turbulence models are introduced as closure models in order to equate the number
of unknowns and equations at disposal. There any many existing turbulence models, the most common ones
are grouped according to the number of equations used:

1. Zero-equation models, Prandtl’s mixing length model
2. One-equation models

3. Two-equation models, like the k — ¢, the k — w and the k — w SST model. These are the most common
ones.

A brief comparison of the turbulence models is reported in Table (2.3). For more details the reader is referred

Prandtl’s

mixing length k—-¢ k-w k—w SST

Algebraic expression

for eddy viscosity’s

Transport equation

Transport equation

Merging of k— ¢

Based on length scale forkand e forkand w and k — w model
- Keeps into account
. - Keeps into account eddy viscosity transport .
- Extrctle.mely 31inple ar.ld eddy viscosity transport - Doesn’t need - SulFable for every
Pro 1mm}e1 1at.e,.only req}1111res - Extremely suitable for empirical function possible lcond;lt}on
the mixing lengt high Re cases to account for - Best results achieved

viscosity dumping effect

- Mixing length has to be
specified and the appropriate
expression depends on the
geometry of the flow
Cons - Turbulent viscosity isn't
constant, it's a property
transported by the flow not
depending only ony

- Empirical functions without
universal validity
- Inaccuracy with low
Reynolds’ numbers
- Inaccuracy with
adverse pressure gradients,
separation and reattachment

- Depends on the inflow
conditions
- 4r and cy are affected by

inflow conditions - Complex

Table 2.3: Comparison between turbulence methods

to Chapter (3) to learn more about the RANS which has been used. Further details can be found also in
[85, 109, 112, 117], which have been the basis to understand turbulence models and deciding which was
more appropriate for the current study.

Mean values are obtained when solving the RANS equations. Such approach is not the best when dealing with
VAWTs: even being computationally economic, RANS are not accurate enough to capture flow separation
experienced by the blades, as well as the vortices generated by dynamic stall. In the end, poor performance
are shown by RANS equations in vortex modelling. However, if it is accept to neglect all the effects related
to blades rotation maintaining the focus on mean quantities only (especially in far wake), this is one of the
best choices, considering the computational cost-accuracy ratio. Moreover, the choice is motived also by the
fact that numerical simulations in this study are used as a comparison for analytical wake models which are
reliable only in the far wake.

Several studies about VAWTs have been accomplished using RANS equations. Some of them are [14, 15, 26,
30, 35, 61, 74, 121]. The reader is referred to these papers for more details while to Chapter (3) to learn more
about RANS and how they have been used in this thesis.






Methods

In this Chapter the approach used is presented and described in details. The first section deals with the
URANS coupled with actuator line model simulation, describing with precision both the aspects with par-
ticular focus on the numerical numerical approach used in OpenFOAM [116] to solve the equations, as well
as the inner structure of the actuator line model and how it is implemented, along its sub-models, in tur-
binesFoam library. Second section explores the analytical wake models used for both HAWTs and VAWTSs,
introducing the wake decay constant dilemma. A brief description of how wake models are implemented in
py-wake library [82] and its structure is provided as well.

3.1. Numerical simulation of the wake of VAWTs

URANS equations have been coupled with the actuator line used to test wind turbines of different scales. This
way has been possible to obtain a high fidelity model to be compared with analytical wake models. In order
to perform the numerical simulations, the free-source software OpenFOAM was and especially its library
turbinesFoam [7]. Both of them will be discussed in details in this section.

3.1.1. URANS equations

The numerical simulations are performed starting from a specific set of equations used to model the rep-
resent the flow field. In Chapter (2) both LES and RANS were discussed, as well as their pro and cons. On
account of the cases studied, the URANS equations have been chosen. They are substantially RANS equa-
tions but with a specific addition concerning the temporal aspect of the phenomena that will be discussed
afterwards. As already mentioned RANS (and also URANS) are based on a statistical approach towards the
turbulence. In fact because of the random velocity fluctuations, the extreme complexity of turbulent flows as
well as the impossibility of exactly computing velocity components due to the high Reynolds’ number, main
quantities are decomposed into mean values and fluctuations with zero mean giving birth to the Reynolds
equations or Reynolds Averaged Navier Stokes equations (RANS).

The mentioned decomposition is applied to all the main quantities (pressure, velocity and so on):

u=u+u (3.1)
v=Tv+0 (3.2)
w=w+uw' (3.3)
p=p+p (3.4)

Such quantities are introduced in the Reynolds averaged Navier-Stokes equations. Many of the terms can

be eliminated and the resulting equations for an incompressible case are:
0ﬁ+6?+6w_0u’+6v’+6w’ B
dx dy 0z 0x dy 0z

0 3.5)
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In the momentum equation (3.6) the Reynolds stresses tensor pu; u; emerges. This is a symmetric never
negligible tensor that depicts the effect of the velocity fluctuations on the mean flow and is generated by
the non-linearity of the Navier-Stokes equations. More specifically, it is generated from the correlation of
two velocity fluctuation components at the same point. It consists of the normal stresses along the diago-
nal, which do not demonstrate a relevant contribute to mean momentum’s transport, and the off-diagonal
components which are dominant in momentum transported by turbulent motion. This term is the source
of analytic difficulties in equations’ resolution since its analytic form is not known. Moreover this way many
unknown quantities, related to the turbulent structures, are introduced, exceeding the number of equations
at disposal. In fact tensor’s components are related to both the fluid physical properties and the local flow
conditions. No analytic expressions are known to solve the problem, up to now. The equations at disposal are
not enough (4 equations, excluding the energy one, against 10 unknown quantities), therefore it is necessary
to introduce a closure method based on additional relations or empirical models for turbulent cases. Similar
models only replicate and emulate turbulence effects on the flow field, they do not provide exact results.
One of the relation that can be added is the one for the turbulent kinetic energy k and its conservation:
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Turbulent kinetic energy exhibits considerable relevance when dealing with turbulent flows because it plays a
major role in characterizing the flow field. However even if two equations were added, the last terms present
are extremely difficult to be evaluated, therefore (as stated before) closure models are needed.

Regarding the last term in momentum equation (3.6), the turbine can be included as a geometrical model
or its presence can be modelled within the volume forces term. In this thesis the actuator line plays an im-
portant part since models and provide the source term in the equations. This way is possible to maintain a
low computational cost. Other terms will be solved numerically and need to be discretized according to the
procedure reported in Section (3.1.1.5).

3.1.1.1. The unsteady aspect

It has been mentioned about using URANS and not RANS simulation, but they present several differences.
The latter are very limited but relevant when dealing with unsteady flows. In fact turbulent flows in complex
geometries often show oscillating behaviour of large coherent structures, even when considering steady state
boundary condition [37, 69, 93]. One of the possible ways to numerically solve these oscillations are LES, that
might be too computationally expensive (and not part of this thesis), or URANS equations, which have pro
and cons. They are used when long-term periodical oscillations are observed in a turbulent flow and the flow
is not statistically stationary. This is the case of the flow past a wind turbine, for example, for which URANS
allows to solve frequencies and profiles of large-scale coherent structures which helps in increasing the accu-
racy of the calculation. In other words, URANS can resolve unsteady mean-flow large scale structures, typical
of an unsteady periodical flow. How to deal with a similar unsteady flow? The difference in the approach
compared to RANS is simply based on a definition. While mean quantities are time (and also spatial) av-
eraged in RANS equations, leading to a constant mean value in time, in URANS, since the flow is unsteady,
the mean value changes over time as simply visualized in Figure (3.1). In this case averaged components
obtained are function of time. In order to track their evolution an ensemble average is required. In fact the
properties of a random process can be evaluated using ensemble averages (mean values) at specific instants.
So the main difference between RANS and URANS lies in the average function applied to the quantities. The
exact definition of the ensemble average is:

N
¢(*,1)= lim lZ<p(?,t) (3.10)
N 1

N—oo
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Figure 3.1: Difference in the mean value for a steady and unsteady state condition

Such operation is automatically performed by OpenFOAM itself. In simple words ensemble averaging means
that if the time of sampling is long enough compared to fluctuations’ time scale and sufficiently small com-
pared with the time scale of the main phenomena in the flow, it is possible that the mean value changes in
time, following the evolution of the largest scales, while the smallest are not resolved.

However, increasing the accuracy of the solution means inevitably increasing the computational cost of the
simulations.

3.1.1.2. Turbulence model

As mentioned before, the turbulence show great impact on the resultant flow field, the accuracy reached
as well as the required computational resources and time. So it is an aspect that needs to be studied with
attention, to avoid any possible numerical error. In fact there is no strict correlation between turbulence
modelling, that deals with parameters that do not show a real counterpart, and real life turbulence. So it is
necessary to deal with the choice of the model and the parameters used carefully .

There are many different turbulence models that can be used, more or less complex depending on the num-
ber of equations adopted. The main groups are:

1. Zero-equation models: which feature only an additional algebraic equation for the eddy-viscosity used
to model turbulent stresses similarly to viscous stresses by using the gradient expressions (even if they
are extremely different). For a 2D case for example (boundary layer flow):

0
th—pu’v’zut—u (3.11)
ay

U is the eddy viscosity, which is not a fluid property but depends on flow conditions and geometry
(the eddies). There are many expressions for this parameter, one of the most common comes from the
mixing-length theory which relates every turbulent fluctuation to a length scale and a velocity gradient:
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Where /; and I, are the mixing lengths, which are related to eddy size. Assuming I; = I, = [, itis possible
to provide some expressions for / depending on flow conditions:

¢ In sublayer:
l:yzzla (3.14)
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¢ In the overlap layer:
I~ky=1p (3.15)

¢ In the outer layer:
I~ constant = loyteriayer (3.16)

Additional relations for ! in these cases are provided by the literature to keep into account how / changes
moving away from the wall (Van Driest correction):

la,b:ky[l—e(_%)] (3.17)

louterlayer ~0.096 (3.18)

Where A is a constant, § is the boundary layer width and y* the viscosity units. This way is possible to
take into account the viscosity dumping action on the eddies. Introducing such expressions in previous
equations, the model is able to provide good accuracy in the complete velocity profile, by assuming a
linear relation between Reynolds stresses and the mean rate-of-strain tensor S; ;. However the model is
unable to compute the turbulent energy or the fluctuating components. Moreover it is an incomplete
model, since the mixing length has to be specified and the appropriate expression depends on the
geometry of the flow. Most importantly, the turbulent viscosity cannot be assumed constant, since it is
a property which is transported by the flow and cannot depend only ony. For this reason a step forward
is the introduction of transport equations for k and €.

. One-equation model: which introduces equations for the turbulent kinetic energy and the eddy vis-
cosity. Introducing L as turbulence length scale or effective eddy size, a random eddy in the flow would

have a velocity scale equal to k? and consequently the following dissipation rate:

3

k2
E= (const)T (3.19)

Assuming, in equation (3.20) that first term at right hand side is akin to gradient diffusion (as shown in
equation (3.21)), equation (3.20) becomes:
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Which needs to be added to previous equations as well as an additional expression for the turbulence
length scale. The latter can be assumed to be the mixing length seen in the previous model. The results
however are not such an improvement respect to the ones obtained from the zero-equation model.

. Two-equation model, K —¢: based on equation (3.22) for the turbulent kinetic energy and an additional
one for the turbulence dissipation. Using these values is possible to evaluate a length-scale, a time-
scale and a quantity similar to the eddy viscosity, without the need of having an expression for the
mixing-length scale.

This is one of the most commonly used and complete turbulence model and is based on the following
equations:
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Where o and o, are effective Prandtl numbers and correlate the eddy diffusion of k and ¢ to the mo-
mentum eddy viscosity which is modelled as follows:

Vi
Op=— (3.25)

Vi

Vi
Og=— (3.26)

Ve

Cyk?

ViR - (3.27)

The empirical constants show specific values depending on the case analysed. Moreover there are some
empirical equations that need to be applied to the constants and allow to keep into account viscosity’s
effect on k and € when near wall region is considered. However, even if k — & model is accurate for
simple flows, it can be quite inaccurate for complex flows where walls are present, mainly because of
the turbulent viscosity, the € equation but especially when adverse pressure gradients are experienced.
Furthermore, the empirical functions applied to the constants are not universal, and depend on the
flow considered. However the model perfectly fits high Reynolds number cases, where separation and
reattachment do not occur.

4. Two-equation model, k—w: model used for inhomogeneous flows, where w = £, the specific dissipation
rate, is introduced. Based on the equation:

Dw Vi Pw 2 2Vy
—=V- +(Ce1—1)— —(Ceo—-1Dw*+—Vw-Vk (3.28)
Dt g,V k ouk

Where C;;,C,, are constants, 0, = 0 =0, and P = g_;T; (27”7’: + g—';{). It differs just for the last term (in

case of inhomogeneous flows) from the same equation obtained for k — € model. The equations used
are the ones for k (3.23) and v, (3.27) and the previous one for w, which substitutes the one for €. This
model is the second most widely used and is superior in how it deals with both the viscous near wall
region as well as the effects of the pressure gradients. No empirical functions to model viscosity effects
on the constants are needed. However it’s less accurate when dealing with non-turbulent free stream
boundaries because of its extreme sensitivity on inflow conditions: minimal changes in k., leads to
major changes on u; or v, and on the cy, the friction coefficient.

5. Two-equation model, k — w SST: is a model that couples the k — € and k — w to overcome their limits.
Since the two models when formulated differ for just one term, it is possible to introduce a function F;
to smoothly change from one model to the other according to the region considered.

—=V-
Dt

Dw Vi Pw 2 2vy
+(C51—1)7—(C82—1)a) +(1—F1)ﬂVw-Vk (3.29)
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When the near wall region is considered, F; assumes a value (1) that 'deletes’ the additional term, so
the kK —w model is used. Considering instead the flow outside the boundary layer, F; makes possible to
maintain the additional term and use the k — € consequently F; = 0. The F; function shows a smooth
transition all over the domain, so even in the border region it is possible to obtain good results. Such
function displays an hyperbolic expression that depends on the distance from the wall. Moreover, a
limited viscosity is considered, with a second function F, which aims to limit the turbulent viscosity in
order to avoid unrealistic high values of y; due to erroneous values of wall shear stress evaluated. Obvi-
ously such model achieves the best results compared to the previous ones but is much more complex.

First models are simple but they lack in both physical content and accuracy, while newer models are more
accurate but also more complex. But the choice of the turbulence model to be used is straightforward. Keep-
ing into account their pro and cons and in which occasion is better to use one model or the other, the model
chosen was the k — € model for one main reason: the only weak point of this model is its inability to perform
accurate prediction in case of adverse pressure gradients, separation and reattachment which all happen in
case of walls’ presence. Therefore such model is inaccurate with low Reynolds’ number, when such phenom-
ena are experienced more easily. However in the cases analysed by the current thesis the problem is totally
overcome because of the total absence of walls: the blades are not physically presents, they are represented
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k — € coefficients used

O 1

O¢ 1.3
G 1.44
C 1.92
Cu 0.09

Table 3.1: Coefficients used for the k — e model in the current study

just as lines and as force sources added in the equations. For such reason the model is the most suitable for
the current study and using the k — ® model which is extremely sensitive to inflow’s conditions variations is
pointless. Moreover the k—w SST model is not necessary, since there is no necessity to merge the two models
to the overcome the limitations of the k — £, which are not encountered. This allows to avoid further com-
plexity and additional computational cost. The easiest model, based on Prandtl’ mixing length is not used,
because it is the least accurate and turbulence mixing needs to be modelled as best as possible, since it is a
crucial aspect when considering a VAWTs and especially the recovery in the wake discussed in Section (2.2.3).
The coefficients used in the model for all the cases are reported in Table (3.1) and are the most up-to-date
provided by Launder & Sharma [55]. Nevertheless, some attempts of using also the k — w were carried out,
with no major improvements seen in the results.

3.1.1.3. The inflow condition

It is necessary to spend a few words discussing about the boundary conditions at the inlet for the turbulent
kinetic energy k and the dissipation rate ¢, since the k — & model will be used. The values are set according
to two different empirical equations proposed in the literature [85] as well as in OpenFOAM guide [116]. The
equation for k is:

3
k=5(WdUZ (3.30)

This comes from the definition of the turbulence intensity:

w2+ 242 %
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- (3.31)
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Equation (3.30) can be used only for isotropic turbulence. The dissipation rate can be expressed as:
Cuk?
£= (3.32)
L

Where C,, is a constant of the model, set to 0.09 and L is a reference turbulent length.

It is crucial to underline that the values predicted by these equations are only initial estimates and the rela-
tions are not exact but only empirical. Especially regarding the turbulent kinematic energy the relation with
turbulence intensity, it is not 'direct’ and the k is more sensitive to the range of I used, and not the exact value.
This happens because the values used do not necessarily have a physical meaning and the whole model just
tries to emulate how the turbulence behaves. This leads to some problems when testing the different cases
since the exact values of turbulence intensities are not used in the simulations. Another relevant aspect is
that in order to realise a constant turbulence intensity all over the domain, is possible to set an extremely low
€ in order to avoid turbulence dissipation and replicating as best as possible the environmental turbulence
intensity.

3.1.1.4. Numerical approach

It is necessary to discuss about the numerical resolution of the equations, which, in this thesis, is based on
the open-source software OpenFOAM [116], as already mentioned. It is able to solve RANS equations (as well
as many other kind of equations) in an infinite amount of different possibles ways. Many information as well
as material about the software can be found on the web or in the guide [116], however this is not the aim of
the thesis. The target of this section is to discuss about the solving process chosen in the library used.

There are many possible approaches to perform numerical calculations:
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¢ Finite differences
¢ Finite elements
¢ Finite volumes

In our case the chosen approach is the third one. This implies that the equations used are exactly the con-
servation equations and not a weak form of them which loses its physical meaning. Such equations are ex-
pressed in their integral forms and integrated across each cell into which the computational domain is split.
The quantities that have to be computed (velocity, pressure and so on) are calculated using a specific scheme
and by converting volume integrals to surface integrals. Then are distributed along each cell but it is nec-
essary to evaluate the fluxes and the values at cells’ faces. The latter step is carried out by the discretization
process. Why using the finite volumes approach? There are several reasons to do it, first of all it is the best
method when dealing with fluid dynamics simulations because it ensures the respect of the conservation
laws which are directly resolved. Therefore the physical meaning of the problem is defended and it is eas-
ier to understand what is physically happening. Moreover, the coding version of such method is simple and
saves computational time.

3.1.1.5. Discretization

Starting from a generic momentum conservation equation with ¢ as generic variable:

[, siteosavas [

ol

v-(mﬁ)dvo,:f v-(rv¢>)dv,,l+f SpdVyl (3.33)
1

ol 4

Where the first is the unsteady term, the second one the convection term, the third one the diffusive term and
the last one the term related to source terms that, for the current study is related to the force sources placed
here by the actuator line model.

In the case studied, the equations are:

f VVdv, =0 (3.34)
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The discretization operates on such equation in order to re-write it as a simple linear system:
AX =D (3.36)

Where A is a matrix, X represents the unknown variables and b is the known term. Depending on which

discretization scheme is used, A and b change their expressions. It is necessary to provide both a temporal
scheme to discretize time derivative and spatial schemes to discretize spatial derivatives and in particular
gradients, divergences and laplacians.
In this thesis the discretization process used is the same for all the cases analysed but it is different according
to the quantity which is considered. The temporal scheme used is the Euler scheme, which is implicit and
therefore allows to 'avoid’ the necessity of using a Courant number lower than one. Such scheme is a first
order method used for unsteady cases and allows to discretize the time derivatives as reported in equation
(3.37):
0p _p—dpo
at At

Where ¢ is a generic quantity and ¢ is the same parameter at a previous time.

Spatial schemes are strictly related to interpolation schemes to compute values at cells’ faces starting from
the values at cells’ centres. All of them are coupled with Gauss’ theorem in order to convert volume integrals
in surface integrals. However the discretization changes according to what term is considered:

(3.37)

¢ Gradient: the gradient which have to be discretize are for p and V. The gradient is defined as:

— 0 — 0 —
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The gradient is firstly related to the divergence and than the Gauss’ theorem is applied (equation (3.39)).

fv (v-V)av= 7(5 (77V)ds (3.39)

In this case a linear interpolation is used in order to extrapolate faces’ values. Moreover for V gradients
an additional option is used: a limiter, which allows to obtain a value at cells’ face that does not over-
come the values of near cells that represent the limits. This way the smoothness of the distribution is
ensured and does not lead to numerical errors. Using 1 as coefficient for this option, if the value at cell’s
face extrapolated by the tangent is higher than the one of the near cell, it is set equal to the latter.

» Divergence: divergence is defined as:

0Qs  0Qy 00

V-Q=
Q 0x oy 0z

(3.40)

Where 6 is a generic vector. The divergence appears especially in the convective term and it is related
to surface integrals with Gauss’ theorem (3.39) which represent the flux ¢ of a certain quantity across
that surface. The discretization process depends on the quantity considered and it is not universal in
this study:

1. ¢ (k,&,vr): first order method which features cells’ faces values based on upstream velocity and
its direction. This allows to understand where the 'information’ are transported. It enables to
assume cell values as isotropic with a value that represents the average value.

2. ¢ (V): alinear-upwind method is used, which is equivalent to the upwind method but with an
additional correction based on velocity gradient in the cell.

For every case an additional 'bounded’ option is provided, this allows to add a linear source term in the
transport equations. Such term removes a component proportional to continuity error and speeds up
the convergence process. Once convergence is reached, such term is removed.

¢ Laplacian: related to the diffusive term and discretized using the Gauss theorem (3.39). Here a lin-
ear interpolation scheme to transform coefficients from cell values to the faces is assumed as well as
a surface-normal gradient scheme. The latter is extremely important and is used to express the com-
ponent, normal to the face, of the gradient of values at the centres of the 2 cells that the face connects.
Such calculation is based on subtracting the value at the cell centre on one side from the values in the
centre of the other side and then dividing it by the distance. When the vector connecting the cells is
orthogonal to the surfaces, gradient’s evaluation is second order accurate but a regular mesh aligned
with Cartesian coordinates is required. In current case (and in most of the cases) a correction to provide
orthogonality is necessary, in order to ensure second order accuracy. Such correction is based on the
angle between the cell-cell vector and the face normal vector. This is translated into a parameter v that
ranges from 0 to 1 and here is set to 0.333, value that offers great stability.

3.1.1.6. Solver and convergence criteria

Once the matrix A and vector b are created, it’s necessary to solve the linear system. If A is a simple diagonal
matrix, it is possible to invert it and calculate the solution:

T=A"1Dp (3.41)

However most of the times A features terms also outside of its diagonal. Therefore numerical solvers are in-
troduced. Even here there could be many topics to discuss about, but again it is not the aim of this work. The
most important thing to be remembered is that solvers allow to evaluate the solution of the system reduc-
ing as much as possible the computational cost. Solvers are coupled with smoothers in order to minimize
possible numerical problems that can arise during the calculations and to avoid instability phenomena. The
whole process is governed and triggered by residuals and both absolute and relative tolerance: in other terms
the calculations proceed until a certain threshold is reached.

Even the solvers used for the linear systems are the same for all the cases analysed but they’re different de-
pending on the quantity considered: GAMG will be used for the pressure p while smoothSolver for the re-
maining quantities (V, k,&,vr).
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Tolerance values
Quantity Absolute tolerance Relative tolerance Solver
p 1074 0 GAMG
Peorr 1076 0.01 GAMG
Pfinal 1076 0 GAMG
V,k,e,vr 1076 0.1 smoothSolver (Symmetric Gauss Seidel)
(V. k,&,vT) final - 0 smoothSolver (Symmetric Gauss Seidel)

Table 3.2: Tolerance values used during the calculations

1. GAMG: used for symmetric and asymmetric matrices. It is really efficient in transporting the informa-
tion along the domain and is a multi-grid solver, therefore the solution is firstly evaluated in a coarse
grid (provided by the used) which will then be used as a starting point when introducing a finer grid.
Here the agglomeration operation is accomplished according to the option faceAreaPair where faces
are identified and merged one to the other and the number of cells at the most coarse level is specified
(here 10). A DIC/ GaussSeidel smoother is then added to ensure that any possible 'spike’ created during
the solving process is smoothed-out.

2. smoothSolver: used for V, k, e, v, based on the symmetric Gauss-Seidel smoother.

The tolerance used depends on the values calculated by the solver during the various steps of the algo-
rithm (which will be explained in the next section). However a summary of the value used (divided between
solvers used) is reported in Table (3.2).

3.1.1.7. Solution algorithm

The equations are not solved just in one iteration but it is necessary to execute the calculations more and
more times since the solver is an iterative solver that allows to close the gap to the exact solution step by step.
Here the algorithm plays its role, determining the specific steps of the calculation process: it defines how the
solver is applied and on which equations.

The algorithm used in turbinesFoam is the pimple algorithm which is used for incompressible cases with
Newtonian fluids under transient turbulent conditions. The algorithm is a combination of two other algo-
rithms, piso and simple algorithms:

» PISO algorithm: used for incompressible transient cases with turbulent flows. It features a time-explicit
method and needs to satisfy a certain condition on the Courant number Co (equation (3.42)) which has
to be lower than one, otherwise instability problems arise.

V,-efAt
Ax

- (3.42)

e SIMPLE algorithm: used for incompressible cases with turbulence flows in a steady-state condition.
There are no conditions to be satisfied regarding the Courant number.

Combining such algorithms, the problem is considered transient but the simple algorithm allows to find the
steady-state solution for each time step. This way there is no need to satisfy any condition on the Courant
number: in other words this is an implicit method.
The pimple algorithm is based on two main loops: a outer and a inner loop which is possible to analyse step
by step:
1. Starting from the initial values (related to the previous time step) the velocity field is calculated using
the momentum equation without considering the Vp term.

2. The Laplacian of pressure p is evaluated as function of the velocity field and pressure’s gradient at pre-
vious time step.

3. p is evaluated from the Laplacian of pressure. Then, the p value is used at step 2 and 3. The latter
are repeated until a certain tolerance is reached (between the starting and final values calculated) or a
certain number of iterations identified by the parameter nNonOrthogonalCorrectors is reached.
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Figure 3.2: Schematic of the pimple algorithm

4. The velocity field is evaluated according to the continuity equation. This is also a verification, in order
to figure out if the calculation is proceeding properly and the residuals are decreasing. The obtained
value is introduced at step 2, and this new mid loop is repeated until a certain tolerance or a certain
number of iterations identified by nCorrectors is reached. This passage is used because at step 1 the
velocity field was calculated according to the Reynolds stresses only, which are function of the velocity
field itself. However before re-starting from point two is possible to move to the next step or do it only
at the last iteration, depending on which value was assigned to turbOnFinallterOnly

5. After the end of the 'inner loop’ with the previous step, it is necessary to evaluate the turbulence effect.
This can be done in two ways as stated before: just after the evaluation of the new velocity field at
step 4 or at the end of the inner loop. In either cases however, the turbulence effect is modelled and
evaluated, than it is introduced at step 1 in the evaluation of the velocity field closing the 'outer loop’
The iterations on the outer loop (whose ending part is defined by the turbulence evaluation) are based
on a certain tolerance or a certain number of iterations defined by nOuterCorrectors

6. After reaching the end of the outer loop, the values calculated during the current time step are used as
initial values for the next time step. So everything restarts from step 1.

A schematic representation of the calculation is reported in Figure (3.2). It is necessary to underline that every
calculation can be made using a certain relaxation factor a that helps in achieving a more stable solution
but slowing down the convergence speed. Such relaxation factor allows to modify the initial value for the
following time step averaging the initial and final value at each time step, as shown in equation (3.43), where
¢ is a generic quantity. This way the value introduced is not a totally new one and the possible variation in
the variables calculated is limited. Once all the iterations for a certain time step have been accomplished, the
relaxation factor is set to 1, therefore the quantities obtained are more realistic. However it was not necessary
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for this work to use a relaxation factor.
¢ =g —a(p! - ¢) (3.43)

It is important to report that to reduce the computational cost and avoid too many iterations (keep in
mind that this a simplified model) the forced requirements are not so 'tight. Moreover, no control on the
residuals and relaxation factor have been used (as mentioned). A summary of the value used is reported in
Table (3.3), with reference to Figure (3.2).

Algorithm values
Algorithm option Value
nNonOrthogonalCorrectors 0
nCorrectors 2
nOuterCorrectors 1
turbOnFinallterOnly true

Table 3.3: Algorithm options used during the calculations

3.1.2. Actuator line model for VAWTs

The main target of this section is to define the actuator line model, discuss in details about how it works and
how is implemented in the open-source library turbinesFoam for OpenFOAM. In fact such tool will be used
(after being validated) to run different simulations to study VAWTSs and to obtain data useful in a comparison
with predictions from wake models.

Starting from equations (3.5) and (3.6) the purpose of the actuator line method, as already discussed, is to
model the source force term in momentum equation. This way is possible to replicate turbine’s effect on the
flow by means of a loop calculation.

First of all, blades, which are replaced by lines, are split into a certain number of elements whose extension
Az can be set directly inside the code. Each one of the element will be considered 2D and will exert a con-
stant force on the flow. Obviously the number of elements used depends on the case analysed, usually with
higher Reynolds, more elements are introduced. This is the same approach of the BEM theory discussed in
Chapter (2). A visual explanation of the geometry of the elements is shown in Figure (3.3). Since elements
are assumed 2D, the 2D lift and drag coefficients C; and C,; can be used to express the forces exerted on the
flow. In order to evaluate them, airfoil polars are needed. They can be obtained experimentally, by testing the
airfoils in wind tunnels at different angles of attack and Reynolds numbers. However, since turbines’ blades
experience a wide range of angle of attack (ranging from -180° to 180°) there is a shortage of similar data in the
literature. Fortunately, the work from Klimas & Sheldahll [99] reports polars for different airfoil and different
Reynolds’ number, it has been essentials for thesis’ goal. More details about the data extracted from this text
are reported in Section (4.1), with particular attention on the polars used in each case analysed.

With the force coefficients at disposal, lift and drag forces per spanwise length unit can be expressed:

1
fi= EchLlVrezl2 (3.44)

1
fo= E;ch(JDlvrell2 (3.45)

However, in order to evaluate the force coefficients from the tabulated data, it is necessary to provide the
angle of attack. Its value is strictly related to the velocity relative 