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Summary

Hypersonic flows are a field of great interest since the sixties of last century because they occur in the
planetary entry of space probes and they have recently attracted renovated attention due to development
of hypersonic cruise missiles. Currently, the dominating method of study for high Mach number flows is
Computational Fluid Dynamics (CFD), which have become sufficiently powerful, and have replaced the
old analytic methods. In the present work, a computational model has been developed for simulating
flows of a multicomponent air mixture around a hypersonic cruise missile (HCM) using the commercial
CFD software STAR-CCM+. The investigations aim at verifying, first of all, the effective occurrence of
chemical reactions of an air mixture of eleven species (N , N2, O, O2, NO, N+, O+, N+

2 , O+
2 , NO+, e−),

then to evaluate the possible presence of the ionized particles species and finally to assess whether their
amount is high enough to generate an appreciable electric field or not. The software set-up choices were
made to match assumptions required for analytical models which describe aerothermo-chemical effects
in the proximity to the missile nose. Starting from a Mach number equal to 10, several simulations
have been carried out, applied to the basic geometry of the nose, and different thermo-chemical models
have been considered. Furthermore, since the considered model included a multicomponent gas mixture,
multicomponent diffusive mechanisms have been implemented, where binary diffusion coefficients and
gradients of temperature effects have been considered. Good convergence of solution was observed for all
cases presented since every investigation has been carried out with a proper numeric discretization scheme
and fine enough grids to avoid numerical instabilities and to guarantee adequately accurate results. The
investigations showed the occurring of reactions and revealed the appearance of ionized particles. These
phenomena strongly affect flow field properties. Reactions influence heat flow at wall in stagnation
region, while a distribution of charged particles induces an electric field which may give to the missile a
stealth property, as well as conditioning transport mechanisms. These considerations make hypersonic
flow fields fundamental to investigate and our results confirmed how significant thermo-chemical effects
are for HCMs features.
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Chapter 1

Overview

1.1 Introduction
The hypersonic flows have been studied for decades under a variety of interests, spacing from entry
vehicle, through civil transportation, till modern hypersonic weapons. However all the aerospace vehicles
and weapon, that operate within this regime are strongly affected by the profound aero-thermochemical
phenomena that are encountered at such high speeds. Understanding processes induced by high speeds
requires, not only knowledge of aerodynamics but also of heat transfer and chemistry. Flow fields in
hypersonic regime are, in fact, much different from the ones experienced in supersonic aerodynamics.
High temperatures, induced by shockwaves in hypersonic regime, trigger thermo-chemical processes
which strongly changes the characteristics of the flow field. Phenomena such as vibrational excitation,
dissociation and ionization, affect the chemical composition of air and its properties, adding complexity to
the physical problem and making the hypersonic flight a difficult case to model. However, as computational
tools develops, utilizing Computational Fluid Dynamics (CFD) and multi-physics modeling has made
the study of hypersonic flow fields more affordable. A commercial CFD software will be used in this
work to study the properties of the flow field surrounding a Hypersonic Cruise Missile (HCM), through
the development of a computational model able to point out the thermo-chemical processes induced by
high temperatures. In particular, the primary aim is to verify the occurrence of chemical reactions even
for a relatively low Mach number (equal to 10), since thermo-chemical phenomena require higher speeds
to be observed. After this assessment, the aim will be directed towards the presence of a electrically
charged species in air whose sufficient amount may generate a substantial electric field, able to affect
flow field properties. Finally, a benchmark analysis is carried out and the limits of the developed model
are highlighted.

1.2 Thesis Outline
The present thesis is structured as follow:

• Chapter 2 gives an overview of the current hypersonic technologies, pointing out shapes, operational
conditions of vehicles and weapons;

• Chapter 3 presents physical models which properly describe hypersonic flows. Governing equations,
high temperature effects and diffusion mechanisms for viscous multi-species flows will be detailed;

• Chapter 4 discusses the adopted computational models and numerical procedures;

• Chapter 5 reviews the solution obtained from the simulations carried out via method described in
Chapter 4 and the results of the benchmark analysis are discussed;

• Chapter 6 is intended to the conclusions.
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Chapter 2

Hypersonic technologies

2.1 Intro
This chapter briefly describes the current hypersonic technologies. The main features of new vehicles
are pointed out in the following sections, focusing the attention on missions, trajectories, operational
conditions, quote and typical shapes of modern hypersonic technologies. However, it is firstly necessary
to highlight under which conditions an hypersonic flow field develops.

2.2 About the Hypersonic
Anything that moves in a fluid (air) is subjected to fluid dynamics (aerodynamics) forces. Depending
on the Mach number (speed and speed of sound ratio), several regimes can be identified with different
features of the flow field. Flying vehicles and missiles indeed, can travel in three different Mach ranges:

• subsonic regime (M<1)

• supersonic regime (M>1)

• hypersonic regime (M>5)

Speed regime Mach Km/h Application
Subsonic <0.8 <980 Commercial aircraft, turbofan, turbojet planes
Transonic 0.8-1.2 980-1470 Jet aircraft, cruise missiles
Supersonic 1.2-<5 6150–12.300 Aircraft, cruise missiles, anti-missile systems

Hypersonic 5.0-10.0 12300–30740
Re-entry vehicle, short-range ballistic missile, hypersonic
cruise missiles,hypersonic aircraft, intercontinental
ballistic missile,boost-glide vehicles

High-Hypersonic 10.0-25.0 >30740 Re-entry vehicle, ICBM, advanced hypersonic vehicles,
boost-glide vehicles

Table 2.1: "Categories" of speed

An object which moves slower than the speed of sound of its surrounding fluid (typically air) is said to
be in the subsonic regime. Large modern airliners travel at the limit of the subsonic regime. A body,
instead, travelling faster than the speed of sound is said to be in the supersonic regime. Anyway, there
is not a tangible barrier above which the flow changes from being supersonic to hypersonic but there
are new phenomena to be taken into account. In this case, the physics of the problem is dominated
by aerodynamics heating due to the viscous dissipation. However,according to conventions[11], fluid
dynamic or aerodynamics problems are considered as hypersonic when the Mach number exceeds five
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(M>5), and so the characteristic speed is five times bigger than the speed of sound. In addition, the speed
regime can be divided into two parts: the speeds in the range from Mach 5 to Mach 10 referred as the
’hypersonic speeds’, and the ones in the range from Mach 10 to Mach 25 are known as ’high-hypersonic
speeds’. Some useful details about "categories of speed" are presented in the table 2.1 [17].

2.3 Hypersonic weapons
Over the years, a significant progress has been made to guarantee that flying vehicles (manned or
unmanned) move with higher speeds and, eventually, greater manoeuvrability. In the following discussion
about the Hypersonic, the words vehicle/s and weapons are used interchangeably. In fact, the line
between hypersonic vehicles and missiles is very thin: hypersonic vehicles, as it will be shown later,
have so much kinetic energy that they can be assumed as effective weapons. The strategic utility on
hypersonic technology is currently focused on the missiles development rather than vehicles occupied
by humans. However, private industry is known to be working on space planes and manned vehicles
in order to support space tourism. These hypersonic platforms can be propelled by different kind of
engines: rocket-based or air-breathing systems. The latters involve high-speed propulsion (supersonic
combustion) that is a scramjet, considered as an advanced air-breathing ramjet. These air-breathing
propulsion systems offer several advantages than the formers, such as a rapid response at long range, a
better manoeuvrability and an assured access to space[18]. Rocket boosters instead, have been used
to propel hypersonic vehicles for different applications: space launch, long range ballistic flight and air
defence interceptor missiles. Presently, there are two types of hypersonic weapons under development:

• Hypersonic Glide Vehicles (HGVs)

• Hypersonic Cruise Missiles (HCMs)

Figure 2.1: Ballistic Reentry Vehicle (RV) Versus HGV Trajectories [4]

The firsts are typically launched by rockets into the upper atmosphere and released at altitudes ranging
from 40 Km to higher than 100 Km. These weapons glide to their targets by skipping along the upper
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atmosphere. The seconds instead, are powered all the way to their targets by rockets or high-speed jet
engines. As it can be seen in the Fig 2.1, the HGVs can vary their impact point and associated trajectory
during its flight time and they fly at lower altitudes compared with ballistic missiles. These features
make the hypersonic much more threatening than the actual existing missiles.

2.3.1 Hypersonic glide vehicles

HGVs are unpowered vehicles that «glide» to their target at the «top» of the atmosphere, reaching
between about 40km to 100 km in altitude [19]. Although the rarefied atmosphere, they are designed to
produce lift that is equal to their weight to keep them aloft at hypersonic speed. These weapons are
typically launched on a ballistic missile and released at the appropriate altitude, velocity and flight path
angle in order to glide to their target [4]. The HGV trajectories are very different from maneuvering
reentry vehicles (MaRVs) developed in the past. The MaRV trajectory, in fact, is mostly in ballistic
mode, in contrast, an HGV spends a negligible portion (if any) of its flight in this state.

Figure 2.2: Typical HGV and MaRV Trajectories [4]

From an offensive perspective, maneuverability can potentially provide HGVs the ability to use
in-flight updates to attack different target than originally planned. Thanks to the ability to fly at
unpredictable trajectories, these missiles will hold extremely large areas at risk throughout much of
their flight. Even though HGVs are usually not powered, a small propulsion system providing additional
velocity or some attitude or directional control could also be integrated into the vehicle. However, the
value of such an engine would need to be traded against the costs associated with additional weight
and added complexity. So, HGVs have the reach and speed of ballistic missiles, but, unlike these ones,
they fly at lower altitudes and have relatively unpredictable trajectories that can include significant
cross-range and terminal maneuvers. These characteristics make HGVs challenging to defend against
since they tend to fly outside the altitude and speed envelopes of modern air and missile defense systems.
They can overwhelm current ballistic missile defense systems because of their unpredictable long-range
trajectories, maneuverability and flight altitudes. Thus, nations with no space-based sensor system to
detect ballistic missile launches and that have only ground-based sensors, such as radars, could see a
further compression of their decision/response timelines. The reason is that typical ballistic missiles
generally fly at higher altitudes than HGVs and should therefore be detectable earlier. Radars or other
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line-of-site sensors are not able to detect an HGV as early as they would a ballistic missile because of
the Earth’s curvature and the HGV low altitude [19].

Figure 2.3: HGV Versus RV Terrestrial-Based Detection [4]

2.3.2 Hypersonic cruise missile

An HCM is a cruise missile that travels at hypersonic speeds. As such, it reduces the defense response
timeline and hinders many of the modern defense systems because of its high speed and maneuverability.
Hypersonic missiles could be launched from the ground, from aircrafts or from ships. An HCM is propelled
in order to achieve a Mach 4 or 5 and then, in general, an air breathing engine (scramjet generally)
capable of producing thrust at hypersonic speeds, accelerates it and then maintains the missile’s speed.
There are several options for propelling an HCM up to Mach 4 or 5. Because of their simplicity and
affordability, rocket boosters are the most used option especially for the early generation HCMs, even
though they may be the largest and the heaviest option since they have to carry both their propellant
and oxidizer. Any option to accelerate the missile needs to be feasible and affordable, because it is a
one-time-use propulsion system. Moreover, it needs to reach appropriate pressures for combustion in the
scramjet engine, that’s why an HCM will cruise at an altitude of 20-30 km. The principal advantages of
an HCM, as above, are its speed and maneuverability. These two together, provide a very rapid and
flexible offensive weapon that could, for example, point targets within a 1000 Km radius of the launch
aircraft and could strike these targets within few minutes. The high maneuverability also makes cruise
missiles difficult to defend against because their trajectories become unpredictable. The high speed
provided by an HCM, complicates defense system timelines, furthermore they fly at altitudes higher
than the ones reached by the most of current surface-to-air missile systems. Even though interceptors
could be designed to fly higher,they still would need to confront the HCM speed and maneuverability.
As it will be pointed out shortly, an HGV high kinetic energy has significant destructive power, even
without an explosive warhead [17].
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2.3.3 Destructive power
Hypersonic weapons can carry nuclear or conventional warheads. However, HCMs and HGVs are able to
take advantage of the solely kinetic energy to destroy or damage targets. This is made possible thanks
to the combined high speed and accuracy. In fact, their high impact speed could also be used to destroy
underground facilities. Fig 2.4 provides a rough estimate of the effective explosive TNT equivalence of a
high-speed mass, such as a conventional strike vehicle with no on-board explosives. It is assumed that
energy is directed and focused along projectile direction and frontal area [4].

Figure 2.4: Destructive Power of a High-Speed Mass as a Function of Speed [4]

2.4 State of the art
Several countries are developing hypersonic weapons, but none of them has been introduced in their
military forces yet. Among the countries which are focused on the hypersonic technologies, Usa, Russia
and China are (almost) the only ones which have reached successful results.

2.4.1 United States
Presently, the Department of Defense is developing hypersonic weapons under the Navy’s Conventional
Prompt Strike program, which is focused on providing the U.S military with an ability to strike hardened
or time-sensitive targets using conventional warheads, DARPA programs and army [20]. U.S hypersonic
weapons will require much more accuracy and will be much more technically challenging to develop,
due to the fact that the project does not involve nuclear warhead. In fact, according to experts "a
nuclear-armed glider would be effective if it was 10 or 100 times less accurate than a conventionally-armed
glider" due to the nuclear blast effects [21]. According to open-source reporting, United States has
different offensive hypersonic weapons and hypersonic technology developing programs [22]:

• U.S Navy-Conventional Prompt Strike (CPS);

• U.S. Army—Long-Range Hypersonic Weapon (LRHW);

• U.S. Air Force—AGM-183 Air-Launched Rapid Response Weapon (ARRW, pronounced “arrow”);

• DARPA—Tactical Boost Glide (TBG);

• DARPA—Operational Fires (OpFires);
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• DARPA—Hypersonic Air-breathing Weapon Concept (HAWC, pronounced “hawk”).

The CPS program is expected to design a missile comprised of a Common Hypersonic Glide Body
(C-HBG) launched by a submarine booster system [23], meanwhile the Army’s LRHW introduces a new
long-range missiles launched from mobile ground platforms. More precisely, the program is intended
to pair the Common glide vehicle with the Navy’s booster [24]. The ARRW instead, is intended to
leverage DARPA’s tactical boost glide technology to develop an air launched hypersonic glide vehicle
prototype capable of travelling at speeds up to Mach 20 at a range of approximately 575 miles [25].
DARPA, in partnership with the Air Force, aims to develop a Tactical Boost Glide, a wedge-shaped
hypersonic glide vehicle able to operate a Mach 7 flight. In a boost glide system, a rocket accelerates its
payload to high speeds and then, the payload then separates and glides unpowered to its target.the TBG
program focuses on three primary objectives which are: vehicle feasibility, effectiveness and affordability
[26, 27] DARPA’s Operational Fires program is focused on the exploitation of the TBG technologies to
create a ground-launched system which will enable «advanced tactical weapons to penetrate modern
enemy air defenses and rapidly and precisely engage critical time sensitive targets»,from [28]. In the
longer term, DARPA, with Air Force support, is keeping on working on the Hypersonic Air- breathing
Weapon Concept, which «seeks to develop and demonstrate critical technologies to enable an effective
and affordable air-launched hypersonic cruise missile» [29]. DARPA Falcon Project provides for the
development of an experimental hypersonic glide vehicle capable of flying at Mach number up to 20. The
Falcon HTV-1 flight test was cancelled in 2006 due to difficulties manufacturing with the curved leading
edges of carbon-carbon aeroshell. The design efforts shifted to the HTV-2 which features a multi-piece
aeroshell with thinner leading edges. [30] Flight tests were stopped by DARPA since the data collected
was substantial and, after the crash during the second flight, a third test to collect additional information
was to be considered too expensive. The first flight test provided indeed, data in aerodynamic and
flight performance, while the second provided information about structures and high temperatures.[31]
Presently, the project which has returned the most promising results is the Boeing X-51A, a vehicle
propelled by a scramjet engine to travel at hypersonic speeds. The WaveRider project has been developed
thanks to a collaboration among Boeing, NASA, DARPA, USAF and PW Rocketdyne [32] . During
tests, the X-51A was carried at height of 15 Km by a SRBM (short range ballistic missile) with a Mach
number of 4.5, then it was propelled by the scramjet engine up to a Mach number of 5.1. In the following
table there are some details about the X-51 [33].

Figure 2.5: X-51 under a B-52
Source:U.S. Air Force photo/Chad Bellay

Figure 2.6: X-51 Render
Source: United States Air Force Research Laboratory
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Boeing-X51 WaveRider
Length 7,9 m
Empty weight 1814 Kg
Mach reached during the test 5,1
Expected Mach 7
Propulsion Hydrocarbon-scramjet
Deploying altitude 15-18 Km
Carried by MGM-140 ATACMS, B-52

Table 2.2: X-51 main features

2.4.2 Russia
Russia is currently pursuing several hypersonic weapons programs:

• Avanguard

• 3M22 Tsirkon (Zirkon)

• Kinzhal

Avangard

Avangard is an hypersonic glide vehicle launched from an intercontinental ballistic missile. The HGV is
deployed on the SS-10 IBCM but Russia is planning to launch the vehicle from the Sarmat ICBM [34].

Avangard HGV
Length 5,4
Speed 33400 Km/h

Warhead Nuclear, hardened materials
(kinetic weapons), conventional.

Propulsion scramjet
Range 10000 Km
Carried by ICBM(RS-28 Sarmat,R-36M2,UR-100UTTKh)

Table 2.3: Avangard main features

3M22 Zirkon

Zirkon is a ship-launched hypersonic cruise missile equipped with a solid rocket booster which propels it
up to supersonic speed, and with a scramjet engine which makes the missile able to reach hypersonic
speeds. During flight, the missile is completely covered by a plasma cloud that absorbs any rays of radio
frequencies and makes the missile invisible to radars [35].

3M22 Zirkon HCM
Length 8-10 m
Maximum Mach 8-9
Warhead Unknown
Stages/propellant 2, solid, liquid propellant scramjet
Operational Range 1000-2000 Km (depend on type target)
Launch platform Submarine, surface ship

Table 2.4: Zirkon main features[1]
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Kinzhal

Kinzhal is a maneuvering air launched ballistic missile capable of reaching a Mach number of 10. Presently,
the only Kinzhal’s vector is the supersonic interceptor MiG-31BP. This missile is powered by a rocket
solid booster and it’s capable of maneuverable flight, as well as of striking both ground and naval targets
and it could eventually be fitted with a nuclear warhead. [36]

Kh-47M2 Kinzhal HCM
Length 8 m
Flight ceiling 20 Km
Maximum Mach 10-12
Warhead Nuclear, conventional
Warhead weight 500 Kg
Stages/propellant 1, solid
Accuracy 1m
Operational Range 2000-3000 Km
Launch platform MiG-31K,Tu-22M3M

Table 2.5: Kinzhal main features [2]

Figure 2.7: Kinzhal carried by a MiG-31K interceptor
[5]

Figure 2.8: Rendering of Zirkon in flight
Source: Missile Defense Advocacy Alliance

2.4.3 China

China is known to be developing various advanced weapons for several years and its major investment
has been made in hypersonic gliders[37]. The Chinese hypersonic vehicles is known as the WU-14 or
DF-ZF. The glider is mounted on the medium range ballistic missile(MBRM) DF-17 and it is not known
to be using a scramjet technology. The conduction of seven tests within a span of less than two years
indicates China’s commitment to the development of this technology [38]. The DF-ZF HGV could also
have the capability of being launched a top an anti-ship ballistic missile to target naval assets. For
example, a DF-21 armed with a DF- ZF HGV may extend the missile’s range from 2000 to over 3000
km [39]. According to U.S. defense officials, China also successfully tested Starry Sky-2 , a WaveRider
that uses powered flight after launch and derives lift from its own shockwaves [40]. No technical details
are currently available for these two weapons.
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2.4.4 Hypersonic technological development and cooperation among other
countries

India and France

There are other two governments which are currently focusing on the research and development of
hypersonic technology: France and India. They rely intensely on cooperation with Russia to achieve an
higher level of technological development. France is putting its effort to achieve an hypersonic missile
technologies, testing the ASN4G, capable of carrying a nuclear warhead. The missile is being developed
by ArianeGroup and it is thought to be operational by 2021 [41]. France’s cooperation with Russia,
instead, expects flight tests of the LEA (Russian acronym for flight test vehicle) vehicle launched from
a Russian bomber. ti’s still not clear if these tests actually occurred. The program still lists as active
and it results as actually carried on by MBDA and ONERA. India’s cooperation with Russia gave
birth to BrahMos II, an hypersonic cruise missile to be used in a antiship role, which is said to be an
adaption of Russia’s Tsirkon hypersonic missile [42]. Furthermore,as indigenous hypersonic research
and development, India succeeded in test-firing the missile Shaurya, an hypersonic tactical missile, on 3
October 2020 for the third time. Some technical details in the Table 2.6:

Shaurya Hypersonic surface-to-surface tactical missile
Length 10 m
Mass 6,2
Diameter 0,74 m
Warhead Nuclear, conventional
Warhead weight 200-1000 Kg
Stages/propellant 2,solid rocket motor
Accuracy 20-30 m
Operational Range 700-1900 Km
Flight altitude 50 Km
Launch platform canisterised transporter erector launcher, underground silo
Maximum Mach 7,5

Table 2.6: Shaurya technical details[3]

Figure 2.9: BrahMos II model
Source:Shiv Aroor via Wikimedia Commons Figure 2.10: Shaurya missile [6]

Australia

Thanks to the researchers of hypersonic at the University of Queensland, Australia presently participates
in a series of collaboration on scramjet technology with the United States and Europe. In particular, the
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Hypersonic International Flight Research Experimentation (HIFiRE) is a long standing collaborations
on scramjet technology with the U.S Air Force [43]. Affordable testes of scramjet prototypes at speed of
up to Mach 7,5-8 were launched in 2016. However, Australia’s indigenous hypersonic researches have
encountered several problems and have seen a reduction in funding over the years [44, 45].

Figure 2.11: Australian-U.S HIFiRE Scramjet
Source:Australian Hypersonics Initiative at the University of Queensland, Australian Defence Science and
Technology Group, and U.S. Air Force Research Laboratory.

Japan

JAXA (Japan Aerospace Exploration Agency) pursued creation of an hypersonic commercial aircraft
capable of travel at Mach 5. More over, Japan is partner in the Hikari program (High Speed Key
Technologies for Future Air Transport Research and Innovation) with the European Commission. This
program was expected to be return experimentation for a hypersonic vehicle by 2020 [46]. Instead,
Japan’s indigenous hypersonic research on a experimental aricraft (HyTEx program), a commercial
vehicle capable of flying at speeds of up to Mach 5, is still long way from achieving tangible results [47].

European Union

The European Union has put its efforts in three research and development programs:

• LAPCAT II, Long-Term Advanced propulsion Concepts and Technologies;

• IXV, Intermediate eXperimnetal Vehicle;

• ATLLAS II, Aero-Thermodynamic Loads on Lightwight Advanced Structures.

LAPCAT II is focused on the development of a civilian transport airplane which can travel at speeds up
to Mach 5 using an hybrid turbo-scramjet engine. IXV is a program funded by ESA (European Space
Agency) and it is based on testing atmospheric reentry conditions from hypersonic orbital speed and
trajectories. ATLLAS II supports these efforts: it is indeed a program aimed at the project, development
and design of lightweight, high-temperature materials [48].
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Figure 2.12: Japanese HyTex
Source: promotional photo from JAXA

Figure 2.13: European LAPCAT II
Source: Promotional photo from Reaction Engines.
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2.5 Flight Conditions and Typical Aerodynamics Shapes.
In the following section, general features of an hypersonic weapon will be described, pointing out the
typical mission designs, trajectories and typical shapes. A very general discussion will be presented,
not distinguishing between hypersonic vehicle, Common Aero Vehicle and hypersonic glider since the
differences among these are very inconspicuous under the following areas of analysis.

2.5.1 Mission Design
Assuming an HGV as a striking weapon, the mission profile can be generally divided into several
stages[49]:

• Launch phase - the vector lifts the weapon to a suborbital altitude (about 100 Kms);

• Reentry phase - the vehicle arrives at the upper atmosphere;

• Pull-up manoeuvre - the HGV has to reach the speed and altitude of glide phase;

• Glide manoeuvre - the glider flies along trajectory;

• Speed depletion - the glider achieves the required terminal speed for striking

• Impact - the weapon strikes the target.

Figure 2.14: HTV-2 Mission design Source: Defense Advanced Research Project Agency, Times reporting

However, if the considered glider has one-sided angle of attack control, during the speed depletion, the
vehicle will have to rotate and fly upside-down in order to generate negative lift and strike the target.
These is considered to be an additional phase where lift rotation is achieved[50].
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2.5.2 Trajectories
The Hypersonic vehicles are characterized by an high maneuverability since they must respect all the
constraints in their complex trajectories. The trajectories indeed, are generally subjected to significant
multiple constraints[51]:

1. Terminal Conditions - the terminal position coordinates, the specified final altitude, and speed;

2. Control Boundary - Bank angle σ and angle of attack α are two control variables and in order to
ensure the glider stability, their magnitudes use to be respectively between ±50 deg and 5 deg and
25 deg (normally the angle of attack is around 10-15 deg since the L/D ratio is maximum[52]);

3. Heating rate - the heating rate at a specified point on the glider surface (normally stagnation point
is chosen) must be limited along the whole trajectory;

Q̇ ≤ Q̇max (2.1)

4. Aerodynamic Load - the aerodynamic load in the body-normal direction, must be limited and must
not overcome the maximum allowed load;

|L cosα +D sinα| ≤ ntmax (2.2)

5. Dynamic pressure - if actuators are present (in CAV-H, movable surfaces are used to achieve better
aerodynamic performance), the dynamic pressure is limited so that the hinge moment is controlled
in a reasonable range;

1
2ρV

2 ≤ qmax (2.3)

6. Waypoints - Particular points which are specified as intermediate coordinates to fly over to satisfy
particular mission requirements;

7. No-fly zones - Specified region with a boundary that the vehicle may contact but must not violate
and they are specified for geopolitical restrictions or threat avoidance.

8. Quasi-Equilibrium Glide Condition - in a major portion of a lifting entry trajectory, the flight-path
angle is small and varies relatively slow.

Subjected to these constraints, more than a trajectory is available. It is necessary to optimize the
trajectory and find the values of the control variables such that the objective function is minimum (or
maximum, depending on the mission). The problem of trajectories optimization is difficult or impossible
to solve analytically for the most of the cases therefore numerical techniques are required to determine
an approximation to the continuous solution. Methods are generally divided into indirect and direct
methods. The formers involve approximating the solution to the continuous necessary conditions and
they have high accuracy and assure the solution satisfies the optimal conditions. However, in indirect
methods, the optimal conditions must be derived analytically and this derivation is not-trivial. Direct
methods instead overcome some of these problems by transforming the continuous optimal control
problem into a nonlinear programming problem which can be solved by algorithms. Some of these
methods can have an high computational cost and law efficiency, such as the the direct shooting used to
parameterize the control variables and implement numerical integration. Gauss pseudospectral method
(GPM) instead is generally used to avoid these problems by parameterizing control and sates variables
and approximating the differential equations at collocation points with piecewise or global polynomials.
An evolution of this method is the multi-phase Gauss pseudospectral method (MGPM) which provides
for dividing the trajectories into multiple phases by three kinds of specific points: waypoints, quasi-
contact points ( for no-fly zones), and turn points. Then, the state and control variables are discretized
at nodes in each phase, separately and the continuity conditions on the time, state, and control are
introduced to keep the trajectory smooth enough between each pair of phases. By combining all the
phases, the objective function is determined to guarantee a global optimal trajectory [7].
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Figure 2.15: Example of segmented trajectories and distribution of nodes for a GPM and MGPM[7].

2.5.3 Aerodynamics Shapes

The HCVs work in an hypersonic speed range, thus the generation of strong shock waves is inevitable.
Focusing the attention on gliders, the presence of a shock wave is exploited to reach high L/D ratios
at high Mach number thanks to the particular Waverider shape. This particular aerodynamic form
allows to create an attached shock-wave on the vehicle surface. The flow past through the shock wave is
enclosed between the low surface of the aircraft and the shock surface. In this region underneath the
lower surface of the vehicle, the flow increases its pressure, while the upper surface region is affected by
a much smaller pressure since it is not conditioned by the shock. This pressure difference between the
upper and lower surface generates lift [53–56]. In the following figure there is a typical Waverider shape:
a strong oblique shock wave is attached to the leading edge and it is responsible for the high pressure
region. Different design methods are available to obtain the particular Waverider shape. Commonly, this
kind of geometry is obtained thanks to an inverse designed method.

Figure 2.16: Caret Waverider with a oblique shock[8] Figure 2.17: Cone generated Waverider

In fact, in order to ensure a proper functioning, Waveriders need to have an attached shock wave on
the leading edge: thus aircraft geometry is, in a way, already set. Therefore, the problem of designing a
Waverider is translated to the selection of the most appropriate shape/body which generates the most
appropriate shock wave. The Caret Waveriders are generated from shock wave produced by a wedge,
even though this is not the only possibility[57]. An important work by Rasmussen [58] proves how it is
possible to create an aerodynamic surface which exploits a shock wave derived by a flow passing a cone.
This alternative provides an higher L/D ratio and higher volumetric efficiency than the Caret’s.
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Figure 2.18: Different shock traces [8]

As it is shown in the Figure 2.18, there is a circular line for the conic shock wave, and a straight line
for the wedge generated shock. There are many other studies which supply changes in these methods in
order to improve some features in design, but they keep on using an inverse design approach. However,
this approach means that, in order to design geometry, it’s necessary to solve an aerodynamic problem
and there will be different equations depending on the considered flow. Many design method have been
developed, including wedge-derived method, cone-derived method, wedge-cone method and osculating
cone method, but it is difficult to treat the compromise between high aerodynamic performances and
volumetric efficiency[59]. Generally, the idea is to obtain a well-balanced design among the conflicted
objectives. In particular, the L/D ratio is fundamental since most of flight performances such as range
and maneuverability are related to it. On the other side, the aircraft internal subsystems require proper
space for their positioning, so volumetric efficiency is essential. These are the main two parameters
in conflicts in design of hypersonic vehicles, so they are chosen as optimal objectives in the design
optimization process. The optimization is essentially based on parametric methods, divided into CAD
or analytic ones. The most popular CAD-based methods are the ones which use B-spline, widely used
for hypersonic aerodynamic optimization. Others are the mesh points methods used by Kinney to
represents configurations of hypersonic vehicles. However, the CAD-based methods present a very high
cost under a computational point of view since they exploit control points as design variables. Analytic
methods instead, are widely used in order to overcome these problems through the use of class and
shape transformation functions (CST). This analytic method is based on the simple use of functions for
geometric representations and form functions to control the key parameters of the design (leading edge
radius, specified thickness)[60–63]. The Figures below show how different can be the shapes depending
on the applied method.
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Figure 2.19: Examples of lifting body obtained with parametrization method[9].

Figure 2.20: Examples of lifting body obtained with Delta-winged design methodology [10]
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Figure 2.21: Examples of lifting body obtained with cuspidal design methodology [10]

Figure 2.22: Examples of lifting body obtained with oscultaing cone method [10]

However, even though the shapes showed above are quite different each other, they all will present an
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attached shock wave on the leading edge which will ensure the generation of lift.

30



Chapter 3

Phisycal problem and models

3.1 Intro
In the present chapter, the emphasis will be projected on the importance of hypersonic viscous and
chemically reacting flows, focusing on more purely fluid-dynamic and thermochemical aspects. The
portions of the flight trajectories of HCMs experience combined conditions of high Mach number and
low Reynolds number, conditions that accentuate the effect of hypersonic viscous flow and aerodynamic
heating. The air flow will be analyzed as a gas mixture where some of its components will be specified
neglecting others. Moreover, basic aspects of viscous and thermo-chemically reacting flows will be
discussed, including the full governing equations (the Navier-Stokes equations) and how they are affected
by hypersonic and high temperature conditions. The analysis begins from equations for a chemically non
reacting fluid and how these will change if high temperature conditions are taken into account. Finally
the Volume Finite Method is introduced as solver of the equations.

3.2 Governing equations for chemically non-Reacting viscous
flow

The governing equations of mass, momentum and energy properly described the physics of an air flow
surrounding a body. The basic assumptions for the current study are the following[64]:

• Continuum fluid:
Kn = l

L
<< 1 (3.1)

where l is the molecular mean free path and L is a representative physical length scale;

• Mass and energy are separately conserved (no relativistic motions);

• Body forces are neglected;

• Stokes’s hypothesis (it relates the first, µ, and the second λ, coefficient of viscosity)

λ = −2
3µ (3.2)

• Newtonian fluid (this implies a linear relation between the stress tensor and the symmetric part of
the deformation tensor):

τij = δijλO · v + µ(∂ui
∂xj

+ ∂uj
∂xi

) (3.3)

• Radiation is neglected (in chapter 4 it will be shown how radiative effects will be included in the
equations);
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• Fourier fluid (this implies the conduction part of the heat flux vector linearly related to the
temperature gradient)

q̇ = −kOT (3.4)

k is the thermal conductivity coefficient.

The hypothesis of continuum implies that the derivative of all the dependent variables exists in some
reasonable sense. Local properties, such as density and velocity, are defined as averages over elements
large compared with the microscopic structure of the fluid but small enough in comparison with the
scale of the macroscopic phenomena, to permit the use of differential calculus to describe them. The set
of differential Governing equations of mass, momentum and energy are:

∂ρ

∂t
+ O · ρv = 0 (3.5)

∂ρv
∂t

+ O · ρvv = −Op+ O · τ (3.6)

∂ρE

∂t
+ O · ρvE = −O · pq + O · τ · v + O · q̇ (3.7)

The above equations are written for an unsteady, compressible, viscous, three dimensional, chemically
non-reacting flow and there is no general analytic solution to the complete set of equations.

3.3 High Temperature Effects
This section lay the physical fundamentals to understand the high temperature flows. The first step
is to understand how effectively, chemical reactions take place. Many chemical reactions do not occur
spontaneously but they require an initial input of energy (activation energy) to get started. During
chemical reactions, certain chemical bonds are broken and new ones are formed. However, molecules
must be deformed in order to get them into a state that allows the bonds to break and a small energy
input is required to achieve this transition state. It is a high-energy, unstable condition where reactant
molecules don’t last long in this state, but very quickly proceed to the next steps of the chemical reaction
by forming new species. The source of the activation energy needed to push reactions forward is typically
heat energy from the surroundings. This source speeds up the motion of molecules, increasing the
frequency and force with which they collide. Hence, heating up a system will cause chemical reactants
to react more frequently. Increasing the pressure on a system has the same effect. Once reactants have
absorbed enough heat energy from their surroundings to reach the transition state, the reaction will
proceed[65].

3.3.1 Heat of reaction
During chemical reactions, some heat can be absorbed or released depending on the kind of process.
After a reaction has occurred, the system might be at a temperature T2 different from the initial one
T1. The heat of reaction is the amount of heat that must be added or subtracted from or to the system
after the reaction in order to bring it to the initial temperature T1. It is defined at a given reference
temperature Tref (T1). Depending on the values assumed by heat of reaction, two types of reaction can
be distinguished[66]:

• endothermic reaction: ∆HTref > 0;

• exothermic reaction: ∆HTref < 0;

Therefore temperature field will be strongly affected by chemical processes since reactions involve heat
exchanges.
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3.3.2 Gas mixture
In the present analysis, a mixture of reacting gases will be considered and each constituents satisfy the
perfect gas law. The following equations are equivalent[67]:

pi = NiRT (3.8)

pi = ciRt (3.9)

pi = ρi
R

Mi
T (3.10)

pi = ρqiRT (3.11)

with:

• pi partial pressure of the i-th species;

• Ni number of moles of the i-th species;

• ci concentration of the i-th species (number of moles per unit volume);

• ρi partial density of the i-th species;

• qi is the mole-mass ratio of the i-th species;

Other possible variables used to define the composition of the gas mixture are the mass concentration yi
and the mole concentration xi defined as:

yi = Mi

M
(3.12)

xi = Ni

N
(3.13)

3.3.3 Five and Eleven Species Mixture
The reacting flow field downstream the bow shock provides for the presence of new species to be
considered. Mixture will be considered as composed by eleven different species:

N2, O2, NO,N,O,N
+, N+

2 , O
+, O+

2 , NO
+, e−

Ar,H2O and CO2 have been neglected since they are present in air at room temperature in small
fractions. The generic reaction can be expressed as:

Nspe∑
i

viAi = 0 (3.14)

Where Nspe is the total number of chemical species in the reaction, vi is the stoichiometric mole number
associated with species Ai. It is assumed positive for the products and negative for the reactants.
However, since the following thread is independent of number of constituents of mixture, for sake of
simplicity the treatment to obtain species concentration in this chapter will proceed considering an air
mixture of five species. The considered species are:

N2, O2, NO,N,O (3.15)

Five dissociation reactions for molecular oxygen will be considered:

O2 +O → 2O +O (3.16)

O2 +N → 2O +N (3.17)
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O2 +NO → 2O +NO (3.18)

O2 +O2 → 2O +O2 (3.19)

O2 +N2 → 2O +N2 (3.20)

Five dissociation reactions for molecular nitrogen:

N2 +O → 2N +O (3.21)

N2 +N → 2N +N (3.22)

N2 +NO → 2N +NO (3.23)

N2 +O2 → 2N +O2 (3.24)

N2 +N2 → 2N +N2 (3.25)

Five dissociation reactions for nitric oxyde:

NO +O → N +O +O (3.26)

NO +N → N +O +N (3.27)

NO +NO → N +O +NO (3.28)

NO +N2 → N +O +N2 (3.29)

NO +O2 → N +O +O2 (3.30)

Two exchange reactions:
NO +O → N +O2 (3.31)

N2 +O → N +NO (3.32)

The possible reactions which may occur in the eleven species mixture are shown in the Chemkin file[16]
in the appendix A.

3.3.4 Frozen, non-equilibrium and equilibrium flows
Generally, a flow field can be in an equilibrium, non-equilibrium or even a frozen state. Defining τf as
the characteristic time for a fluid element to traverse the flow field of interest (typically τf = L

V ) and τc
as the characteristic time for the chemical composition or internal energy to reach the equilibrium, the
different flow states can be distinguished as follow:

• if τf >> τc local equilibrium conditions may be assumed;

• if τf << τc frozen flow conditions may be assumed;

• if τf ∼ τc non equilibrium conditions may be assumed;

In the following sections, the effects and meaning of these states will be detailed.

Frozen flow

This condition implies no chemical change take place and since reactions do not occur, the composition
of the mixture remains unaffected by high temperatures. However, the specific heats of the various
molecules do change with temperature therefore mixture properties do not remain unchanged.

34



3.3 – High Temperature Effects

Chemical equilibrium flow

The chemical equilibrium condition occurs when species concentrations are time-independent and the
mixture composition is a function of temperature and pressure only. This state happens when number of
collision per unit time is high enough such that the time required by a reaction to occur is infinitesimal.

yi = yi(T, p) (3.33)

It has already been underlined that the concentration of the species will set out the thermodynamic
properties of the fluid. For a single species, specific enthalpy and specific energy are functions of
temperature only, so each species behaves as thermally perfect gas. For a gas mixture, the thermodynamics
properties depend on the concentrations of the single species[64].

h = (T, y1, y2...yNs) (3.34)

e = (T, y1, y2...yNs) (3.35)

cp = (T, y1, y2...yNs) (3.36)

cv = (T, y1, y2...yNs) (3.37)

In particular, the enthalpy of a gas mixture is:

h =
Ns∑
i=1

qi(H − εo)i +
Ns∑
i=1

qi(∆Hf )0
i =

Ns∑
i=1

yi(h− e0)i +
Ns∑
i=1

yi(∆hf )0
i (3.38)

Where the first term is the sensible enthalpy of the mixture, meanwhile the second one is the heat
of formation at absolute zero of the mixture[68]. The sensible enthalpy of the single species can be
evaluated using statistical mechanics[69] and it is function of temperature only. The heat of formation is
the heat of reaction for a reaction representing the formation of a chemical species from its elements.
However, the physics problem required to couple additional relations to Navier-Stokes equations, in order
to evaluate properly the flow field thermo-fluid dynamic state. Firsts relations are obtained by defining,
for any chemical reaction, a pressure equilibrium constant:

Kp =
Ns∐
i=1

pvii (3.39)

Kp is function of temperature and it can be obtained experimentally or by statistical thermo-dyanmics
calculus[70]. Considering the previous 17 reactions:

p2
O

pO2

= Kp1 = Kp2 = Kp3 = Kp4 = Kp5 = KpO2,diss
(3.40)

p2
N

pN2

= Kp6 = Kp7 = Kp8 = Kp9 = Kp10 = KpN2,diss
(3.41)

p2
NpO
pNO

= Kp11 = Kp12 = Kp13 = Kp14 = Kp15 = KpNO,diss (3.42)

pNpO2

pNOpO
= Kp16 (3.43)

pNpNO
pN2pO

= Kp17 (3.44)

Since the equations (3.43) and (3.44) can be obtained directly from the (3.40),(3.41) and (3.42) only
three of them are independent. Two more relations are needed to obtain mixture composition and they
can be found considering that, in absence of nuclear reactions, the mass of the chemical elements in the
mixture remains constant. Pointing out the table below: The elements of this table are defined as aie,is
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El\Sp O N NO O2 N2
O 1 0 1 2 0
N O 1 1 O 2

where "ie" is the element index and "is" is the species index. The number of particles of each element per
total mass must be conserved, therefore the following expression is achieved:

Nie

m
= const =

∑
is

aie,isNisNA

m
= Na

∑
is

aie,isqis (3.45)

where Nie is the number of particles of the i-th element Nis is the number of mole of the i-th species
and NA is the Avogadro’s number. Basically, the equilibrium composition of a gas mixture is defined
by Nspe −Nele equilibrium constant equations and Nele mass conservation equations. Furthermore, a
concentrations equilibrium constant is interchangeable with the pressure one. Since the composition of
the mixture is constant, the net chemical reaction rate d[Xi]

dt , defined below[11], is equal to zero.

d[Xi]
dt

= (d[Xi]
dt

)f + (d[Xi]
dt

)b = 0 (3.46)

where:

(d[Xi]
dt

)f = (v′′i − v
′

i)kf
Ns∏
j=1

[Xj ]v
′
j (3.47)

(d[Xi]
dt

)b = −(v′′i − v
′

i)kb
Ns∏
j=1

[Xj ]v
′′
j (3.48)

Therefore the net reaction rate is expressed as:

d[Xi]
dt

= (v′′i − v
′

i){ kf
Ns∏
j=1

[Xj ]v
′
j − kb

Ns∏
j=1

[Xj ]v
′′
j } (3.49)

Kf and Kb are respectively the forward and backward reaction rate and they are functions of temperature
only. The equation 2.49 is also called law of mass action. The chemical equilibrium state expects that:

kf

Ns∏
j=1

[Xj ]
v
′
j
eq = kb

Ns∏
j=1

[Xj ]
v
′′
j
eq (3.50)

the equilibrium constant based on concentration is:

Kc = kf
kb

=
∏Ns
j=1[Xj ]

v
′′
j
eq∏Ns

j=1[Xj ]
v
′
j
eq

(3.51)

Exploiting the relationship between molar concentration and partial pressure it follows:

pi = [Xi]RT (3.52)

Kc = kf
kb

=
∏Ns
j=1[pj ]

v
′′
j
eq∏Ns

j=1[pj ]
v
′
j
eq

( 1
RT

)
∑Ns

j=1(v′′j −v
′
j) = Kp(

1
RT

)
∑Ns

j=1(v′′j −v
′
j) (3.53)

The chemical rates constants can be measured experimentally but in some cases they can be calculated.
In this analysis the Arrhenius equation will be used:

kf = c1T
αe
−εa
kT (3.54)

where c1, α are constants which comes from experimental data meanwhile εa is the energy activation.
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3.3.5 Chemical Non equilibrium

Before reaching the equilibrium conditions, the gas mixture will always experience for a certain amount
of time, a relaxation phase, where its composition will be changing with time. During this phase, the
gas is in chemical non-equilibrium condition. Therefore, the state of chemical non-equilibrium expects
concentrations to be functions of time, pressure and temperature.

yi = yi(t, T, p) (3.55)

By reference to the previous sections, each reaction contributes to the rate of change of [Xi]:

d[Xi]
dt

=
Nr∑
r=1

(d[Xi]
dt

)r =
Nr∑
r=1

(v′′i − v
′

i)r{ kfr
Ns∏
j=1

[Xj ]v
′
jr − kbr

Ns∏
j=1

[Xj ]v
′′
jr} (3.56)

Where Nr is the number of reactions where the i-th species effectively reacts.

3.3.6 Internal energy and vibrational non-equilibrium

It has been frequently pointed out how thermodynamics properties are effected by species concentration.
However, energetic processes caused by high temperature effects may occur and modify the internal
energy of molecules[11]. According to the Born-Oppenheimer approximation the internal energy is
composed of four part:

ε
′ = ε

′

trans + ε
′

rot + ε
′

vibr + ε
′

el (3.57)

where:

• ε
′

trans is the translational energy owned by every atom or molecule. For pluri-atomic molecules, this
is the translational kinetic energy of the center of mass and it involves three degrees of freedom;

• ε
′

rot is the rotational energy and it exists for molecules only. It involves two degrees of freedom for
linear polyatomic and diatomic molecules, three for non linear polyatomic molecules;

• ε
′

vibr is the vibrational energy owned by molecules only. If an harmonic oscillator model with an
infinite number of vibrational energy levels is considered, the vibrational energy of a molecular
species per unit mass in equilibrium conditions is:

evi =
hvi
kB

e
hvi
kBT − 1

Ri (3.58)

where kB and h are respectively the Bolztmann and Planck constant. vi is the fundamental vibration
frequency of the molecule, it refers to the i-th vibrational energy level and it is different for different
molecules. As it can be observed in the previous formula, the vibrational energy is function of
temperature only;

• ε
′

el is the electronic energy. Sources of electronic energy are the translational motion electrons
along their orbit and the potential energy related to the electrons location in the electromagnetic
field created by the nucleus and the electrons. Since the motion is very complex, it is usually not
convenient to describe in terms of degrees of freedom;

Quantum mechanics states that each of four contributions to the internal energy is quantized, that is a
molecule owns only discrete values of energy.
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Figure 3.1: Schematic of energy levels for the different molecular energy modes[11].

High temperatures increase number of collision of molecules and can induce reaction but also a switch
from a quantized vibrational energy level to another one (the most probable is the transition of a single
quantum energy level to the adjacent level). The energy gained or lost by the molecules may result in a
decrease or increase in the translational kinetic energy of the molecules. As it will be shown, this is not
the only possibility of energy exchange.

Xi(v) +Xi(v
′)↔ Xi(v − 1) +Xi(v

′) + kinetic energy (3.59)

Xi is the generic species, v and v’ are respectevely the v-th and v’-th vibrational energy level. Since the
vibrational energy level are no more the same, a non-equilibrium condition occurs and the vibrational
rate equation is given by: (

devi
dt

)
V−T

= ev,eqi − evi
ti

(3.60)

The time rate is of change of evi is proportional to the difference between the equilibrium state of vibrational
energy and the new state of non-equilibrium, and it is inversely proportional to the vibrational relaxation
time tV−Ti . The non-equilibrium state will result in a transitional phase where the vibrational energy
changes till, a new equilibrium state is reached (for large times). The previous expression takes into
account only reactions where vibrational energy is converted to translational energy. However this is not
the only possible mechanism of vibrational energy exchange, indeed, a vibrational-vibrational energy
exchange may also occur (V-V transfer). For example if an anharmonic oscillator model is used, there is
an effective energy excess:

Xi(v) +Xi(v
′)↔ Xi(v − 1) +Xi(v

′ + 1) + kinetic energy (3.61)

as well as for different reacting species, since different species involve different spacing among energy
levels:

Xi(v) +Xj(v
′)↔ Xi(v − 1) +Xj(v

′ + 1) + kinetic energy (3.62)
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Meanwhile, in case of harmonic oscillator model, since the spacing between two adjacent vibrational
energy levels is constant, there is no energy excess.

Xi(v) +Xi(v
′)↔ Xi(v − 1) +Xi(v

′ + 1) (3.63)

Figure 3.2: schematic of energy levels for three different chemical species[11].

The contribution of V-V transfer is added to that of the V-T transfer in the global vibrational rate
equation of the species i: (

devi
dt

)
= ev,eqi − evi

dt
+
(
devi
dt

)
V−V

(3.64)

3.3.7 Chemical effects in air

In conclusion, high temperature are needed to observe important thermo-chemical effects in a mixture.
The figure 5.23 illustrates the temperature ranges of dissociation and ionization in air at a pressure of
1 atm. When temperature reaches values of 800 K the vibrational energy of a molecule become significant.
After 2000 K the dissociation of O2 starts, while N2 starts at 4000 K. Above 9000 K, ionization of N2
and O2 occurs and plasma is present, consisting mainly of O, O+, N , N+ and electrons. Between 4000
and 6000 K a small amount of NO is formed, some of which is ionized giving origin to NO+ and free
electron. However, the small number density of electrons generated by the ionization of NO may be
sufficient to cause communications blackout[11]. The figure 3.4 denotes the region where these effects
are important, showing the flight path of a lifting entry body in function of speed, altitude and the lift
parameter m

CLS
.
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Figure 3.3: Range of vibrational excitation, dissociation and ioniziation for air at 1 atm pressure [11]

Figure 3.4: Velocity-altitude map with regions of vibrational excitation, dissociation and ionization[12]

The entry flight path crosses major sections of the velocity-altitude map meeting important chemical
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reactions and vibrational excitation phenomena. This is just an example of how significant high
temperature effects are for body travelling at hypersonic speed.

3.4 Governing equations for chemically reacting viscous flow
In the present section, all the consequences of chemical and vibrational non-equilibrium will be highlighted
for a chemically reacting viscous flow[11].

3.4.1 Momentum and continuity equations
The momentum and continuity equations are apparently, purely mechanical in nature and they seem
to be not affected by chemical reactions. However, this is not totally true for momentum equations.
Precisely, in a chemical reacting gas, the mechanism of diffusive transport of momentum involves a
gas viscosity coefficient which depends upon the presence of the each single species in the mixture. A
possibility to derive the viscosity coefficient is the approximate Wilke’s rule:

µ =
∑
i

Xiµi∑
j XiΦij

(3.65)

with

Φij = 1√
8

(
1 + Mi

Mj

)− 1
2
1 +

(
µi
µj

) 1
2 (Mj

Mi

) 1
4

2

(3.66)

However, as it will be described later, a different model will be applied in the commercial software to
compute the viscosity coefficient.

3.4.2 Additional mass equations
For chemically reacting viscous flows, under the assumption of chemical non-equilibrium, balance
equations for mass of single species must be taken in account. Considering a control volume fixed in
space, the mass of the i-th species can change in time if:

• there is a net flux of the i-th species through the surface surrounding the control volume;

• there is a production or extinction of the i-th species inside the control volume due to the chemical
reactions;

• there is a net diffusive flux of the i-th species through the surface surrounding the control volume;

Therefore the additional equations in integral form are:

∂

∂t

∫
V
ρidV +

∫
S

Jmi · ndS +
∫
S
ρiv · ndS =

∫
V

Ωch
i dV (3.67)

Ωch
i is the local rate of change of rhoi due to chemical reactions and it is linked to the rate of change of

concentration, since:
[Xi]Mi = ρi (3.68)

and

Ωch
i = dρi

dt
= Mi

d [Xi]
dt

= Mi

Nr∑
r=1

(d[Xi]
dt

)r =
Nr∑
r=1

(v′′i − v
′

i)r{ kfr
Ns∏
j=1

[Xj ]v
′
jr − kbr

Ns∏
j=1

[Xj ]v
′′
jr} (3.69)

Jmi are the species-mass diffusive fluxes and they are related to the corresponding diffusion velocities wi

Jmi = ρiwi (3.70)
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Since the total mass cannot diffuse:
Ns∑
i=1

Jmi =
Ns∑
i=1

ρiwi = 0 (3.71)

This implies that only Ns-1 balance equations are independent and can be added to the set, while the
Ns-th mass species is obtained by differencing. Furthermore, the species-mass diffusive fluxes can be
expressed as combination of temperature, pressure, and concentration gradients:

Jmi = −ρDiOyi + 1
T
DT
i OT + 1

p
Dp
iOp (3.72)

Di is the multi-component diffusion coefficient and it is related to the binary diffusion coefficients Dij .
The former expresses the capacity of the i-th species for diffusing in the mixture, while the latter is index
of the capacity for diffusion of the i-th species in the j-th one.

Di = 1−Xi∑
j
Xj
Dij

(3.73)

It is assumed that the effects of pressure diffusion mechanisms are not very strong, hence they are
neglected. The governing equation for the i-th species in conservative differential form is:

∂ρi
∂t

+ O · (ρiv) + O · Jmi = Ωch
i (3.74)

3.4.3 Additional energy equations
If the flow is in a vibrational non-equilibrium state, it is necessary to add equations to consider this
effect. In particular, defining evi as the vibrational energy of the i-th species per unit mass of the i-th
species, an additional equation can be derived:

Devi
Dt

= ∂evi
∂t

+ v · Oevi = ev,eqi − evi
τV−Ti

(3.75)

The equation has been obtained by following an element of fixed mass along its trajectory. To obtain a
conservative form is sufficient multiply the previous equation for ρi and to add the continuity equation
multiplied for evi :

ρ
Devi
Dt

+ evi

[
∂ρ

∂t
+ O · (ρv)

]
= ∂ρevi

∂t
+ O · (ρevi v) = ρ

ev,eqi − evi
τV−Ti

(3.76)

In this case the conservative variable is ρevi . This choice is due to the numerical problem which may
derived by using ρievi when the i-th species is completely or almost completely dissociated. Precisely,
when this variable is chosen, to obtain the internal vibrational energy evi it is necessary to divide the
conservative variable ρievi by ρi and such a ratio is a 0/0 form.

3.4.4 Energy transport governing equation
For a chemically reacting gas, there is an energy transport due to diffusion and not only convection and
conduction. The i-th species transports with itself enthalpy of the i-th species so that the diffusive flux
of energy is:

(qD)i = −hiρDimOyi (3.77)
Since there are several species in the mixture, the net flux of energy due to the diffusion is the sum of all
the species contributions:

qD = −
Ns∑
i=1

hiρDimOyi (3.78)

Therefore the final form of the energy equation is:

∂E

∂t
+ O · [(E + p)v]− O · (τ · v)− O ·

(
kOT +

Ns∑
i=1

hiρDimOyi

)
= 0 (3.79)
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3.4.5 Final equations
In conclusion, the set of equations which characterized a chemically reacting viscous flow in vibrational
and chemical non-equilibrum are:

∂ρ
∂t + O · ρv = 0

∂ρv
∂t + O · ρvv = −Op+ O · τ

∂E
∂t + O · [(E + p)v]− O · (τ · v)− O ·

(
kOT +

∑Ns
i=1 hiρDimOyi

)
= 0

∂ρi
∂t + O · (ρiv + Jmi) = Ωch

i
∂ρevi
∂t + O · (ρevi v) = ρ

ev,eqi −evi
τV−Ti

(3.80)

where:

E = ρ

{
Ns∑
i=1

[
yi
(
etri + eroti + evibri + eeli + (∆hf )0

i

)]}
+ ρ

1
2
(
u2 + v2 + w2

)
(3.81)

h = ρ

{
Ns∑
i=1

[
yi
(
etri + eroti + evibri + eeli +RiT + (∆hf )0

i

)]}
(3.82)

3.5 Numerical Solution: Finite Volume Method

3.5.1 Introduction
Since the problem cannot be solved analytically, a numerical, but sufficiently accurate solution is required.
The Finite Volume Method allows to obtain a numerical approximate solution by transforming the set of
partial differential equations over differential volumes into discrete algebraic equations over finite volumes
(or cells). The algebraic system is then solved to compute the values of the fluid dynamic variable for
each of the elements. This method is preferred for several reasons[71]:

• some of the terms in the conservation equation are turned into face fluxes and evaluated at the
finite volume faces. Since the flux entering a given volume is identical to that leaving the adjacent
volume, the method is strictly conservative;

• the method can be formulated in the physical space on unstructured polygonal meshes. These
characteristics have made the FVM quit suitable for the numerical simulation of a variety of
applications involving fluid flow and heat and mass transfer.

Nevertheless, the used discretization procedure involves two basic steps. The first step provides for an
integration of the partial differential equations into a system of linear algebraic equations and then
they are transformed into balance equations over an element. The surface and volume integrals changes
into discrete algebric relations over elements by using an integration quadrature of a specified order of
accuracy. The result is a set of semi-discretized equations. The second step provides for an approximation
of the variables within the element by means of interpolation profiles and supply a relationship among
the surface values of the variables to their cell values. In both steps, the applied approximations affect
the accuracy and robustness of the numeric results.

3.5.2 Time-dependent technique, Hyperbolic problem
Since the current study is focused on a HCM in en-route condition, a steady state analysis will be
carried on. However the difficulty in solving the flow field surrounding the missile resides in the nature of
governing equation for this kind of flow. The shock layer of a blunt body is a particular flow where the
subsonic and supersonic regions are divided by a sonic line. The assumptions for a steady flow make the
governing equations mathematically elliptic for subsonic regions and hyperbolic/parabolic for supersonic
ones. Numerical methods suitable for the subsonic flow region are inadequate for the supersonic one
(and vice versa) and this make the solution very though to obtain. A different approach is currently
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used to solve the unsteady equations regardless whether the flow is locally subsonic or supersonic [71].
The ”time− dependent” approach starts from an arbitrary initial conditions and it calculates the steady
flow solution as the asymptotic limit at large times.

3.5.3 Equations
The finite volumes method uses the integral form of the governing equations as a starting point. In
this section only the mass, momentum and energy equations are considered, in order to provide an
introduction to the Finite Volume Method while the full solution method will be detailed in the following
chapter. The set of differential partial equations are:

∂

∂t

 ρ
ρv
ρE

+ O ·

 ρv
ρvv + pI− τ

(ρE + p)v− τ · v− kOT −
∑Ns
i=1 hiρDimOyi

 =

0
0
0

 (3.83)

The set of previous equations will be expressed,for the sake of simplicity, with one vectorial equations:

∂U
∂t

+ O · (F−G) = 0 (3.84)

where:

U =

 ρ
ρv
ρE

 (3.85)

F =

 ρv
ρvv + pI
(ρE + p)v

 (3.86)

G =

 0
τ

τ · v + kOT +
∑Ns
i=1 hiρDimOyi

 (3.87)

U is the conservative variables vector, F and G are respectively the inviscid and diffusive fluxes vector.
The FVM involves to apply the integral form of the governing equations to each cells/volume. Therefore,
for the i-th volume the equation becomes[72]:

∂

∂t

∫
Vi

UdV +
∫
Si

(F−G) · ndS = 0 (3.88)

Considering the mean value of the conservative variables over the i-th volume, and splitting the integral
over the cell surface in a sum of integrals over the surfaces which compose the cell contour, it follows:

Ui = 1
Vi

∫
Vi

Udv (3.89)

∂UiVi
∂t

+
∑
surf

∫
surf

(F−G) · nds = 0 (3.90)

if the volume is sufficiently small, the surrounding surface can be thought as composed by plane elements.
The flux terms can be approximated as uniform over these planes:

∂UiVi
∂t

+
∑
surf

(F−G) · n∆S = 0 (3.91)

This equation (set of equations) (3.91) is the general starting point for applying the finite volume method.
Details about the adopted numerical schemes for fluxes and time discretization are specified in the
following chapter.
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Chapter 4

Computational modeling and
procedures

4.1 Intro
The present chapter gives an overview of the computational model and the numerical procedures adopted
to obtain a solution of the flow field surrounding an hypersonic cruise missile in en-route condition. The
research is carried out in the area close to the nose for different reasons:

• it is the region where thermo-chemical effects take origin due to the critical temperature and
pressure downstream the shockwave;

• an investigation on the flow field surrounding the whole missile would have been computationally
expensive;

• to avoid low accuracy of the solution since different length scales in the grid entail the spread of
numerical errors.

The missile blunt nose defines the flow field properties (shape of the shockwave, heat fluxes) therefore
a detailed knowledge of the fluid dynamic variables is essential for an accurate prediction of the heat
transfers in that region.

4.2 Software
The analysis will be accomplished using a commercial CFD code. The software used in this work is
STAR-CCM+ v14.06.013 , a commercial Computational Fluid Dynamics based simulation software
developed by Siemens Digital Industries. It offers the capabilities to model and analyse a wide range of
engineering problems involving fluid flow, heat transfer, stress, particulate flow, electromagnetics and
related phenomena. The software will be used to model an hypersonic chemically reacting flow.

4.3 Geometry
Geometry strongly affects the hypersonic flow field and in particular the features of the shockwave.
The subsonic pocket is the most critical area where the highest temperature and pressure are reached.
Hypersonic missiles are cruise and acceleration vehicles, therefore they are slender and they fly at small
angles of attack to reduce the wave drag. Consequently, the subsonic pocket in front of the nose is small
sized. Furthermore,the nose missile requires to be blunted due to the maximum heat flux at wall at the
stagnation region. The flux in that point varies inversely with the square root of the nose radius and to
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decrease the stagnation point heating, the nose radius must be sufficiently high[73].

qw ∝
1√
R

(4.1)

Since the missile geometry needs to meet these requirements it is characterized by:

• A nose radius of 0.02 m;

• A ramp tangent to the nose which extends over 0.65 m up to a height of 0.16 m.

The dimensions of ramp and nose have been obtained by considering pictures and lengths of Kinzhal,
previously shown in Chapter2.

Figure 4.1: Missile profile sketch

Starting from the sketch of the nose profile, a revolving feature has been executed. The result is
shown below.
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4.3 – Geometry

Figure 4.2: Missile frontal part

4.3.1 Computational Domain

Flow field is axisymmetric, therefore the CFD analysis will be carried out in a two-dimensional domain
obtained by a section containing the missile axis. Considering that the physical problem involves the
presence of a shock wave, an opportune domain must be employed to evaluate properly the fluid dynamics
field. Concerning the inflow boundary, two different philosophies can be adopted[74]. The first one
is the "shock capturing" where the outer boundary is outside the bow shock wave which comes out
automatically from the flow field solution as a rapid change of the flow properties within a certain number
of grid points. The other one is the "Shock fitting" approach where the shock is treated explicitly as a
discontinuity and it constitutes the outer boundaries. Only the region of the flow field between the shock
and body is computed using the discretized equations, while the bow shock defines the moving outer
boundary. This technique is very helpful to compute supersonic and hypersonic flows and it produces
"clean" results that are unaffected by the numerical problems of capturing the discontinuity in a finite
number of points as it occurs using the first approach. However, the shock fitting philosophy is rather
complicated to apply owing to the set up to detect and track down discontinuities. In addition, it is
potentially not very robust in practical applications therefore it won’t be used in this analysis [75] .
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Figure 4.3: Computing Domain

Hence, according the shock capturing approach, the computing domain needs to enclose the shock
wave and therefore it has the following geometric characteristics:

• it extends along the axis direction from -0.006 m the nose to 0.65 m over;

• an arc with a radius of 0.0522 m from the point in x=-0.006 on the missile axis up to the point of
coordinates x = 0.0299 m y = 0.047 m;

• a linear ramp tangent to the arc which extends up to the point of coordinates x = 0.65 m and
y = 0.25 m

4.3.2 Mesh

The mesh is a discretized representation of the geometric domain. The domain can include real-world
geometry (missile body), its content, and its surrounding environment. In the present case, the mesh
includes only the surrounding environment defined by the computing domain described in the previous
section. Computational mesh is not totally arbitrary, but it requires to be differently generated depending
on the problem. The numeric grid must be sufficiently fine to describe accurately the shock wave shape
and to compute the main features of the flow field. In addition, very variable dimensions among cells
and skewed shape may introduce numerical errors and reduce the accuracy of the solution[71]. Several
simulations has been executed with different meshes to find the most suitable grid which guarantee a
proper shock wave shape and reliable results. Among the several possibilities offered by the solver for
two-dimensional problems, polygonal and quadrilateral grid with adaptive refinements have been initially
used to test the quality of the results. The gradient of Mach number was the parameter chosen to refine
the grid. Nevertheless the solution showed a skewed shape of the shock wave and Carbuncle instabilities
in the proximity to the axis.
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4.3 – Geometry

Figure 4.4: Polygonal grid in missile nose area Figure 4.5: quadrilateral grid in missile nose area

Figure 4.6: Carbuncle instability in temperature field
for polygonal grid

Figure 4.7: Carbuncle instability in temperature field
for quadrilateral grid

After several attempts, in order to achieve a detailed and accurate solution and damping instabilities,
a directed grid has been employed with the following features:

• one sided geometric spacing distribution along the axial direction with a spacing at start (at wall)
equal to 5.0E-5 m;

• 200 divisions along the axial direction;

• one sided geometric spacing distribution along the tangent direction at wall with a spacing at start
(axis) of 2.0E-4 m;

• 250 divisions along the tangent direction at wall;

these values of spacing distributions and divisions have been chosen not only to guarantee a proper bow
shock shape but to dampen the Carbuncle instability[76].
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Figure 4.8: Directed grid in missile nose region

4.3.3 Final domain and mesh
However, once the shockwave position had been known after the firsts simulations, a spline has been
imported to enclose the shock layer and reduce the computational effort by decreasing the domain size.

Figure 4.9: Reduced Domain

Furthermore, to achieve a better accuracy of the solution, a new mesh has been created. The mesh
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has been structured as follow:

• one sided hyperbolic spacing distribution along the axis direction with a spacing at start equal to
5.0E-5 m;

• 100 divisions along the axial direction;

• one sided geometric spacing distribution along the tangent direction at wall with a spacing at start
(axis) of 2.0 E-4 m;

• 250 divisions along the tangent direction at wall.

The main difference from the previous mesh is the one sided hyperbolic distribution which has been
chosen to avoid negative volume at wall, distorted cells and overflows in the computation of the solution.

4.4 Physics model set up
STAR-CCM+ provides a large variety of physics models to choose from. The following section covers
the physics models chosen for the purposes of this investigation:

• Axisymmetric;

• Complex chemistry;

• Coupled Energy;

• Coupled flow;

• Coupled species;

• Gradients;

• Ideal gas;

• Laminar;

• Radiation;

• Participating media Radiation;

• Gray Thermal Radiation;

• Multi-component gas;

• Reacting ;

• Reacting species transport;

• Solution interpolation;

• Steady.

Each of them will be detailed in the following subsections.

51



Computational modeling and procedures

4.5 Axisymmetric and steady
Since the analysis is focused on a HCM in en-route phase, with an angle of attack equal to zero, the solver
will be set to develop a steady and axisymmetric simulation. Time models in Simcenter STAR-CCM+
provide solvers that control the iteration and/or unsteady time-stepping. The steady model is used for
the steady-state calculations and when it is activated, the concept of a physical time-step is meaningless.
Space models instead, provide methods for computing and accessing mesh metrics. Example of mesh
metrics include cell volume and centroid, face area and centroid, cell and face indexes, and skewness
angle. The adopted Axisymmetric model allows to work on two-dimensional axisymmetric meshes. When
the model is used, the mesh requires to be oriented such that no part of the mesh can be below the
axis of symmetry, and the boundary edge that lies along the axis must be of type Axis. For boundary
conditions and reporting purposes, the mesh is assumed to be swept through an angle of 1 radian and
volumetric or area quantities reported for the Axisymmetric model are assumed to be for a 1-radian
sector. Therefore to obtain the value of a quantity for the full revolution, it is necessary to multiply the
reported quantities by 2π radians[77].

4.6 Laminar model
Viscous regime models allow to characterize the particular Reynolds dependent flow field. In fluid
dynamics, laminar flow is characterized by fluid particles moving along smooth paths in layers, with
each layer moving smoothly past the adjacent layers with little or no mixing. It is an high viscosity and
low velocities regime, where diffusive phenomena damp out turbulent tendencies. The analysis expects
that the nose of the HCM is a stagnation area from which boundary layer develops. This consideration,
combined with the conditions downstream the shockwave, make the region of interest in the investigation
characterized by a laminar regime.

4.7 Ideal gas and Multi-component gas
Material models are responsible for managing the material, that is, substance or substances being
simulated in the domain. The multi-component mixture material model is the one used in the current
analysis to describe the eleven species mixture. Multi-component material models are single-phase
models for simulating fully miscible mixtures of two or more pure substances in the same phase. In
particular, the Multi-Component Gas model manages a Gas Mixture material (that is, a miscible mixture
of two or more pure substances in the gaseous phase). In addition, the ideal gas model expects for each
mixture component that density is a function of pressure and temperature only:

ρi = pi
RiT

(4.2)

where
Ri = R

Mi
(4.3)

R is the universal gas constant [8314,4 J
kmolK ] and MI is the molecular weight of the i-th species. The

transport and thermo-dynamical properties of the mixture will be obtained through different approaches
and models described in the following subsections. Data required to compute the transport species
properties have been taken by the STAR-CMM+ database [77].

4.7.1 Molecular Weight
Molecular weight mixture Mm is computed through the Mixture Method. The mixing law is:

Mm = 1∑
i
Yi
Mi

(4.4)

Mi and Yi are respectively the molecular weight and the mass fraction of species i.
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4.7.2 Dynamic Viscosity
The dynamic viscosity of the mixture µ is computed starting from the viscosity of the single species by
using the Mathur-Saxena average[78]:

µ = 1
2

 N∑
1
Xiµi +

(
N∑
1

Xi

µi

)−1 (4.5)

while the dynamic viscosity of the species i µi is calculated by the Chapman-Enskog method:

µi = 2.6693x10−6
√
MiT

σ2
i Ω(T ∗) (4.6)

where:

• T ∗ = kT
εi

is the reduced temperature;

• k is the Boltzmann constant

• εi is the potential energy of attraction of component i;

• Ω(T ∗) is collision integral

• µi is the viscosity of the i-th species

• Mi is the molecular weight of the i-th species

• T is temperature

• σi is the collision diameter of the i-th species

4.7.3 Diffusive effects
The diffusive fluxes have been modeled for each species considering not only species concentration
gradients but also temperature gradients (Soret Effect) [79].

Ji = ρDiOYi + ρ
Di,t

T
OT (4.7)

4.7.4 Molecular Diffusivity
Molecular diffusivity of the i-th species is computed through the Kinetic Theory, taking into account
mechanisms of multicomponent diffusion. The molecular diffusivity Di is defined as:

Di = 1−Xi∑N
j=1,j /=i

Xj
Dj,i

(4.8)

Xi is the mole fraction, Dj,i is the binary diffusivity of components i and j. Binary diffusivity coefficients
are obtained through a relation based on Chapman-Enskog method [80]:

Dj,i = 2.66x 10−7T
3
2

pM
1
2
j,iσ

2
j,iΩ(T ∗)

(4.9)

where:
Mj,i = 2MjMi

Mj +Mi
(4.10)
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p is the absolute static pressure. In this case the reduced temperature T ∗ is defined as:

T ∗ = kT

εj,i
(4.11)

and εj,i is the characteristic Lennard-Jones energy for the pair j-i and it is a function of the potential
energy εj specified for each species. The thermal diffusion coefficient Di,t of the i-th species is computed
using the thermal diffusion ratio Kt,ij defined as[81]:

Kt,ij = 15
2

(2Ai,j + 5)(6Ci,j − 5)
Ai,j(16Ai,j − 12Bi,j + 55)

Mi −Mj

Mi +MJ
XiXj (4.12)

with[82]:

Ai,j = 1
2

Ω(2,2)
i,j

Ω(1,1)
i,j

(4.13)

Bi,j = 1
3

5Ω(1,2)
i,j − Ω(1,3)

i,j

Ω(1,1)
i,j

(4.14)

Ci,j = 1
3

Ω(1,2)
i,j

Ω(1,1)
i,j

(4.15)

Ωi,j is the collision integrals between component i and j. M is the molecular weight. The thermal
diffusion coefficient is given as:

Di,t = Di
Mi

Mm

N∑
j=1

Kt,ij (4.16)

Mm is the molecular weight of the mixture.

4.7.5 Thermal Conductivity
As well as dynamic viscosity, thermal conductivity λ has been computed using the Mathur-Saxena
averaging method[83]:

λ = 1
2

 N∑
1
Xiλi +

(
N∑
1

Xi

λi

)−1 (4.17)

and the thermal conductivity of the species i λi is calculated through kinetic theory method:

λi = µi
MI

(ftranscv,trans + frotcv,rot + fvibcv,vib) (4.18)

where[81, 84]:

ftrans = 5
2

[
1− 2

π

cv,rot
cv,trans

A

B

]
(4.19)

frot = ρDi

µi

[
1 + 2

π

A

B

]
(4.20)

fvib = ρDi

µi
(4.21)

A = 5
2 −

ρDi

µi
(4.22)

B = zrot + 2
π

(5
3
Cv,rot
Ru

+ ρDi

µi

)
(4.23)
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cv,trans = 3
2Ru (4.24)

zrot = zrot(298)F (298)
F (T ) (4.25)

F (T ) = 1 + π
3
2

2

( ε
k

T

) 1
2

+
(
π2

4 + 2
)

ε
k

T
+ π

3
2

( ε
k

T

) 3
2

(4.26)

if the molecule is linear:

cv,rot = R (4.27)

cv,vib = cv −
5
2R (4.28)

cv is the specific heat at constant volume of the molecule. The rotational relaxation collision number
Zrot is a parameter available at 298K [85].

4.7.6 Specific Heat

Specific heat of the mixture is obtained through a mass-weighted method:

cpm =
N∑
i=1

yicpi (4.29)

cpi is the specific heat of the i-th species. The specific heat of each component is modeled through
thermodynamic polynomial data[15] specified in appendix A. The polynomial adopted properly describes
the dependence on temperature of the specific heat and the energetic phenomena which may occur at
high temperatures, defined in the previous chapter.

Figure 4.10: Dimensionless Specific Heat of e−
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Figure 4.11: Dimensionless Specific Heat of O+

Figure 4.12: Dimensionless Specific Heat of NO+

Figure 4.13: Dimensionless Specific Heat of N+
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Figure 4.14: Dimensionless Specific Heat of N+
2

Figure 4.15: Dimensionless Specific Heat of O+
2

Figure 4.16: Dimensionless Specific Heat of O
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Figure 4.17: Dimensionless Specific Heat of N

Figure 4.18: Dimensionless Specific Heat of NO

Figure 4.19: Dimensionless Specific Heat of O2
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Figure 4.20: Dimensionless Specific Heat of N2

4.8 Reacting and Reacting species transport
High temperatures trigger chemical processes and the genesis of new species in the flow field. Reacting
model properly formulates mixing and reacting of chemical species when certain conditions occur. The
reacting species transport model is adopted to couple the conservation equations for all species in a
mechanism, including the chemical source term, with the fundamental equations of fluid dynamics. The
general species transport equation is formulated as follow:

∂

∂t
ρYi + ∂

∂xj
(ρujYi + Fk,j) = ωi (4.30)

where Fk,j is the diffusion flux component and source term ωi is the rate of production of species i. The
transport equations will be solved for each species in the mixture less one, since the continuity equation
must be respected. This implies that the mass fraction of the last species is calculated by difference.
Therefore, the sequence with which species properties and reaction data have been inserted in the
software has not been arbitrary but it had to take account of catastrophic cancellation. Incorporation of
data has been carried out considering the amount of species particles in the mixture: molecular nitrogen
data have been the lasts inserted for the analysis while the electrons data have been the firsts. The order
of incorporation of data is shown below:

e−, O+, NO+, N+, N+
2 , O

+
2 , O,N,NO,O2, N2

4.8.1 Complex Chemistry
STAR-CCM+, supplies a ODE (Ordinary Differential Equation) solver for integrating the mass fraction
species and to obtain the source terms in transport equations. The Complex Chemistry model is suitable
for introducing detailed chemistry information to the CFD simulation and it is able to handle hundreds of
reactions among hundreds of species, hence the term Complex Chemistry. Given the nature of the solver
(ODE solver) this particular model can manage stiff systems. Detailed reaction mechanisms information
about species, reactions and thermodynamic properties are supplied to the model by complex chemistry
definition files (see 6). In particular, the file contains information about:

• chemical elements;

• chemical species;

• chemical reactions;
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• Arrhenius coefficients (Activation energy, temperature exponent, third body efficiency, pre-exponent
coefficient.

The operator algorithm performs the time integration of the chemical state (species mass fractions Yi
and temperature T ) in two steps, taking advantage of the different time scales involved for the chemical
reactions and the flow field:

1. the chemical state is integrated, at the beginning of each time-step, in each CFD cell from
state(Yi, T, P )n to (Yi, T, P )∗, where only chemical source terms have been taken into account:

Y ∗i = Yi +
∫ τ

0
ri (Y, T, p) dt (4.31)

Y ∗i is the mass fraction at the end of a time integration τ ,ri is the reaction rate defined in the
previous chapter, Y is the mass fraction vector, and T is temperature.

2. the species transport equations are solved with the explicit reaction source term ωi:

ωi = ρ

(
Y ∗i − Yi

τ

)
(4.32)

ρ is the density;

The two equations (4.31) and (4.32) represent the average rate of change of the species in the cell over the
time-step τ . When running with the Steady State model, an artificial chemistry time step is introduced
which is based on time residence in the cell:

τ = m

ṁ
FCFL (4.33)

The residence time in a cell is defined as:
τres = m

ṁ
(4.34)

It follows:
τ = τresFCFL (4.35)

τ is approximately the residence time in the cell multiplied by the CFL scaling factor FCFL (in these
investigations is set to 1). The introduction of the chemical time can be understood as the characteristic
time of an average reaction. This method results very helpful to reduce the stiffness of the system.
CVODE[86] is the solver used to integrate the stiff chemistry over a time-step τ . The equations that
are integrated in the solver correspond to:

dYi
dt

= ri (4.36)

dT

dt
= −

∑n
k=1 ṙihi
cp

(4.37)

where t is time, T is temperature, n is the number of species, ρ is the density, hi is the enthalpy, cp is
the specific heat. Since the chemical source term, ω, is calculated repeatedly as the ODE solver iterates
for each cell, the cost of solving the ODE is expensive and the Clustering computational acceleration
method is used[87]. Clustering reduces the computational expense of complex chemistry calculations by
averaging together cells with similar chemical compositions, integrating the reduced ODE set, and then
interpolating the clusters back to the cells.
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4.9 Thermal radiation

4.9.1 Radiative Transfer Equation
All matter that has a temperature greater than absolute zero emits radiation, thus, the Radiation model
has been applied to taking into account the radiative effects of high temperature gas mixture in the
investigation. It allows to implement in the analysis, radiative transfer and radiation spectrum models.
Participating media radiation is the radiative transfer model adopted and it describes the ability of
media and particles to absorb, emit or scatter thermal radiation. Grey thermal radiation is the spectral
model chosen for the investigations and it defines the radiation properties as wavelength-independent,
therefore they will result the same over the entire thermal spectrum. This means that only a single
radiative transfer solution is necessary for the full thermal spectrum. The radiative transfer equation
models all the mentioned phenomena[88]:

dI

ds
= −βI + kaIb + ks

4π

∫
4π
IΩdΩ (4.38)

where:

• I is the radiative intensity;

• Ib is the black body intensity;

• s is the distance in the Ω direction;

• β is the estinction coefficient defined as:

β = ka + ks (4.39)

• ka is the absorption coefficient ;

• ks is the scattering coefficient;

• Ω is the solid angle;

The black body intensity is obtained by using the following formula[89]:

Ib = 2C1

λ5(eC2
λT
−1)

(4.40)

C1 = 0.595522x 10−16 Wm2

s
(4.41)

and
C2 = 0.01439mK (4.42)

Since the mixture has several components, the absorption coefficient ka is:

ka =
N∑
i

kai (4.43)

The equation is valid for a fixed wavelength , however the Grey thermal model presumed the properties
wavelength-independent. The previous equation is subjected to the boundary condition:

I = εwIb + ρw
π

∫
n·s′<0

I(s′)|n · s′|dΩ (4.44)

with:

• εw is the emissivity coefficient
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• ρw is the reflectivity coefficient

• s′ is the incoming ray direction;

• n is the outgoing surface normal;

• n · s′ is the cosine of any incoming director and the surface normal.

The radiant heat flux in a particular direction qr is calculated using the integration of the radiant
intensity over all solid angles and over the wavelength spectrum:

qr(r) =
∫ ∞

0

∫
4π
I(s)sdΩdλ (4.45)

4.9.2 Discrete Ordinate Method
The Discrete Ordinate Method (DOM) is the tool used to transform the RTE for a grey medium into a
set of simultaneous partial differential equations. DOM provides for the discretization of the radiative
intensity over a directional variation, therefore the solution to the transport problem is obtained by
solving the RTE for a set of directions, spanning the total solid angle range of 4π. The method results
in a simply differencing of the directional dependence of the equation of transfer. Integrals over solid
angle are approximated by numerical quadrature. The discrete ordinates may be carried out to any
arbitrary order and accuracy, although the mathematical formulation of high-order is considerably less
involved. In the DOM, the radiative transfer equation is solved for a set of n different directions s′i with
i = 1, 2....n and the integrals over direction are replaced by numerical quadratures, that is:∫

4π
f(s′)dΩ '

n∑
i=1

ωif(s′) (4.46)

ωi are the quadrature weights associated with the directions si. Thus, RTE is approximated by a set of
n equations (one for each discretized direction),

∂I

∂s′
= kaIb − βI + ks

4π

n∑
j=1

ωjI(s′)Φ(r, s′j, s′i) (4.47)

subject to the boundary conditions:

I = εwIb + ρdw
π

∑
n·s′j<0

ωjI(s′)|n · s′j| (4.48)

The scattering is present, therefore an iterative procedure is required to obtain a solution. Once the
intensities have been determined the radiative heat flux is readily calculated inside the medium or at a
boundaries:

q(r) =
∫

4π
Is′dΩ '

n∑
i=1

ωiIis′i (4.49)

One the radiation solution is obtained, it will be coupled to the fluid dynamic solution through the
divergence of the radiative heat flux:

O · qr =
∫

4π
IdΩ '

n∑
i=1

ωiIi (4.50)

The choice of quadrature scheme is not arbitrary: restrictions on the directions s′ and quadrature weights
ωi may arise from the desire to preserve symmetry(invariant after any roation of 90°) and to satisfy
certain conditions: ∫

4π
dΩ = 4π =

n∑
i=1

ωi (4.51)
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∫
4π

s′dΩ = 0 =
n∑
i=1

ωis′i (4.52)

∫
4π

s′s′dΩ = 4π
3 δ =

n∑
i=1

ωis′is′ (4.53)

∫
n·s′j<0

|n · s′j|dΩ =
∫

n·s′j>0
|n · s′j|dΩ = π =

∑
n·s′j>0

n · s′jωi (4.54)

δ is the unit tensor. The set of ordinates and weights that satisfy the all previous requirements have
been given by [90].

4.9.3 Electromagnetism
Given the aim at evaluating the effect of the presence of electrically charged particles in the flow field, the
Elctromagnetism model had been applied to describe their interactions in terms of electric and magnetic
field. The fundamental equations which properly model electromagnetic phenomena in a continuum field
are the Maxwell’s equation[91]:

∂B
∂t

+ OxE = 0 (4.55)

∂D
∂t
− OxH = −J (4.56)

O · J = ρ (4.57)

O ·B = 0 (4.58)

where:

• ρ is the electric charge density;

• J is the electric current density;

• H is the magnetic field;

• E is the electric field;

• D is the electric flux density;

• B is the magnetic flux density;

However, firsts investigations had be analysed with the electrostatic potential model since the steady
state hypothesis of the flow field. In electrostatic application, Siemens STAR-CMM+ calculates the
electric field induced by a distribution of electric charges from the electric potential. The electrostatic
potential is computed from the following equation[92]:

−
∮
S
εOΦ · dA =

∫
V
ρdV (4.59)

S is the surface which bounds the cell domain V . The equation (4.59) states that the total electric flux
through a closed surface is equal to the electric charge that is contained in the volume bounded by the
surface . ρ is the electric charged density and the term on the righ-hand side represents the total charge
contained in the volume V . The Finite Volume Method is applied to discretize and to solve the (4.59).
Once the discretized electrostatic potential is obtained, it is possible to compute the electric field and
the electric flux density as follow:

E = −OΦ (4.60)

D = εE (4.61)
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The particular model allows the user to introduce the electric charge density. This parameters has been
computed starting from the number density of the single species. The number density of each species is:

ni = Xin (4.62)

where Xi is the molar fraction and n is the global number density defined as:

n = p

Tkb
(4.63)

Finally the electric charge density is:

ρ = e
N∑
i=1

lini (4.64)

with e electric charge of the electron[93]:

e = 1.602176634x 10−19C (4.65)

li is equal to 1 for positive electrically charged species and equal to −1 for negative ones. Nevertheless,
Siemens STAR-CCM+ doesn’t allow to couple electromagnetic effects with the aero-thermochemical
model set. It has been observed how the amount of charged particles, generated by high temperature
effects, gives origin to an electric field but the effects of the latter doesn’t affect reactions, species diffusive
transport or other flow field properties. It has been decide, due to the limit of the commercial software,
to exclude this model in the last simulation( whose results are in 5) .

4.10 Coupled Energy and Coupled flow, Numerical scheme

4.10.1 Equations
Coupled flow model solves continuity, momentum and energy equations simultaneously as a vector of
equations. The system of equations in Cartesian, integral, vectorial form for an arbitrary control volume
V with a differential surface area dS is:

∂

∂t

∫
V

UdV +
∫
S
[F−G] · dA =

∫
V

SdV (4.66)

Where:

U =

 ρ
ρv
ρE

 (4.67)

F =

 ρv
ρvv + pI
(ρE + p)v

 (4.68)

G =

 0
τ

τ · v + kOT +
∑Ns
i=1 hiρDimOyi

 (4.69)

4.10.2 Discretization
A pre-conditioning approach is required to avoid numerical errors on results and reducing system
conditioning number, and to provide efficient solution of flows at all speed[94]. The commercial software
incorporates a pre-conditioning matrix by multiplying by the transient term of primitive variables:

Γ ∂

∂t

∫
V

QdV +
∫
S
[F−G] · dA =

∫
V

SdV (4.70)
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with

Q =

ρv
T


and Γ is:

Γ =

 ϑ 0 ρT
ϑv ρI ρTv

ϑH − δ ρv ρTH + ρcp

 (4.71)

and:
ρT = ∂ρ

∂T
|p (4.72)

For ideal gases
δ = 1; ρT = − p

RT
(4.73)

ϑ is defined as:
ϑ = 1

U2
R

− ρT
ρcp

(4.74)

Reference velocity UR has been chosen such that the system remains well-conditioned. This is accom-
plished by limiting the reference velocity such that it is equal or greater than local convection velocity
or the diffusion velocity. An additional limitation is considering local pressure differences effects to
increase numerical stability in stagnation regions by avoiding amplification of pressure perturbations
there. Reference velocity is so defined as follow:

UR = min

[
max

(
|v|, ν

∆x, ε
√
δp

ρ
, URmin,

)
, URmax

]
(4.75)

where ∆x is the cell length scale over which the diffusion occurs and δP is the pressure difference between
adjacent cells. For compressible flows, the maximum reference velocity URmax is limited to the local
speed of sound, a. The scaling parameter ε is set to 2. Applying the volume finite method to the
cell-centered control volume, the discretized system for the i-th cell is:

ViΓi
∂Qi

∂t
+

Nfaces∑
j

(fj − gi)∆Sj = 0 (4.76)

An Euler implicit scheme has been adopted to discretize the equation (4.70), since the steady nature of
the problem: Vi Γi

∆t +
Nfaces∑
j

Sj,w∆S

∆Qi = −Rk
i (4.77)

Where:
∆Qi = Qk+1

i −Qk
i (4.78)

Sj,w = ∂Fj

∂Qw
− ∂Gj

∂Qw
(4.79)

and the residual vectors:

Rk
i =

Nfaces∑
j

fj − gj

k

(4.80)

The Courant number is set to 1.0 due to the instabilities which would arise otherwise while the time
step is:

∆t = min(ViCFL
λmax,i

) (4.81)

. where Vi is the volume of the i-th cell and λmax is the maximum eigen value of the system (4.66). ∆t
is the minimum in the whole domain.
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4.10.3 Inviscid fluxes
Inviscid fluxes for the (4.70), are essentially calculated using Liou’s AUSM+ Scheme, particular Upwind-
differencing methods which take into account the effective direction of propagation of signals in the flow
field. The scheme can capture contact discontinuity as well as stationary shock. Moreover, the use of
this method results in improvement in accuracy, such as removing post-shock overshoot[95]. For sake of
simplicity, the convective fluxes have been modeled below for a one-dimensional analysis on the cell face:

fj+ 1
2

= mj+ 1
2
aj+ 1

2
Φj+ 1

2
(4.82)

where m is a function of Mach number only, a is the speed of sound and Φ is the generic transported
variable. Mach number function m is split as follow:

mj+ 1
2

= m+(Mj) + m−(Mj+1) (4.83)

Where Mach number split functions m±(M) are:

m±(M) =
{

1
2 (M ± |M |) if |M | ≥ 1

m±β otherwise
(4.84)

with
m±β = ±1

4(M ± 1)2 ± β(M2 − 1)2 − 1
16 6 β 6

1
2 (4.85)

aj+ 1
2
and Φj+ 1

2
are expressed considering the direction of propagation of signals (in this case expressed

by m):

aj+ 1
2

=
{
aj if mj+ 1

2
≥ 0

aj+1 otherwise
(4.86)

Φj+ 1
2

=
{

Φj if mj+ 1
2
≥ 0

Φj+1 otherwise
(4.87)

Pressure flux instead, is defined as:

Pj+ 1
2

= P+(Mj)pj + P−(Mj+1)pj+1 (4.88)

Pressure split function is:

P±(M) =
{1

2(1± sign(M)) if |M | ≥ 1
P±α otherwise

(4.89)

where
P±α (M) = 1

4(M ± 1)2(2∓M)± αM(M2 − 1)2 − 3
4 6 α 6

3
16 (4.90)

It has been proved that the couple of values (α, β) = ( 3
16 ,

1
8) returns more accurate results owing to the

presence of higher-degree terms in (m±β , P±α (M)) [95].

4.10.4 Diffusive fluxes
The generic diffusive flux g on the face j + 1

2 instead, is expressed as a diffusion coefficient multiplied by
the gradients of the transported variable and by the surface area vector:

gj+ 1
2

= (ΓOΦa)j+ 1
2

(4.91)

STAR-CMM+ applies the following decomposition to obtain a second order accurate scheme[71]:

OΦj+ 1
2

= (Φj+1 − Φj)α+ OΦj+ 1
2
− (OΦj+ 1

2
· ds)α (4.92)
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where:
α =

aj+ 1
2

aj+ 1
2
· ds

; ds = xj+1 − xj; OΦj+ 1
2

= OΦj+1 + OΦj

2 (4.93)

xj and xj+1 are the coordinates centroids of cell-j and that of the neighbor cell j + 1, addressed through
face j + 1

2 , while aj+ 1
2
is the face area-vector. Therefore, diffusive fluxes are:

Dj+ 1
2

= Γj+ 1
2
OΦj+ 1

2
· aj+ 1

2
= Γj+ 1

2

[
(Φj+1 − Φj)α · aj+ 1

2
+ OΦj+ 1

2
· aj+ 1

2
− (OΦj+ 1

2
· ds) ·α · aj+ 1

2

]
(4.94)

Γj+ 1
2
is an harmonic average of cell values. Second and third term in equation (4.94) represent secondary

gradients contributes (cross diffusion effects) and they are fundamental to maintain high accuracy for
non-orthogonal meshes.

4.10.5 Gradients
In addition to cell variables, gradients variables are also required for computing secondary gradients in
diffusive fluxes. Steps for computing gradients are the following:

1. computing the unlimited reconstruction gradients where unlimited means that the gradients do
not prohibit the reconstructed field variable on the cell faces from exceeding the minimum and
maximum values of the neighboring cells. Hybrid Gauss-Least Squares method will be applied for
this step[96];

2. limiting the reconstruction gradients.

Hybrid Gauss-Least Squares Method allows to compute the unlimited reconstruction gradients for the
cell-j (OΦ)ur,j through the following hybrid formula:

(OΦ)ur,j =
∑
f

(Φj+1 − Φj)wf (4.95)

with:
wf = βwLSQ

f + (1 − β)wG
f (4.96)

wLSQ
f =

∑
f

ds⊗ ds
ds · ds

−1
ds

ds · ds
(4.97)

ds = xj+1 − xj (4.98)

wG
f = af

Vj + Vn
(4.99)

Φj and Φj+1 are data values in cell-j and its neighbor J + 1, af is the face area-vector, Vj and Vj+1 are
the respective cell volumes, and β is the geometric Gauss-LSQ gradient blending factor field function.
The Gauss/LSQ gradient blending factor is used to determine how the two options of computing are used
in calculating the gradient. The reconstruction of gradients is unlimited, therefore the reconstructed
face values can fall outside the range of cell values found in neighboring cells (connected through faces).
STAR-CMM+ finds the minimum and maximum bounds of the neighboring cell values and uses these to
limit the reconstruction gradients. For each cell-j, a limited reconstruction gradient is required, such
that the reconstructed face value does not exceed the maximum and minimum of the neighboring cell
centroid values, including the value in cell-j. A scale factor αj+ 1

2
is defined that expresses the ratio of

the limited and unlimited values (limiter), that is:

(OΦ)r,j = αj+ 1
2
(OΦ)ur,j (4.100)
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And for each cell-j the quantities:

Φmax
j = max(Φj ,Φneighbours) (4.101)

Φmin
j = min(Φj ,Φneighbours) (4.102)

Φneighbours represents cell value in each neighbor that has a common face with cell-j. Defining the
following variables:

∆max = Φmax
j − Φj (4.103)

∆min = Φmin
j − Φj (4.104)

∆j+ 1
2

= Φj+ 1
2 ,
− Φj = Sj · (OΦ)ur,j (4.105)

where:
dsj+ 1

2
= xj+ 1

2
− xj (4.106)

Then

rj+ 1
2

=


∆
j+ 1

2
∆max

for ∆j+ 1
2
> 0

∆
j+ 1

2
∆min

for ∆j+ 1
2
≤ 0

(4.107)

Venkatakrishnan limiter is defined as follow[97]:

αj+ 1
2

=
2rj+ 1

2
+ 1

rj+ 1
2
(2rj+ 1

2
+ 1) + 1 (4.108)

Limiters are essentially used to prevent spurious oscillations in the flow field which would otherwise
appear in the solution, close to the shock[98].

4.11 Numerical Solvers

4.11.1 Algebraic system
The result of the discretization is an algebraic system:

Ax = b (4.109)

The system represents the set of algebraic equations for each computational cell. A is the matrix
representing the coefficients of the linear system, x is the vector of the unknowns in each cell and b is
the vector of residuals from each cell. The solution will be reached by a double cycle of iteration:

• an internal cycle where the iterative process will be used to solve the algebraic system;

• an external cycle where the proceeding of iterations are equivalent to a time march. The iterations
continue till a steady solution is obtained.

4.11.2 Gauss-Seidel method
The present section describes the method adopted to solve the algebraic system for each time-step.
Iterative methods are principally based on the search of a better approximation xk+1 starting from an
approximate solution xk. The process is repeated till an accurate solution is reached. The error at
iteration k is defined as:

ek = x− xk (4.110)

where x represents the exact solution. The residual vector is:

rk = b−Axk (4.111)
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it follows that:
Aek = rk (4.112)

Therefore, the iterations continue till the residuals are sufficiently small. Jacobi and Gauss-Seidel are
the most basic iterative methods. The method adopted to solve the algebraic system is the Gauss-Seidel
iterative approach. According to Gauss-Seidel method [99], matrix A is split as follow:

A = E + D + F (4.113)

where:

• E is the strictly lower triangular part of the matrix A;

• D is the diagonal part of matrix A;

• F is the strictly upper triangular part of matrix A;

The iterative process to obtain xk+1 is:

(E + D)xk+1 = b− Fxk (4.114)

it follows:
xk+1 = D−1(b− Exk+1 − Exk) (4.115)

4.11.3 Algebraic Multigrid
Mesh size is a significant parameter that influences the speed through which conventional iterative
solution algorithms (such as Jacobi or Gauss-Seidel method) converge. Therefore the increase of the
mesh size brings to the increase of computational time. To reduce computational effort and accelerate
solution convergence, the Algebric Multigrid (AGM) method is employed. This particular technique is
based on the principle that an iterative solution algorithm (Jacobi or Gauss-Seidel method for example)
reduces efficiently the numerical high frequency errors whose wave lengths is comparable to the cell size.
Low frequency errors instead, are just reduced with the multigrid approach. This kind of errors are
reduced through an iterative process on a hierarchy of coarser and coarser linear systems. The coarse
grid are derived from arithmetic combination of the fine grid properties. After several iterations, the
multigrid algorithm transfers the computation from the fine grid to a coarser one. These iterations have
the effect of reducing high frequency errors and so they are called smoothing iterations. The passage
to a coarser grid means an higher cell size and, therefore the old low frequency errors are now high
frequency errors (for the corresponding coarse grid) and they can be efficiently mitigated. The Multigrid
algorithms essentially apply three general steps[100, 101]:

1. Formation of a coarser grid level from agglomerating cells;

2. Restriction: the residual are transferred from a fine level to a coarser level;

3. Propagation: the corrected and reduced residual are newly transferred from the coarse level back
to a finer level.

The type of cycling among the coarse meshes has a strong impact in the efficiency of algorithm and
solution. There are two available types of cycle for accelerating the solving procedure:

• Flexible cycles;

• Fixed cycles.

The firsts are essentially used for linear systems that are not stiff. Multigrid levels are not used in a
regular pattern and the residuals are monitored after every iteration on a given grid level. The flexible
cycle checks the residual rate of reduction, when the given threshold is exceeded, the iteration process is
transferred to a coarser level. If the residual on a given level, instead, are lower than a specified tolerance,
the solution moves to a finer level. The seconds are the multigrid fixed cycles which consist in a recursive
application of a single cycle with a regular pattern composed of different steps:
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1. Pre-smooth by using few iterations of the Gauss-Seidel methods to the equations on the current
fine level;

2. Residual computation where the existing residuals are transferred down to the coarsest level;

3. Cycle anew where a new cycle is applied;

4. Prolongation involves the resultant corrections to be transferred back up to the current fine level;

5. Post-smooth on the solution on the fine level;

The most used fixed cycles for two-dimensional flows are the V, W, and F Cycles. The V cycle is the
simplest type of fixed cycle, and it only has two "legs". First, iterations on the finest level are performed
and then the residuals are transferred to the next level. Finally, the operation is repeated on coarser
levels until the coarsest one is reached. The procedure is illustrated below:

Figure 4.21: schedules of grid for V-cycle[13]

The V Cycle may be not sufficient for an accurate solution, therefore more coarse iterations are
required. The W cycle increases the number of coarse iterations with the scheme illustrated in the
following figure:
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Figure 4.22: schedules of grid for W-cycle[13]

The F-cycle is a variant of W-cycle. This cycle involves fewer coarse-level sweeps than the W cycle,
but still more than the V cycle:

Figure 4.23: schedules of grid for F-cycle[13]

In the current investigations, F-cycle is set as cycling fixed procedure with the following properties:

• No pre-smooth iterations;

• 2 post-smooth iterations;

• the maximum number of levels of coarse grids is equal to 50;

• convergence tolerance set to 0.05;

• Max number of cycles set to 30 (in case the convergence tolerance is not met);
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4.11.4 Preconditionated Biconjugated Gradient Stabilized Method
However, STAR-CMM+ implements an AMG-preconditioned Biconjugated Gradient Stabilized (BiCGStab)
algorithm to improve the robustness and the speed of convergence to reach solution[102]. BiCGStab is
a particular method of descent where the solution of the algebraic system is reached by moving after
each iteration the xk along a particular direction. Defining the solution x̄ as the only minimum of the
function J(x):

J(x) = 1
2x

TAx− xT b (4.116)

J(x̄) = minJ(x) (4.117)

An acceptable direction p requires to respect the following condition:

∂J

∂pk (xk) = OJ(xk)Tpk < 0 (4.118)

That is, the iterative process is directed towards the minimum of the function J(x). BiCGStab method
adopted a particular direction detailed in the algorithm below:

Algorithm 1 Preconditioned Biconjugated Gradient Stabilized Method
r0 = b−Ax0
r̃ = r0
ρ0 = α = ω0 = 1
v0 = p0 = 0
for i=1, 2... do

ρi = r̃T · ri−1
if ρi = 0 then

Method fails
else

β =
(

ρi
ρi−1

) (
α

ωi−1

)
pi = ri−1 + β(pi−1 − ωi−1vi−1)
p̃ = AMG(A,pi)
vi = Ap̃
α = ρi

ρi−1
s = ri−1 − αvi
if |s| < ε1 then

xi = xi−1 + αp̃ and stop
else

S̃ = AMG(A,S)
t = AS̃
ωi = tT·S

tT·t
xi = xi−1 + αp̃ + ωis
ri = S− ωit
if |ri| < ε2 then

Stop
else if ωi /= 0 then

Continue
end if

end if
end if

end for
end
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The BiCGStab method guarantees a faster descent towards the minimum of the function J(x). The
pre-conditioning operations allow to reduce the number of iterations and to accelerate the convergence
process.

4.12 Initialization
The simulations will be carried out considering a typical altitude of 20 kms, therefore the initial conditions
in the whole flow field are[103]:

• a temperature T = 216.65 K;

• a pressure p = 5456.55 Pa;

• a density ρ = 0.088 kg
m3 ;

• a speed of sound a = 295.07 m
s ;

• a molecular oxygen mass fraction YO2 = 0.233;

• a molecular nitrogen mass fraction YN2 = 0.767;

• an air speed v = 2950.7 corresponding to a Mach number M = 10.

However, before the iterative process starts, a grid-sequencing initialization has been carried out since a
faster and a more robust convergence of solution is obtained. This process performs a normal initialization
followed by the computation of an inviscid solution of the flow field. The grid-sequencing performs the
following steps:

1. it generates a series of coarse meshes;

2. a normal initialization of the flow field is performed on each coarse mesh;

3. starting from the coarsest mesh, a number of iterations is reached to obtain the inviscid solution.
When the maximum number of iterations or convergence is reached, the previous steps are repeated
on the next finer mesh till the finest is reached.

The Grid-Sequencing initialization in the analysis presents the following properties:

• 10 levels of coarse meshes;

• a maximum number of iterations for level equal to 50;

• a convergence tolerance for level set to 0.05.
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Chapter 5

Results

This final chapter is committed to show the results obtained in this work. First, the boundary conditions
defined in the numerical simulation are presented, and then, numerical results are discussed. Finally a
benchmark analysis is presented.

5.1 Boundary Conditions
The boundary conditions define the numerical solution of the flow field. The contour of the computing
domain has been split into 4 parts: inflow, outflow, nose and axis. For each of them, different boundary
conditions have been set. The free-stream boundary condition is used for the inflow and outflow regions.
The flow properties have been set as follow :

• angle of attack equal to 0;

• Mach number equal to 10;

• Temperature T = 216.65K;

• Pressure p = 5456.55Pa

• Molecular oxygen mass fraction YO2 = 0.233;

• Molecular nitrogen mass fraction YN2 = 0.767;

These conditions have been set considering the previously mentioned typical operational altitude of a
hypersonic cruise missile, adopting a quote of 20 Kms. The Mach number has been chosen taking into
account the typical speed of the kh-47M2 Kinzhal whose characteristics have been properly described in
Chapter 2. The nose missile has been considered as a wall. The conditions are:

• no slip;

• adiabatic-radiative wall;

• non catalytic wall;

• Surface Emissivity equal to 0.8;

• Surface Reflectivity equal to 0.2;

• Surface Transmittivity equal to 0.
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The no slip condition provides for a null velocity at wall due to the viscous flow and the impermeable
body. The adiabatic-radiative wall condition expects the heat flux at wall to be null and, consequently,
the temperature at wall is obtained as an output of the following equation:

qgw + qrad = 0 (5.1)

where qgw is the heat flux of the gas at the wall and qrad is the heat radiated from the wall. A non-catalytic
wall instead, implies that atoms and molecules strike the wall but no chemical reactions occur, even if
temperature allows recombination or dissociation among the species. The radiative properties at wall
have been set considering the typical values for metal alloys [104]. The axis condition is required since
the axisymmetrical model adopted. This condition is used to specify the missile axis of symmetry.

Figure 5.1: Regions of the domain

5.2 Numerical Results

In this section numerical results of the investigation are presented, pointing out the properties of the
fluid-dynamic field and how these have been affected by high temperature effects. Fig 5.2 shows how
the Mach number strongly decreases through the shock wave, reaching the null value at wall since the
no-slip condition. The highest values of the Mach number can be observed in the region characterized by
a certain inclination of the bow shock, where the effects of the discontinuity are less intense. The lowest
values in the flow field instead, are reached in the nearby of the stagnation line (axis), where the shock
is normal to the direction of the free stream and its effects are much more notable. The air flow in this
region is almost stationary, and it increases its speed as it moves far from the normal shockwave. Fig5.3
points out the extension of the subsonic pocket. It has been possible to highlight this area by setting the
maximum value in the Mach number range to 1, so that Mach numbers higher than this limit are not
shown in the domain. The subsonic pocket covers a very small region of the computational domain, as
expected from a HCM. This area, due to the intense shock, is interested by the highest rise of entropy
and, therefore, maximum loss of total pressure. However, a small subsonic pocket means loss of total
pressure and entropy rise strongly localized, equivalent to a reduced wave drag.
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Figure 5.2: Mach Number Field

Figure 5.3: Subsonic pocket
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The Fig 5.5 shows the pressure distribution along the axis. As expected, the air flow is strongly
compressed through shock wave, until reaching about 144 times the free stream value in the subsonic
pocket. As already underlined, the highest compression in the field occurs where the shock is normal to
the free stream. As the shock-wave decrease its inclination, a mitigated compression is observed.

Figure 5.4: Pressure Field

Figure 5.5: Pressure along the Axis
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It results very interesting to observe the density field represented in Fig. 5.6. The limit value of
density ratio for calorically perfect gases for an infinite Mach number is [11]:

ρ̄ = γ + 1
γ − 1 = 6 γ = 1.4 (5.2)

The results show values well above this limit. This phenomenon can be explained noting that, since
the flow is chemically reacting, the specific heat ratio is not constant anymore. As it has been already
discussed in the chapter 2, specific heat is a function of temperature only, and, when the latter increases,
vibrational and electronic energy modes must be taken into account. These phenomena make the density
ratio capable of reaching value far above 6. Furthermore, increased values of density imply a reduced
stand-off distance of the bow shock respect to the calorically perfect gas. Observing the thermodynamic
properties of the flow along axis represented in Fig5.5, 5.7 and 5.26, it is possible to detect the stand off
distance of the bow shock and considered it equal to 0.0023m. However this is an approximation due to
the approach adopted to obtain the solution ("shock capturing" technique). The shock-wave, indeed, has
been captured within a certain number of cells, therefore the discontinuity of the fluid dynamic variables
is spread over a finite region (about four cells).

Figure 5.6: Density Field
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Figure 5.7: Density along Axis

As well as density and pressure, temperature field highlights critical values downstream of the normal
shock-wave. The values of temperature reached in the flow field are high enough to allow the occurrence
of chemical reactions and to give origin to new chemical species. Observing the Fig.5.5, 5.7 and 5.26, it
can be noted that thermodynamic variables do not remain uniform, but change gradually along the axis
direction. However, these slow, but appreciable variation, is significant of how much thermo-chemical
processes, triggered by the high temperatures, affect the flow field properties. Considering the distribution
of temperature at wall in the figure 5.10, the highest values in proximity of the stagnation region suggest
the need for a thermal protection system for the HCM. Temperature quickly reduces moving along the
wall and its last values at the end of the computational domain, show oscillations in the distribution
owing to the boundary conditions: those cells must respect the conditions at wall, and at the same time,
they have to take into account the pressure outlet condition in the outflow region.
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5.2 – Numerical Results

Figure 5.8: Temperature Field

Figure 5.9: Temperature along Axis
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Figure 5.10: Temperature distribution at wall

Observing the mole fractions of neutral species in the figures from 5.11 to 5.15, it is possible to
note a not negligible dissociation of the O2 and, consequently, presence of atomic oxygen. Results
show that the most intense dissociation of molecular oxygen is localized in the subsonic pocket where
an high concentration of O is revealed. Since the reaction of dissociation is endothermic it causes a
reduction of temperature along the axis, as presented in figure 5.16. A steeper reduction would be noted
if temperature was sufficiently high to trigger N2 dissociation reaction. Nevertheless, molecular nitrogen
starts dissociating when temperature is over 4000K (at 1 atm), therefore, only a very small amount of
N is observable in the subsonic pocket. The small quantity of nitric oxide observable in figure 5.13 can
be justified considering that NO is generally formed at 2500K in an air flow in equilibrium condition
at 1 atm [11]. Furthermore, it can be glimpsed a change of slope of the curves close to the wall. The
mole fractions curves of O2 and O remain quite horizontal, and this effect may be indicative of a local
chemical equilibrium condition. This phenomenon occurs since the lowest speed in the flow fields is
reached near the wall, therefore characteristic chemical times are much smaller than convective time and
reactions take place very quickly.
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5.2 – Numerical Results

Figure 5.11: O2 mole fraction distribution Figure 5.12: O mole fraction distribution

Figure 5.13: NO mole fraction distribution Figure 5.14: N2 mole fraction distribution

Figure 5.15: N mole fraction distribution
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Figure 5.16: mole fractions distribution along axis

It can be easily deduced, from the previous results, that ionization phenomena are quite few.
Temperatures in the flow field are far below 9000K, which is the typical value for ionization to be
relevant (at 1 atm). The Mach number of the free stream is, in fact, too low to generate high enough
temperatures and to observe an appreciable amount of charged particles in the shock layer. However, it
is still possible to note a very small quantity of electrons and NO+ because of the ionization of NO,
since a mild ionization of nitric oxide generally occurs between 4000 and 6000K. Figures 5.17 and 5.19
highlight slightly higher moles fraction at wall compared to the others. Nevertheless, it is fundamental
to underline that the "on set" temperature for ionization and dissociation of the species, are strongly
affected by the air flow pressure. Increasing or decreasing the air pressure respect to 1 atm, respectively
increases or decreases these limit values of temperature, as shown in chapter 3.
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5.2 – Numerical Results

Figure 5.17: e− mole fraction distribution Figure 5.18: O+ mole fraction distribution

Figure 5.19: NO+ mole fraction distribution Figure 5.20: N+ mole fraction distribution

Figure 5.21: N+
2 mole fraction distribution Figure 5.22: O+

2 mole fraction distribution
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5.3 Benchmark Analysis
This section is committed to the verification of the model previously implemented in Siemens STAR-
CCM+. The assessment is obtained through the analysis of a hypersonic air flow around a sphere
of radius 0.5m. The study aims not only at verifying the model applied, but at set the limits of
STAR-CCM+ in modeling and computing hypersonic flows and aerothermo-chemical processes. Few
investigation concerning hypersonic phenomena (obtained by STAR-CCM+) are available in literature,
therefore this is a first step to understand whether the solution in output is consistent with reliable results
or not. The reference results have been obtained by a calculation code developed by the Supervisor of
this thesis years ago. A comparison between the solution by STAR-CMM+ and the baseline model will
be detailed[16], specifying the boundary conditions and the properties of the grid. The data for reactions
and rate constants adopted in the analysis are contained in Appendix A.

5.3.1 Grid and Boundary conditions
The computational domain has been design to enclose the bow shock around the sphere. In particular,
it has been modeled considering the inflow boundary as an arc of radius of 0.911m which surrounds a
quarter of a circle of radius of 0.5m. The directed grid presents the following properties:

• 76x76 cells;

• a constant distribution along the axis direction;

• one side geometric spacing distribution along the tangent direction at wall with a spacing at start
equal to 0.005m;

Figure 5.23: Computational domain and grid for a sphere of radius 0.5 m
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As it has been previously done, the contour of the computational domain has been split into four parts:
inflow, outflow, wall and axis. As regards the free stream conditions for the inflow and outflow boundaries,
the air flow is characterized by:

• a Mach number M = 19;

• a temperature T = 235K;

• a pressure p = 9.9Pa;

• Molecular oxygen mass fraction YO2 = 0.233;

• Molecular nitrogen mass fraction YN2 = 0.767;

Meanwhile at wall and on the axis, the same condition for the HCM have been set, except for the
emissivity and reflectivity coefficients which are respectively 0.85 and 0.15.

5.3.2 Results

This paragraph shows the numerical results of the investigation compared with the baseline model.
Observing the figures 5.24-5.26 it is clear that the distributions of the thermodynamic variables in
output by STAR-CCM+ are quite different from the benchmark results. Although pressure reaches
values similar to the baseline model downstream of the bow-shock, all thermodynamic properties present
not negligible differences in the stand off distance. The results obtained by STAR-CCM+ present, in
fact, values of density higher than the baseline model and, consequently, a reduced stand off distance(
a distance of 3 cm compared to the 4 cm of the reference model). The reduced stand-off distance is
indicative of a more intense thermo-chemical activity than the benchmark values, which is occurring
downstream of the bow-shock. Other substantial dissimilarity can be noticed in the region between the
shock-wave and the wall. The solution presents a wide region where the distributions are approximately
flat, compared with the increasing density and the descending temperature of the baseline model.

Figure 5.24: Pressure distribution along the axis Figure 5.25: Density distribution along the axis
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Figure 5.26: Temperature distribution along the axis

A similar condition can be observed in figure 5.27. The mass fractions present a quite flat distribution
downstream of the shock-wave respect to the baseline model, indicative of a chemical equilibrium
condition reached in that area. However, even if the trends are not similar, the orders of magnitude of
the mass fractions are very comparable. The results of the investigations present a higher dissociation of
molecular nitrogen than the benchmark values and, consequently, lower temperatures. The mass fraction
of the molecular oxygen well approaches to the more reliable model, dissociating almost completely. As
regards the region close to the wall, the recombination of N2 makes its distribution more pronounced
meanwhile, the mass fraction of atomic oxygen decreases. This latter is the cause of a second peak in
the distribution of temperature, an higher temperature at wall (1800 respect to the benchmark value
of 1700K) and formation of NO and O2, unpredicted by the reference model. The post-shock area, as
it can be observed, is the region with the most evident dissimilarities. The mass fraction of the nitric
oxide is completely absent and the maximum value of temperature is far below the one expected in the
post-shock region.
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5.3 – Benchmark Analysis

Figure 5.27: Distribution of mass fractions of the non-ionized species along the axis

Figure 5.28 shows the distribution of the mole fraction of the ionized species downstream of the
bow-shock. Since the mole fractions of the charged particles are minimal, a logarithmic scale has been set
to compare the orders of magnitude of the results by STAR-CCM+ with the baseline model. Although
the trend are highly comparable, N+, N+

2 and O+ mole fractions distribution present lower values than
expected. The orders of magnitude of NO+ and e− mole fractions instead, are consistent with the
pattern. The concentration of O+

2 presents values lower than the ones of the baseline model, although
the trend may be acceptable since the mole fraction increases along the axis. The distribution of N+

2
mole fraction presents an oscillation close to the wall, caused by the numerical scheme. However all the
distributions, as well as the non-ionized species case, are characterized by dissimilarities in the post-shock
area.
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Figure 5.28: Distribution of mole fractions of the ionized species along the axis

All the discrepancies previously described, can be justified pointing out two fundamental aspects in
the implemented model. First, the thermodynamic data inserted in the software(see Appendix A) cover
a range of temperatures which extends up to 6000K, lower value than the ones reached in the flow field.
This limited range can strongly affect the computing of equilibrium constants and the backward reaction
rates in STAR-CCM+. The software in fact, computes the equilibrium constants as follow:

Kp = e−
∑

i
vi
G
p=1
i
RT (5.3)

where Gp=1
i is the Gibbs free energy of each species in the reaction evaluated at 1 atmosphere pressure.

It is defined as:
Gi = Hi − TSi (5.4)

Therefore, the chemical equilibrium constants (and consequently the backward reaction rates) are strongly
affected by the functions H/RT and S/RT which have been approximated within a limited range of
temperatures, far below the effective values which come out in the flow field. The second aspect to take
into account is the limit of the developed model in describing non-equilibrium energetic phenomena. The
figure 5.29 shows the distribution of vibrational temperatures along the axis in the baseline model. It is
immediately possible to notice that all vibrational temperatures in the post-shock area are far from the
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equilibrium condition since they do not coincide with the roto-translational temperature (black curve).
The post-shock region is, therefore, characterized by lower vibrational energies and consequently higher
roto-translational temperature. The results provided by the developed model in STAR-CCM+, instead,
presents a vibrational equilibrium reached instantly in the post-shock region, since the peak temperature
is far below the value of the baseline model.

Figure 5.29: Distribution of vibrational temperatures along the axis

5.3.3 Later Developed Model
Later, it has been understood how to to model non-equilibrium energetic phenomena in STAR-CCM+
by adopting the Thermal Non-equilibrium model. This particular model allows to consider variations of
internal energy of each species, due to its electronic and vibrational parts(for biatomic species). This is
accomplished by considering the specific heats as "fully excited"(as in the reference model) which means
that their roto-translational contribute is set as:

(Cpi)R−T = 3
2RT +RT for biatomic species (5.5)

(Cpi)r−t = 3
2RT formonoatomic species (5.6)
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and the vibrational and electronic contributes are obtained by differencing:

(Cpi)v−e = (Cpi)tot − (Cpi)r−t (5.7)

Furthermore, an important difference, respect to the previous developed model, is the possibility to
specify other properties of the single species. Those of particular interest are:

• the vibrational temperature (which allows to evaluate the correspondent vibrational energy);

• the relaxation time required to reach the equilibrium condition;

• the standard state temperature;

• the heat of formation;

The inclusion of these data, equal to the benchmark model (except for the relaxation time), guarantees a
better management of the vibrational non-equilibrium condition in the software. Furthermore the range
of temperature have been extended to 15000K by using the model in [105] . Observing the figure 5.30 it
is evident how the non-equilibrium condition affects the temperature in the post-shock area. The results
obtained by STAR-CCM+ present values of temperature much more similar to the baseline model. The
peak in the distribution of temperature, in fact, assumes values predicted by the benchmark results.
However, the stand-off distance is still lower than expected, indicative of a more intense thermo-chemical
activity downstream of the bow-shock.

Figure 5.30: Distribution of temperature along the axis
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Figure 5.31 points out this effect. Mass fraction of N2 downstream of the shock-wave still remains
below the reference values (equivalently, increased mass fraction of N) due to an excessive dissociation.
However, the extremely rapid recombination of molecular nitrogen and molecular oxygen close to wall,
which was present in the previous model, has disappeared. Consequently, the unexpected second peak of
temperature shown in figure 5.16 goes missing. The distribution of mass fraction of NO still exhibits a
quite flat trend respect to the benchmark results, but, as well as O2 and N2, its recombination at wall
has been mitigated.

Figure 5.31: Distribution of mole fractions of the neutral species along the axis

Ionized species are not well described by the new model developed. As it can be observed in the
figure 5.32, also the mole fractions N+

2 , e− and NO+ present different values respect to the baseline
model. However the mole fraction distribution of N2+ is sufficiently smooth and free from oscillations.
Nevertheless, both results obtained by STAR-CCM+ contain a non negligible amount of electrons
upstream of the shock-wave. This phenomenon is essentially due to the limits of the diffusive model
considered. The implemented transport mechanisms in fact, do not take into account the ambipolar
diffusion and the need to reach a quasineutrality condition in the flow field. Consequently, electrons also
diffuse in the region upstream of the shock-wave as if they were neutral species.
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Figure 5.32: Distribution of mole fractions of the charged species along the axis

Despite the properties of the new developed model, another reason which may justify the differences
with the baseline results, can be found in the vibrational non-equilibrium condition and its impact on the
rate constants. Biatomic species, far from the vibrational equilibrium condition in the post-shock region,
see low levels of vibrational energy and a certain time (and number of collisions) is required to increase
their energy up to the equilibrium value. In this state, the probability for the dissociation to occur, is
lower than the one for a particle in vibrational equilibrium condition,since the higher energetic level of
the latter (see figure 5.29). This phenomenon strongly influences the rate constants and slows down the
dissociation reactions. Therefore, the cause of the higher slope of the mass fraction distribution of N , in
the post-shock region, may be justified with this phenomenon. Although the several models available in
literature[16], STAR-CCM+, at least in the last investigation, doesn’t allow to take into account the
influence of the vibrational non-equilibrium on the rate constants. Furthermore, it is not clear how the
relaxation times are evaluated in STAR-CCM+, therefore there may be differences with the ones used in
the reference model. In addition, although the range of temperature has been extended, it is not possible
to evaluate the equilibrium constants computed by STAR-CCM+ to quantify the differences with the
ones inserted in the benchmark model.
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5.4 Discussion
As it has been observed at the beginning of this chapter, the results of the analysis of the flow field around
the HCM reveal moderate high-temperature effects. The Mach number of the free stream, combined
with the conditions of temperature and pressure at that altitude, is such to generate not high enough
temperatures to observe intense chemical phenomena downstream of the shock-wave . For this reason,
only the dissociation of molecular oxygen and few formation of NO are remarkable phenomena in this
area. As regards the charged species, a very small amounts of electrons and NO+ are observable due
to the ionization of the nitric oxide at these relatively low temperatures. However, as expected, the
occurrence of these chemical processes has strongly affected the thermodynamic properties of the flow
field. The benchmark analysis has shown the limits of the implemented model for the analysis of the
air flow surrounding the HCM. In particular, the computational model doesn’t take into account the
vibrational non-equilibrium effects in the post-shock region, which affect the maximum temperature
values and the rate constants. As regards the differences in the results of the benchmark analysis, several
elements must be taken into account. First of all, the equilibrium constants computed by STAR-CCM+
(see equations (5.3) and (5.4)) may be different from the ones inserted in the reference model. This can
explain the differences in the distributions of concentration which occur downstream of the shock-wave.
Furthermore, although the vibrational non-equilibrium is inserted in the later model implemented in
STAR-CCM+, its impact on the constant rates is not considered by the software and it is not clear how
the relaxation times are computed. Finally, mechanisms of diffusion of the benchmark analysis are quite
different from the reference model. In particular the ambipolar diffusion is not considered, therefore a
not negligible concentrations of electrons is evident upstream of the shockwave.
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Chapter 6

Conclusions and Future Work

In this work, a computational model has been developed by the commercial software Siemens STAR-CCM+
to analyze a flow field around the nose of a hypersonic cruise missile. The air flow has been modeled as
a reacting gas mixture composed of eleven species. Data about reactions and thermodynamic properties
have been inserted through CHEMKIN files, specifying rate constants of each reaction, according to the
Arrhenius equation, and approximating specific heats, enthalpy and entropy, associated to each species,
with 7-coefficients NASA thermodynamic polynomials. Furthermore, diffusion mechanisms have been
implemented in the investigation, since the multi-component model adopted, taking into account binary
diffusion and gradients of temperature effects. The Finite Volume Method has been adopted to obtain
the numerical solution of the steady state analysis, using an implicit scheme for time discretization.
The Pre-conditionated Biconjugated Gradient Stabilized method is the iterative procedure adopted,
coupled with the Algebraic Multigrid technique, to solve the system obtained by the discretization.
Finally the results have been verified through a benchmark analysis. Although high temperature effects
are evident in the flow field, results show limits in STAR-CCM+ to model non-equilibrium conditions.
In particular, the effects of the vibrational non-equilibrium on the reaction rates are apparently not
considered in the software, showing quite different results respect to the benchmark data, above all in
the post-shock region. Moreover, it is not clear how to evaluate the vibrational relaxation times and
the equilibrium constants computed by the software. However the orders of magnitude and the trends
predicted for the concentration of the neutral species are very similar to the reference model. Future
work may consider a higher range of temperatures for the NASA polynomials to study flow fields with
higher Mach numbers, or the implementation of a vibrational non-equilibrium model which takes into
account all the related phenomena. Furthermore, it would be worthwhile to develop a new model which
includes plasma correlated phenomena and ambipolar diffusion, and observe whether the distribution of
concentration of the charged species is evaluated properly or not. Finally, it would be interesting to
analyze the flow field generated by a HGV.
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Appendix A

Thermo-chemical data

CHEMKIN files have been used to import thermo-chemical data of eleven species into the commercial
sotware STAR-CCM+. Two distinct files have been imported to study the flow field around the HCM.
The first file contains information about chemical species, reactions which occur and constant rates,
while the second file coefficients to approximate thermodynamic functions of each species.

A.1 CHEMKIN Chemical Input File
The firts input file is structured in three blocks in the following order:

1. Elements block which lists all the elements contained in the species to be considered;

2. Species block which lists all the atom and molecules in the model;

3. Reaction block which lists reaction equations with rate parameters for each reaction.

The forward rate constants specified are calculated by the Arrhenius equation:

kf = AT βe−
Ea
RT (A.1)

The parameters A, β and Ea are specified in this order, next to each reaction, and separated by spaces.
In the top line of the Reactions block there are two keywords specifying units for the activation energy
(J/KMOL). Pre-exponential factor is expressed in cm3/smol. For reactions which include third body
(identified in the file by symbol M), a constant rate enhancement factor is specified. Depending on
the third body, the rate constant is obtained by multiplying by the corresponding enhancement factor.
STAR-CMM+ requires factors to be multiplied by 103 [106]. The reactions implemented in the software
are:

N2 +M ↔ N +N +M (A.2)

O2 +M ↔ O +O +M (A.3)

NO +M ↔ N +O +M (A.4)

N2 +O ↔ NO +N (A.5)

NO +O ↔ N +O2 (A.6)

e− +N2 ↔ e− + 2N (A.7)

e− +O ↔ O+ + 2e− (A.8)

e− +N ↔ N+ + 2e− (A.9)

N +N ↔ N+
2 + e− (A.10)

O +O ↔ O+
2 + e− (A.11)
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NO+ +O ↔ N+ +O2 (A.12)

N+ +N2 ↔ N+
2 +N (A.13)

O+
2 +N ↔ N+ +O2 (A.14)

O+
2 +N2 ↔ N+

2 +O2 (A.15)

O2 +O ↔ O+ +O2 (A.16)

NO+ +N ↔ O+ +N2 (A.17)

NO+ +O2 ↔ O+
2 +NO (A.18)

NO+ +O ↔ O+
2 +N (A.19)

O+ +N2 ↔ N+
2 +O (A.20)

NO+ +N ↔ N+
2 +O (A.21)

100



A.1 – CHEMKIN Chemical Input File

Figure A.1: CHEMKIN Chemical Reactions file[14]
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A.2 CHEMKIN Thermodynamic Data File

The second input file contains coefficients needed to represent thermodynamic functions with NASA
polynomials[107]:

cp
R

= a1 + a2T + a3T
2 + a4T

3 + a5T
4 (A.22)

H°

RT
= a1 + a2T + a3T

2 + a4T
3 + a5T

4 + a6
T

(A.23)

s

RT
= a1lnT + a2T + a2

3 + a4T
3 + a5T

4 + a7 (A.24)

For each species there is a line which specifies sequentially:

• species name;

• data (not always specified);

• Atomic symbols and formula;

• phase of species;

• low temperature;

• high temperature;

• common temperature;

Low, high and common temperature describe two temperature ranges. This means that for each species
14 coefficients will be specified. The thermodynamic data consist of a1,a2,...,a7 for high temperature
range and a8,a9,...a14 for low temperature range. The coefficients are specified just below each species
description.
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Figure A.2: Thermodynamic Data [15]
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A.2.1 CHEMKIN Input File For Benchmark Analysis
The benchmark analysis has been carried out considering the same thermo.dat file, previously used for
the HCM investigation, but a different file for the chemical reactions.

Figure A.3: CHEMKIN reactions file for benchmark analysis[16]
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