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Abstract

Over the last few years, with the exponential increase in the amount of data available, Deep Neural Networks (DNNs) have become the most widely used computational model in solving complex problems for most of applications, due to the extremely high level of accuracy they are capable of attaining compared to that of traditional Machine Learning (ML) algorithms, even better than human capabilities.

However, in order to achieve this level of accuracy on the results produced, the number of layers and neurons of DNNs have become increasingly high over time, resulting in a huge demand of computational and storage resources to handle the execution on the increasing number of operations and parameters required in DL processing in real-time, both during the training and inference phases.

While currently the training requires too high computational performance and arithmetic precision to think of an execution different than on the cloud, the current trend is to move the inference execution from the cloud to the edge, close to where the data are collected, saving the latency and energy consumption required to transfer the processing to the server. However, while the execution at the cloud is based on maximizing performance, the requirements for inference processing at the edge can be very different, focusing on high throughput, low latency and low energy consumption. Thus, maintaining a high accuracy for DNN models implemented on devices with a limited amount of resources results to be a challenging task.

To address this problem, a large number of specialized Artificial Neural Network (ANN) accelerators based on different processing units have been proposed over time, designed to accelerate the inference processing in hardware by exploiting the high level of inherent parallelism exhibited by DNN models. In general, the standard internal architecture of each of these processing units is composed of an array of Processing Elements (PEs) responsible for the execution of the multiply-and-accumulate (MAC) operations within the fully connected (FC) and convolutional (CONV) layers that compose the DNN model and to which a memory system is connected. The later is usually split into on-chip and off-chip storage elements that hold the network parameters of all the computational units of the implemented DNN model. However, depending on the selected hardware platform, this architectural organization undergoes variations, adapting itself more or less well to the DL algorithm to be executed. Therefore, for the realization of the ANN inference accelerators, of fundamental importance turns out to be the choice of the processing unit architecturally better suited for DNN computation, to minimize the latency and energy consumption, and especially of the memory accesses, which often represent the main DNN processing bottleneck.

In this scenario, all the possible processing units capable of meeting the latency and energy consumption constrains imposed by edge computing represent a possible solution for DL inference processing at the edge. These include general-purpose processors (GPPs), such as Central Processing Units (CPUs), Graphical Processing Units (GPUs), re-configurable hardware platforms, such as Field Programmable Gate Arrays (FPGAs), and special-purpose Application Specific Integrated Circuits (ASICs) designed specifically for ML applications, Tensor Processing Units (TPUs). Each solution has specific features in terms of flexibility, speed and energy efficiency,
where each solution has different characteristics in terms of flexibility, speed and energy efficiency. The goal is to find the best compromise between these three metrics for the ML application under consideration, considering that usually higher flexibility results in lower efficiency, and vice-versa.

While CPUs are the most flexible, they also have the worst performance in terms of processing speed and power consumption. TPUs are optimized for fast DNN processing with low energy, at the cost of inflexibility. GPUs can provide flexible computing power and high result accuracy at the cost of high energy consumption which likely prevent their integration in embedded devices for inference processing at the edge. FPGAs often provide the best compromise, providing high level of parallel and pipelined computation with very low energy consumption which are well suited to process the stream of calculation within DNN models (albeit at lower clock frequencies). In addition, the high degree of architectural flexibility and re-configurability of FPGAs enables the realization of custom logic units tailored to the ML application under consideration and supports the application of a wide range of optimizations techniques capable of optimizing the hardware accelerator metrics in terms of architectural improvements and in terms of DNN model simplifications, through the development of optimization algorithms at hardware/software level.

For these reasons, FPGAs became the optimal hardware platform, in terms of speed and energy efficiency, for complex DNN model hardware implementations for acceleration at the edge. However, the increase of computational and storage complexity of DL algorithms can be a problem for running ML applications on small FPGAs, with very limited hardware resources. In particular, the increase in the number of network parameters of the current DNN models has not only determined the possibility to obtain a better accuracy in comparison to the standard ANNs, but it has also introduced a high redundancy in their values necessary to make easier and more precise the training process. This has translated in an increase of the range of the possible architectural solutions with which it is possible to obtain the same result for the task in question, also applying minimal simplifications to the considered DNN model.

Specifically, the increased size and complexity of current DNN models has not only determined the possibility to achieve better accuracy compared to standard ANNs, but also requires a high redundancy in the network parameters and increased the range of the possible solutions that can obtain the same result for the task at hand, even applying minimal variations to the considered computational structure.

Thus, the FPGA high flexibility enabled the implementation of DNN models on optimized architectures through the development of highly parallel computing paradigms capable of supporting energy efficient data flows. In particular, FPGAs support the development of the spatial architecture paradigm, which divides the on-chip memory into a hierarchy of different levels allows for maximizing the data reuse at the low levels. Since the access to the off-chip memory is the main bottleneck in DNN processing in terms of both latency and energy consumption, it reduces the latency and the energy consumption of the FPGA-based DNN inference accelerator significantly. In addition, for ML applications that tolerate a certain loss of accuracy, the FPGAs support for a wide range of approximating computation techniques capable of reducing the computational and memory requirements through a reduction of the DNN model over-parameterization, becomes of paramount importance for transforming dense DNN models into sparse versions with reduced precision. This reduction in model complexity translates in a decrease from both the computational and memory side, resulting in more efficient DL algorithm implementation for DNN inference processing at the edge.

An additional confirmation of the efficiency of the solutions based on FPGAs for the acceleration of DNN inference on the edge regarding the alternatives can be obtained by analyzing the so-called roofline model, which outlines the limiting factors for the throughput of a hardware accelerator as the number of available PEs and the bandwidth of the off-chip memory with respect to selected processing unit, to the maximum achievable performance level. In particular, it shows
that FPGA-based DNN inference accelerators custom designed for the ML application under consideration capable of supporting the application of approximate computational methods outperform all alternative solutions both in terms of performance, provided that some loss of accuracy on the produced results is accepted.

This thesis work explores solutions to the problem of accelerating the DL inference process at the edge through hardware implementation of increasingly complex DNN models on FPGAs, evaluating advantages and disadvantages introduced by the application of a wide range of optimization techniques applicable both at architectural and hardware/software level. Although there are many optimization methods working at the hardware/software level, the focus of this work has been mainly on the study of the so-called approximating computation methods, which have shown the most promise in terms of improving speed and energy efficiency for ML applications where a certain amount of degradation in accuracy is acceptable. The right combination of such optimization algorithms allows to reduce the complexity of DNN models making its implementation feasible on embedded devices characterized by a limited amount of resources and low energy budget. As a result, they become of paramount importance for FPGA-based DNN accelerators for inference processing at the edge.

Specifically, at the architectural design level the goal is to implement highly parallel computational paradigms with energy efficient data flows that best match the computational stream within DNN models by exploiting the spatial architecture on which is based FPGAs, with the aim of maximizing the data reuse of all types of data possible within the DNN model layers at the lower level of the on-chip memory hierarchy. Reducing the number accesses to off-chip memory allows to achieve significant improvements in terms of speed and energy efficiency for the FPGA-based DNN inference accelerator designed.

With regard to the optimizations at the hardware/software level, the idea is to apply optimization algorithms capable of reducing the computational and memory requirements per DNN inference iteration by reducing the model complexity thorough two classes of optimization techniques, which are those based on the reduction of the operand precision through different types of data quantization methods, and those based on the reduction in the number of operations per inference iteration and the model size through model compression, capable of increasing the level of sparsity of DNN model.

For the first category of methods, this result is achieved both reducing the computational precision of the weights and activations processed by MACs moving from complex towards simpler data types with lower bit widths, to achieve representations that require less hardware resources for DNN model storage and processing. It has been shown that the capability of FPGA to manage variable bit widths depending on the considered data and layer type of the DNN model results in improvements in both speed of execution of MACs and utilization of the on-chip memory, allowing to increase the speed and energy efficiency of the whole system. In addition, when the tolerance on accuracy loss may be large, extreme quantization techniques allows to significantly reduce the hardware utilization for processing units in terms of memory and computational requirements, resulting in highly efficient execution in terms of speed and energy consumption.

For the second class instead, this reduction is achieved by eliminating the MACs which do not influence too much the accuracy of the results produced compared to that that of the original DL algorithm. Regarding the reduction of network parameters, optimization techniques like network pruning and the exploitation of ReLU statistics allow increasing the level of sparsity of the model by setting to zero the values of weights and activations. Then, the introduction of non-zero skipping methods allow to avoid the execution of MACs involving multiplication with at least one null operand, drastically reducing the computation demand for DNN inference iterations. While alone this translates in a smaller number of computation for iteration of inference, if combined with techniques of compression of the sparsity it translates in a high saving of memory requirements. In addition, in view of the reduction of the model size, it is possible to either exploit methods
that allow to obtain accuracy levels of complex networks on simpler networks, such as knowledge distillation, or the development of compact networks, such as SqueezeNet and MobileNet DNN, able to reduce the number of network parameters in the design phase without with a limited reduction of the final accuracy of the model.

To summarize, through these approximating methods based on the idea to trade-off limited accuracy it is possible to achieve a significant reduction in both computational and memory resource consumption for the implementation of the DNN models on resource-constrained device, resulting in a substantial performance improvement in terms of speed and energy efficiency. Specifically, the more the DNN model structure is approximated, less hardware resources will be required to implement the DL algorithm, for storing weights and activations to be processed and for performing the MACs required for each DNN inference iteration.

The high level of programmability and reconfigurability of FPGAs makes them the optimal processing unit terms of speed, energy efficiency, and hardware resource consumption for performing DL inference at the edge, for the development of DNN inference accelerators capable of both handling internal parallelism over a variable number of bits and exploiting the sparsity of the DNN model introduced by data quantization and model compression methods, respectively.

This analysis focuses on hardware implementation of ANN types for which FPGAs are the most promising processing units for accelerating the DNN inference processing at the edge, which specifically are deep MultiLayer Perceptrons (MLPs) and Convolutional Neural Networks (CNNs) based on the traditional artificial neuron model. They focus on maximizing the model performance and accuracy, because of their highly parallelizable feed-forward execution flow in a pipelined fashion. In addition, alternative ANN architectures like SNNs use asynchronous internal computations and are inherently sparse, which make them very interesting in the context of developing model DNNs on FPGAs for low-power real-time ML applications.
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Introduction

In recent years, with the exponential increase in the amount of data available, Deep Neural Networks (DNNs) have become the most widely used computational model in solving complex problems for most of applications, due to the extremely high level of accuracy they are capable of attaining, compared to that of traditional Machine Learning (ML) algorithms.

However, to achieve this value of precision on the results produced by the system, requires an increasing in the number of layers and neurons within the Neural Network (NN) architectures, resulting in a huge demand of computational and storage resources to handle the increasing number of multiply-and-accumulate (MAC) operations and parameters, as well as high memory bandwidth to maximize computing performance.

Because of this increase in computational intensity and storage resource consumption for both Deep Learning (DL) algorithm training and inference processing, the implementation of DNNs on traditional General Purpose Processors (GPPs) based on the sequential execution of the corresponding instruction stream on a fixed architecture, known as Von Neumann, becomes a problem for ML applications that require a certain level of performance in terms of latency and energy consumption.

To address this challenge, the different types of inherent parallelism exhibited by DNN models has motivated over time the development of dedicated hardware accelerators capable of exploiting the internal concurrency in the execution of MACs within Convolutional (CONV) layers and Fully Connected (FC) layers required for DNN processing, where the choice of the optimal processing unit depends on the DL algorithm phase to be processed.

Specifically, as the computational complexity and memory requirements of training are much higher than those of inference, the optimal choice for DNN processing is to perform the former on the cloud and the latter at the edge. Thus, while the training on the cloud is usually processed in high floating point precision on computational powerful and high memory band-width Graphics Processing Units (GPUs), with the aim of improving the speed and energy efficiency, it would be preferable to perform the inference directly at the edge, thus avoiding the data transmission latency and energy cost required for moving DNN processing from the edge to the cloud.

In the field of DL for edge computing, hardware DNN inference accelerators custom designed for the ML application under consideration based on processing units with re-configurable and flexible architecture are resulted the most promising solution to improve the implementation of complex DNN models on low-power/low-latency and resource-constrained embedded devices, due to their small size, high speed and energy efficiency. However, the limited amount of computational and storage resources, coupled with the low off-chip memory bandwidth of both Application Specific Integrated Circuits (ASICs) and Field Programmable Gate Arrays (FPGAs) limit the performance in terms of speed and energy efficiency of such type of hardware DNN inference accelerators, restricting their scope of application.

Although the implementation of complex DNN models on ASICs allows for the best performance in terms of both throughput/latency and power consumption, the total lack of reprogramming and the high design cost restrict their use. Alternatively, FPGAs, due to their high degree
of re-programmability and architectural flexibility in terms of designing specific logical units, represent the best compromise for DNN inference processing at the edge to improve speed by maximizing the exploitation of the inherent parallelism of DL algorithms and to achieve high energy efficiency through the application of some optimization techniques.

Specifically, while system throughput is mainly limited by both the number of Processing Elements (PEs) available on-chip dedicated to the execution of MACs for DNN inference processing and the off-chip memory band-width containing the DNN model to be evaluated, the most significant energy consumption contribution is due to the corresponding memory accesses and data movements required to process the data per DNN inference iteration.

This thesis work addresses the problem of accelerating the DL inference process at the edge through hardware implementation on FPGAs of increasingly complex DNN models. More in detail, FPGA-based DNN inference accelerators that are speed- and energy-efficient can be implemented through the development of optimization techniques that work at different levels. Specifically, while at the architectural design level the goal is to implement highly parallel computational paradigms with energy efficient data flows that best match the computational stream within DNN models, at the hardware/software level the idea is to apply optimization algorithms capable of reducing the computational requirements and memory demand in terms of size and off-bandwidth, maximizing the reuse of data at the low level of the memory hierarchy, while keeping the accuracy of the results produced as close as possible to that of the original DL algorithm.

Among these, the ones that have been proven to be the most effective for DNN inference processing on FPGA are the so-called hardware-oriented optimization techniques for approximate computation, which allow improve the speed and energy efficiency of a FPGA-based DNN inference accelerator by reducing the complexity of the implemented DNN model, at the expense of some loss of accuracy. These approximating methods follow two directions, which are the reduction of the computational precision of the weight and activation to be processed through data quantization and the reduction of the number of MAC operation and model size through model compression. Specifically, the more the DNN model structure can be approximated, the fewer hardware resources will be consumed in the implementation of the DL algorithm for storing the parameters to be processed and for performing the calculations required per DNN inference iteration, leading to an improvement in both speed and energy consumption. Hence, the idea is to trade-off a certain quantity of accuracy due to approximation of computations performed in DNN inference processing to achieve both a significant reduction in hardware resource consumption for the implementation on FPGA of the DNN model under consideration, and a substantial performance improvement in terms of speed and energy efficiency.

All the techniques for optimizing the development of FPGA-based DNN inference accelerators analyzed are applicable to the implementation of a wide range of ANN types. The analysis carried out focuses mainly on the three types of DNN models, for which FPGAs have emerged as the most promising processing units to accelerate DNN inference processing at the edge, which are deep MLPs and CNNs, which focus on maximizing the performance and accuracy of the model, and SNNs, which are mainly used for low-power ML applications. This is due to the feed-forward nature of such types of ANNs allows maximizing the exploitation of the inherent parallelism of DNN models at various levels following a pipelined hardware execution available on FPGAs.
Chapter 1

State of the Art in Artificial Intelligence and Machine Learning

In the following sections a general background on the basic concepts related to the Deep Learning (DL) field of study in the area of Machine Learning (ML) will be introduced, making a distinction between the various possible types of Artificial Neural Networks (ANNs), and trying to provide a general description of the main limitations encountered in the implementation of Deep Neural Networks (DNNs) on embedded systems, and possible solutions.

1.1 From Artificial Intelligence to Deep Learning

It is important to understand the differences between Artificial Intelligence, Machine Learning and Neural Networks (see Figure 1.1).

![Figure 1.1: Evolution of Artificial Intelligence. Source [1]](image)

Artificial Intelligence (AI) is the science that studies the ways to build systems able to solve complex problems like humans do.

A subset of the AI area is the Machine Learning (ML) field, allowing the systems to automatically perform a task without being explicitly programmed, and so, with this type of systems, it is possible to solve problems thanks to the experience acquired during operation. Thus, ML is a subset of AI that defines models able to learn from and make decision on features extracted by a set of data, without being programmed for specific tasks. Within the ML field of study, there is an area referred to as brain-inspired computation, in which algorithms emulate how the human brain works.

The brain-inspired computing field is in turn divided in two sub-areas, called respectively
Artificial Neural Networks (ANNs) and Spiking Neural Networks (SNNs), which are computational models used to represent biological neural networks more or less faithfully, according to the required level of detail. The main difference among the two is the time model, continuous for ANNs and discrete for SNNs.

Within ANNs, Deep Learning (DL) is based on Deep Neural Network (DNN) architectures, which can improve the accuracy at the expense of larger amounts of data to be analyzed and increasing computational complexity. The higher DL performance over ML techniques comes from the DNN ability to automatically learn features from the input data.

The relationship among ML, ANNs, DL and SNNs is illustrated in Figure 1.2.

Figure 1.2: Artificial Neural Networks, Deep Learning and Spiking Neural Networks as sub-fields in the context of Machine Learning. Source [2]

Figure 1.3 shows a comparison in terms of achievable model accuracy performance between DNNs and alternative approaches. It is clear that as the amount of data to be processed increases, the choice of DL algorithms is the best possible to obtain the highest level of performance on the results produced.

Figure 1.3: Performance comparison of Deep Neural Networks versus alternative approaches as a function of the amount of data to be analyzed. Source [3]
1.2 Artificial Neural Networks and Deep Learning Overview

The idea behind the ANN structure has been inspired by biological neural systems, consisting of interconnected neurons, which constitute the basic computational units (often called nodes or units), that communicate through electrical pulses.

Each biological neuron (see Figure 1.4, on the left) consists of several components: a cell body, which includes a nucleus, where the information is processed, multiple dendrites, by which it receives the input signals, a single axon, along which it produces the output signal, and multiple synapses, consisting in connections between two neurons, called presynaptic neuron and postsynaptic neuron, responsible to transmit the information towards the dendrites of other cells.

The behaviour of such structures is based on the fact that only when the input voltage exceeds a certain threshold, an impulse is generated at the output, called action potential, otherwise no response is produced. Any synapses can modify the value of the signal crossing it, and the way the brain learns is through changes in the value associated to them.

Figure 1.4: Biological (on the left) and mathematical model (on the right) of a neuron. Source [4]

Hence, each neuron receives some inputs (also referred to as input activations) from other neurons, and then it computes a single output (also referred to as output activation). Inspired by this idea, as shown in Figure 1.4 (on the right), it is possible to obtain a mathematical model of a neuron, as a node with multiple inputs, where at each of these connections is associated a certain value (referred to as weight), that multiplied to the correspondent input signal value, allow to compute the output signal of the unit in exam. From a mathematical point of view, each node of a NN performs a specific operation represented by a function of the weighted sum of all its inputs

\[ y = f\left(\sum w_i x_i + b\right), \]

where \( y \) represents the output activation, \( w_i \) the weight associated to the \( i \)th connection, \( x_i \) the \( i \)th input activation associated to the considered node, \( b \) the bias parameter, and \( f(\cdot) \) is the non-linear activation function. Thus, the multiple inputs received by a neuron are multiplied with the weights, summed together with the bias term, a then on the result is applied a non linear function, which allows to generate an output only if the signal crosses a certain threshold value.

The weights and activations are commonly organized by layers, in matrices and vectors respectively, referring to every weighted sum operation as a matrix–vector multiplication.

Figure 1.5 shows the most commonly used non-linear activation functions.

The use of non-linear activation functions allows the introduction of some non-linearity into the NN computational model. ReLU represents the most commonly used non-linear activation function in DNN models, due to its ability to increase their level of sparsity, so the number of zero network parameters.

A structure composed of just one single neuron implies some limitations regarding the executable tasks. The solution is to realize an architecture referred to as Artificial Neural Network
(ANN) [or simply to as Neural Network (NN)], structured as multiple blocks of neurons, organized in the so called layers (see Figure 1.6), where each unit receives its inputs and sends its output to other nodes.

Any ANN model is composed of three different types of layers. The input layer consists in a set of inputs nodes that receive the data in input to the network and pass information to the next level layer, called hidden layer, where it is executed the computation of the weighted sum operation. The number of hidden layers present in an ANN determines the depth of the structure under examination. Finally, the results obtained from hidden layers are propagated to the output layer, responsible to provide the final outputs of the network.

The depth of the network is strictly related to the complexity of the task, and ANNs with more hidden layers are often referred to as Deep Neural Networks (DNNs). Figure 1.7 compares two examples of possible architectures for ANN and DNN models.

More in detail, deeper ANNs can implement more complex functions and thus can achieve higher accuracy. However, the improvement in performance of DNNs compared to ANNs is obtained at the cost of an higher computational complexity.

In order to provide a general overview about ANNs, an important aspect to take into account is the one related to the network topology.

We can identify two main forms of NNs, which are Feedforward Neural Network (FNN) and Recurrent Neural Network (RNN). In the former, all the computations needed to calculate the output of the network is performed as a sequence of operations in the forward direction. The most common known example of feedforward DNNs are the MultiLayer Perceptrons (MLPs).
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In contrast, the latter is a type of DNNs where the sequence of operations is performed also in the backward direction. Figure 1.8 shows an illustration of the two different types of ANN forms.

1.3 Inference and Training Process Considerations

The DL learning process consists to modify the value of the network weights and biases, processing the input data, and it is referred to as training phase. Once DNN is trained, it is able to solve the task in exam by computing its output, and it is referred to as inference process. The other type of variables of the network used to control the learning process are the so-called hyper-parameters, which are not estimated during training, but they need to be set by the user before starting the learning phase, and then manually adjusted iteratively.

One of the most commonly used learning paradigm is the so called gradient descent backpropagation. It is a repeated iterative process of propagation through the network, where the propagation of the inputs to the output is called forward-pass, while the propagation of the error from the output to the input computed evaluated using the loss function, which in turn provides a measure on how the predicted output is near to the expected result, is called backward-pass.

Then the computed loss value $L$ is used during the backpropagation algorithm execution, which compute the gradient of $L$ for each weight and bias within the ANN. Thus, to perform the learning process, it adjusts each network parameter by an amount proportional to the partial derivative of $L$ with respect to network parameters through some optimization algorithms, reducing the loss function value to minimize the network prediction error. One of the most common optimization algorithm is the so-called gradient descent.
The goal of training is to adjust weights and biases to minimize the value of the loss function as much as possible, in order to both to maximize the model accuracy on the results produced and improve the generalization in order to make correct predictions on data different from those used in the training.

During the training, the overfitting problem occurs when the NN to train is too complex, thus having a too high number of parameters to update. When it happens, the DNN model fits the training data too accurately, memorizing the associated correct result than learning to generalize over the new data used during the inference. A possible solution to the overfitting problem is to switch to a less complex DNN model that performs the same task with a lower accuracy.

To make a distinction among all learning paradigms to train an ANN, it is possible to classify them in three main types. Specifically, the first one is the supervised, when all the training samples are labelled, and the learning algorithm determines the output from the input data and its corresponding labels. In unsupervised learning the training samples are not labelled, and the network is trained to find patterns in the input data. Semi-supervised learning is a trade-off among the two. An alternative approach to determine the network parameters is transfer learning, where the weights and biases of an already trained model are transferred to another untrained one. Thus, through its application it is possible to set a point for the untrained model for starting to adjust the parameters for executing a new task (fine-tuning), making the training process faster than when it starts with random parameter values. By fine-tuning a DNN model, it is possible to recover some amount of accuracy lost for example to the application of some approximating method to reduce precision or to reduce the number of operation or the model size.

It is important to highlight a couple of points about DL algorithm processing. First, the training requires much more computational and storage resources compared to the inference, due to the fact that the inference requires only a forward-pass of the network, while in training, both the forward-pass and the backward-pass are performed multiple times. Second, the needed precision for the training is much higher compared to the inference one, and so in such case it is not possible to apply many approximate computation techniques to reduce the computational and storage demand.

For these reasons, usually the former is performed on the cloud, where the amount computational power and hardware resources is very high, while the latter is executed at the edge for avoiding the latency and energy consumption for data and model transfer from embedded device to the cloud. Consequently, since on embedded systems the amount of resources is limited and the energy budget is a critical factor, the development of techniques able to reduce the computational cost for the DNN inference processing at the edge has become of paramount importance.

### 1.4 Types of Layers in DNNs and CNNs

The architecture of DNNs is composed of many layers of different types, which differ from each other depending on how the connections between layers are made. If in a layer all the output are composed of a weighted sum of all inputs, it is referred to as fully connected (FC) layer, while if in a layer some of the outputs depend just on a subset of the inputs, then it is referred to as sparsely connected (SC) layer (see Figure 1.9).

Thus, being that the total number of parameters associated to a FC layer directly depends on the number of its inputs/outputs, its implementation on hardware platforms with a limited amount of memory and computational resources can be a challenging task.

To solve this problem, it has been introduced a new type of layer, referred to as convolutional (CONV) layers.

Convolutional Neural Networks (CNNs) are a kind of DNNs able to reduce the number of parameters per layer, adopted when the data in input to be processed have a spatial or temporal relation to each other. The idea here is to exploit the existing correlation between inputs close
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Figure 1.9: Different types of connections in Artificial Neural Networks: Fully Connected layer versus Sparsely Connected layer. Source [6]

to each other to reduce the number of layer parameters. The main difference to the traditional ANNs is the introduction a new type of layer, referred to as convolutional (CONV) layer.

It is based on the convolution operation, which makes it possible to both significantly reduce the amount of layer parameters, exploiting the weight sharing property, consisting in the repeated use of the same set of weights to be multiplied with the input activations for the computation of different output activations. Thus, the structure of any CNN is mainly composed of a sequence of multiple CONV layers ending with a FC layer, as shown in Figure 1.10.

Figure 1.10: Basic layers of a typical Convolutional Neural Network. Source [8]

More in detail, a standard CNN architecture is composed of many different types of layers which are:

- **Convolutional (CONV) layer**: it is the layer performing the convolution operation (see Figure 1.11) between the inputs and a structure referred to as filter or kernel, capable of extracting information from them. In this calculation, both input and output relative to a CONV layer are organized as a set of matrices referred to as feature maps, each of which is indicated as channel. Kernels contain filter weights that applied sequentially by sliding them on the input feature map generating the corresponding output future map. Thus, the weighted sum between weights and activations for each output is calculated using only a limited set of inputs per time, denoted as receptive field.

- **Non-linearity layer**: it is the layer applied to introduce some non-linearity (see Figure 1.5) in the CNN computation. It allows both to remove useless extracted information, and to improve the level of sparsity of the DNN model.

- **Pooling (POOL) layer**: it is the layer inserted after each CONV layer to both reduce the size of the data resulting from the convolution operation and speed-up the computation.
The average and the max pooling (see Figure 1.12) are the most common kinds of pooling operations.

Thus, it is possible to say that a complete CNN architecture consists of a sequence of CONV blocks, followed by a single FC block.

Over the years, using different sequences of these blocks, it has been possible to build up several architectures for CNN models. Some examples includes LeNet, AlexNet, VGGNet, GoogLeNet and ResNet.

It is possible to see that while the combination of used building blocks type is always the same, it has been a progressively increasing in their number, and thus in the amount of network
parameters and operations performed in each CNN model. The idea is that the more the level of accuracy to be achieved, the larger is the number of layers, and so of parameters and operations required, and consequently it implies an higher energy consumption and lower throughput/higher latency.

It is possible to make a distinction between the different CNN models in terms of the achievable top-n error rate\(^1\), where each one requires a different number of parameters and operations to be obtained with a specific accuracy value.

To have an idea about the relation between DNN model complexity and achievable accuracy, Figure 1.13 shows the dependence of the top-1 accuracy on the number of operations and parameters required per inference iteration of the standard CNN models.

Figure 1.13: Top-1 accuracy versus number of MAC operations required per DNN inference iteration. (The size of the circles is proportional to the number of parameters). Source [11]

Figure 1.14 shows the accuracy measured as the top-5 error rate of different DNN models from ImageNet Challenge.

As a result, compared to ANNs, DNNs require a significant increase in the number of parameters and operations to be performed for processing the same task, but allowing to achieve a higher level of accuracy. Both CONV and FC layers internal computations are based multiply-and-accumulate (MAC) operation, since both involve the matrix-vector multiplication operation between weights and activations. In Table 1.1 have been reported the amount of parameters and MACs for some popular CNN models in both the FC and CONV layers. It is possible to state that all MACs and parameters required for DNN processing take place in the CONV and FC layers.

The first thing that can be noticed is that the computational (for operations) and memory (for parameters) requirements of DNNs is high, and since the DL algorithm complexity increases with the size of the input data to be processed, it results in an additional increasing in the number

\(^1\) The top-n error rate is measured based on whether the correct model result appears in one of the top-n output values produced. The most common evaluating metrics to evaluate the model accuracy are top-5 and top-1 accuracy.
of operations and parameters needed, leading to a further increase in computational and storage complexity for DNN models.

Table 1.1: Comparison of parameters and MAC between different CNN models. Source [6]

<table>
<thead>
<tr>
<th></th>
<th>LeNet</th>
<th>AlexNet</th>
<th>VGG</th>
<th>GoogLeNet</th>
<th>ResNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONV Parameters</td>
<td>2.6 k</td>
<td>2.3 M</td>
<td>14.7 M</td>
<td>6 M</td>
<td>23.5 M</td>
</tr>
<tr>
<td>(weights/biases)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CONV Operations</td>
<td>283 k</td>
<td>666 M</td>
<td>15.3 G</td>
<td>1.43 G</td>
<td>3.86 G</td>
</tr>
<tr>
<td>(MACs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC Parameters</td>
<td>58 k</td>
<td>58.6 M</td>
<td>124 M</td>
<td>1 M</td>
<td>2 M</td>
</tr>
<tr>
<td>(weights/biases)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FC Operations</td>
<td>58 k</td>
<td>58.6 M</td>
<td>124 M</td>
<td>1 M</td>
<td>2 M</td>
</tr>
<tr>
<td>(MACs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top-1 Accuracy</td>
<td>49.5 %</td>
<td>61 %</td>
<td>74.5 %</td>
<td>77 %</td>
<td>79.3 %</td>
</tr>
</tbody>
</table>

In edge computing, usually characterized by stringent power consumption and low latency constraints, a too complex DNN precludes its implementation on embedded devices, because the larger the model size, the higher the number of MACs and parameters required for its processing. As a result, over time a wide range of architectural improvements and optimization techniques able to reduce the increasing demand of computational and storage requirements have been developed to make its implementation feasible on resource-constrained systems.

Looking once again at Table 1.1, a couple of points deserve to be highlighted. First, the number of parameters needed in the FC layers is always higher than in the CONV layers, thus requiring higher memory requirements in terms of dimension. Second, the CONV layers are where most of the MACs are performed. Second, the CONV layers are where most of the computation is performed.

To have an idea, Figure 1.15 shows the distribution of parameters and operations in the case of VGGNet, which is very similar to the one of other types of DNNs.

Thus, the CONV and FC layers combined contribute to more than 90% of the network parameters and MAC operations, while the other types of layers of DNNs contribute little to the computational and storage requirements. As a result, in the hardware implementation of current DNN models, most of the optimization techniques are focused accelerating the processing of these two types of layers, not considering the others.

In addition, the system energy cost is mainly due to the memory data transfers than the computational part. Specifically, the largest contribution is caused by the CONV layers, being them the most computationally intensive, requiring more memory accesses, while the remaining part is attributable to FC layers.

So even to optimize DNNs implementation in terms of energy efficiency, the main effort must focus on these two kinds of layers. As the current trend is to make deeper DNN models by increasing the number of CONV layers while maintaining the same amount of FC layers, it is
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The implementation of increasingly complex DL algorithms capable of achieving extremely high levels of accuracy on resource-constrained embedded systems, where the main objective is to achieve a high throughput/low latency and small power consumption is a challenging task. More in detail, the need to perform within DNN models a large amount of MACs in parallel does not fit well with the sequential execution of the DL algorithm software instructions on processors based on the Von Neumann architecture (see Figure 1.16).

Figure 1.16: Block diagram representation of Von Neumann architecture. Source [13]

Specifically, the main problems are in the separation between processor and memory containing the data to be processed, and in the fixed architecture of the processor that can not be adapted to the DL algorithm at hand. Thus, the high level of DNN model parallelism exhibited by DNN models has motivated the development of dedicated hardware accelerators, capable of achieving high performance through a high degree of parallel computation, while maintaining an high energy efficiency.

As mentioned before, although the type of computations to be performed is exactly the same for both inference and training, the latter is much more expensive than the former, resulting in about twice the computational and memory cost. For these reasons, there is no reason to perform training directly on edge devices. Thus, DNNs are trained only once off the chip, and then the resulting trained model is loaded onto the hardware platform chosen to accelerate the inference. As a result, since the training is usually performed off-line in the cloud, for its execution there is the need of highly parallel Graphics Processing Units (GPUs) optimized for the high precision floating-point computation, capable of decreasing the training time performing many MACs simultaneously, without having to worry about the computational and energy budget constraints.

However, for performing on-line the inference at the edge, it is necessary to find solutions to make possible the implementation of deeper and deeper trained DNN models on an embedded
device. It allows for avoiding to send the DNN model and data to be processed to the cloud, improving both the latency and power consumption of the processing. To accelerate the DNN inference processing on embedded devices, it is possible to exploit the different types of parallelism exhibited by DNN models implementing DL algorithm in hardware.

More in detail, at the level of neurons in the same layer, it is possible to execute multiple MACs simultaneously, as there are no data dependencies between the data to be processed, exploiting the so-called neuron parallelism. Then, at the level of layers, thanks to the feed-forward structure of DNNs composed of a sequence of dependent layers, it is possible to perform all calculations associated with each layer in a pipelined way, by taking advantage of the layer parallelism. Finally, at the level of inputs, it is possible to process a set of incoming samples at a time (input parallelism).

For DNN inference processing acceleration, especially for low-power and low-latency ML applications on embedded systems, it is fundamental to select the optimal processing unit on which implement the DL algorithm to execute. All the hardware platforms capable of supporting DNN model implementation are organized as an array of processing elements (PEs), each of which is capable of performing a MAC operation. The analysis for choosing the optimal compromise among all the processing units for edge inference processing must be made by looking at three metrics, which are flexibility, performance (i.e. throughput/latency) and energy efficiency (see Figure 1.17).

![Figure 1.17: Comparison of different hardware platforms for edge inference processing. Source [14]](image)

Despite their high degree of flexibility, General Purpose Processors GPPs are not widely used for DNN inference processing at the edge. While CPUs provide low speed and low energy efficiency, GPUs due to their high power consumption are not suitable for low-power applications, despite the high level of performance they can achieve in high precision floating point calculations.

Since in DNN inference the order and the type of operations to be performed are fixed, the programmability at the architectural level of custom hardware solutions such as ASICs and FPGAs allows for the best possible configuration of the hardware logical units tailored to the specific application. As a result, it enables the development of dedicated hardware architectures able to optimize the execution of the task in exam. Despite the better performance and energy efficiency of ASICs at the cost of low flexibility and high design cost, usually FPGAs are the best compromise between the three metrics listed above. In addition, due to their high level of re-configurability, FPGAs support the application of a wide variety of run-time optimization methods, which aim to improve both the speed and energy efficiency of DNN inference processing.

More in detail, it is possible to classify the optimization algorithms for accelerating DNN inference processing into two different classes, which are hardware/software-level optimization techniques and architectural-level design improvements, as shown in Figure 1.18:

- **Architectural-level design improvements**, which mainly focus on exploiting the characteristic of DNNs to adapt the internal architecture of the selected processing unit, so that DL algorithms can be implemented in hardware as efficiently as possible.

- **Hardware/software-level optimization techniques** which mainly focus on reducing the computational/storage requirements and memory bandwidth required to run DNN models in hardware, while attempting to affect the accuracy of the result produced as little as possible.
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Figure 1.18: Architectural-level design improvements and hardware/software-level optimization methods to accelerate DNN inference processing.

The latter can be generally achieved in three main ways:

1. **Algorithmic optimization methods**, which exploit the features of DNN models through the application of computational transforms, in order to accelerate the calculations within the CONV and FC layers. The objective is to reduce the DL inference processing requirements on both computational/storage and memory bandwidth, and consequently, the DL algorithm complexity, without affecting the final accuracy. The best known examples of such computational transforms are the so-called *im2col method*, capable of mapping 3-D operations performed in CONV layers into matrix multiplications such as *General Matrix Multiplications* (GEMMs) [15], the *Fast Fourier Transform* (FFT) method [16], which transforms convolution operations into multiplications by shifting their execution to the frequency domain, and the *Winograd algorithm* [17], that allows to increase the throughput by simplifying convolution operations into multiplications by matrices.

2. **Hardware-oriented optimization methods for approximate computation** of DNN models, which in turn are divided into reduced-precision computation methods through data quantization and algorithms for reducing the number of operations and model size through model compression. They can trade-off a certain loss in accuracy for significant improvements in both speed and energy efficiency, resulting in a reduction of both computational and memory requirements. Data quantization involves reducing the precision of network parameters by changing the data representation of weights and activations from standard 32-bit floating-point data type to a lower precision fixed-point one, depending on the required accuracy. More in detail, it allows both to reduce the memory bandwidth and storage size requirements, and consequently to increase the throughput and energy efficiency. Model compression consists in reducing the model size and number of operations involved in inference processing by making sparser the DNN model both at the level of connections between nodes and of number of neurons. Thus, the application of optimization algorithms belonging to these classes facilitates the hardware implementation of DNN models on resource-constrained devices.

3. **Data-path optimization methods** make structural changes to the DNN model architecture to take advantage of its inherent parallelism on the limited amount of computational resources. Specifically, the aim is to map onto a limited number of processing units the computations required for DNN inference processing by making some modifications on the flows of data moving in the internal architecture. The most common examples of such data-path optimizations are *loop unrolling* and *loop tiling*.

An important difference between the two main classes of optimization techniques mentioned above is that, unlike architectural-level design improvements that do not affect system accuracy at all, most hardware/software-level optimization techniques, improvements can significantly degrade the accuracy of the model.
Another aspect to be taken into account regarding DNN model implementations on embedded devices is the one related to memory accesses. Specifically, the high level of concurrency exhibited by DNNs can be exploited by allocating multiple PEs on the processing unit that, working in parallel, are able to accelerate the inference processing executing simultaneously as many MACs as there are PEs. However, to perform such operations, it is necessary to read/write data to be processed from/to memory. Since each MAC involves four memory accesses to be performed, also a small increment in the number of MACs required for DNN inference processing results in a huge increment of memory access demand.

Thus, for DNNs, the main limitation for DNN inference processing in terms speed and energy efficiency is not caused only by the computations, but by the memory accesses. It is due to the limited amount of memory size and bandwidth, which very often is not able contain all data per inference process iteration and to provide enough data to work all the PEs simultaneously, and the energy consumption to read the required stored parameters per inference iteration. In addition, usually the on-chip memory of the hardware accelerator is not sufficient to contain all the parameters required to perform a DNN inference iteration, and thus the presence of an off-chip memory is mandatory. More specifically, external memory accesses are more expensive in terms of latency and energy consumption than internal memory, greatly impacting on both the speed and energy efficiency of the system. Thus, the memory accesses to the external memory must be limited, if not avoided unless it can be done without.

As an example to prove that the storage part is much more energetically expensive than computation one, results reported in [18] and [19] show that a 32-bit floating point MAC consumes $3.7 \, \text{pJ}$, while a single SRAM and DRAM access requires respectively $2 \times$ and $173 \times$ more energy, and thus approximately from $7 \, \text{pJ}$ to $650 \, \text{pJ}$.

Thus, to optimize DNN inference processing on edge devices as both speed and energy efficiency, a special attention must be paid to memory accesses. At the architectural design level of the hardware accelerator, it is important to develop parallel computing paradigms capable of handling efficiently the execution of the MACs required for each inference iteration, and to reduce the number of off-chip memory accesses as much as possible, maximizing the reuse of data stored in the on-chip memory. For these reasons, the introduction of an on-chip memory hierarchy becomes fundamental, and thus the architecture of processing units on which base the development of the hardware accelerator must be capable of supporting its hardware implementation.

To summarize, it is possible to state that FPGA-based DNN inference accelerators overcomes largely the performance of GPPs for edge computing. In particular, FPGAs allow to realize an architecture-level design tailored on the specific DNN model to be implemented, able both to optimize computations and minimize the off-chip DRAM memory transfers, maximizing the reuse of the data stored at the low levels of the on-chip memory hierarchy. Moreover, the possibility to apply a wide range of approximation techniques helps to reduce the DNN model complexity in terms of precision of the data to be processed and amount of operations required for each DNN inference iteration, and thus to reduce also the number of off-chip memory accesses and the off-chip memory bandwidth demand.

Table 1.2 summarizes the key design goals of FPGA-based DNN inference accelerators to achieve both high speed and energy efficiency.
Table 1.2: Main design objectives of FPGA-based DNN inference accelerators for speed (on the left) and energy efficiency (on the right) optimizations.

<table>
<thead>
<tr>
<th>Increase throughput/reduce latency</th>
<th>Reduce energy consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduce the execution time per MAC by decreasing the critical path of DNN model, to increase the working frequency. Avoid unnecessary MACs, to increase parallelism. Increase PE utilization by both distributing MACs to all PEs and providing the memory bandwidth to deliver the data to be processed to all PEs, to save execution cycles. Increase the number of PEs in the system, in order to perform more MACs simultaneously, to increase parallelism.</td>
<td>Reduce data movement from off-chip memory to PEs, maximizing the data reuse. Reduce the energy cost per MAC by reducing the precision with which the data to be processed. Avoid unnecessary MACs</td>
</tr>
</tbody>
</table>

1.6 Spiking Neural Networks Basic Concepts

Within the field of brain-inspired computing, spiking computing is inspired on the fact that communication between biological neurons consists of short electrical pulses (see Figure 1.19) and that information is not encoded just in the amplitude of each pulse, but also on its arrival time.

Figure 1.19: Graphical model of a spiking neuron. Source [20]

Spiking Neural Networks (SNNs) [21] are considered as the third generation of ANNs. In recent years, there has been a growing interest in them, because of their extremely high computational energy efficiency when implemented in hardware. While traditional DNNs focus primarily on maximizing model performance and accuracy, SNNs are mainly used for low-power ML applications, due to their spiking nature.

Over time, many different spiking neuron models have been proposed with different biological plausibility and computational cost required for their implementation.

The most commonly used models of spiking neuron are the Hodgking-Huxley models, the Izhikevich models, the Integrate and Fire models, and the correspondent more realistic Leaky-Integrate and Fire (LIF) models. The latter is the most widely adopted structure, being relatively simple and accurate (see Figure 1.20), since it also takes into account the membrane leakage present in the biological model.

In general, any spiking neuron model is more biological plausible compared to the traditional non-spiking one, since data transfers among units take place through discrete short pulses called
spikes. In SNNs, the communication between neurons happens through spike trains, and thus the information carried by any signal consists in a series of short pulses. An example of a SNN structure and the computational model of a spiking neuron is illustrated in Figure 1.21.

![Spiking Neural Network Diagram](image)

**Figure 1.21:** Internal structure of a Spiking Neural Network. An example of a Spiking Neural Network (on the left) and computational model of a spiking neuron (on the right). Source [23]

In contrast to traditional DNNs, where each neuron consists in a simple mathematical computational unit that transmits information at each cycle, in SNNs each spiking neuron transmits information in output only when the associated membrane potential reaches a specific value, referred to as threshold (see Figure 1.22).

More in detail, any spiking neuron receives multiple input signals in the form of short binary pulses, which are first multiplied by the synaptic weights associated to each connection and then integrated on the membrane potential. Thus, only if the result overcomes a specific threshold value the neuron fires, generating a spike in output, and then its membrane potential is reset to a certain value. In addition, the membrane potential decreases over time, due to the membrane leakage. After the generation of an output spike, for a determined amount of time called absolute refractory period it is not possible for the spiking neuron to produce in another spike signal.

To provide input and generate output spikes correctly to/from SNNs there are several methods based on frequency and temporal-based on coding to transform continuous numerical values into discrete binary pulses. The most commonly used types of encoding methods are represented in Figure 1.23.

As a result, SNNs are more computational powerful compared to non-spiking ones, due to the possibility to encode temporal and spatial information inside a spiking train. As a result, performing the same task in the former usually requires fewer units than in the latter.

The asynchronous computation in SNNs also leads to a faster inference processing, making
them interesting for edge ML applications. While in traditional DNNs all layers of the network must be updated before producing the output, in SNNs a first approximated result is available after receiving the first input spikes.

In addition, also the energy efficiency related to the computational part of SNNs is higher than for the traditional DNNs for two main reasons.

First, in SNNs the execution of an operation happens only when a new spike arrives in the input of a node. This, combined with the fact that each neuron ‘fires’ only if its membrane potential crosses the threshold value, makes SNNs sparse, and therefore reduces the number of operations required to perform the same task compared to a traditional DNN model.

Second, the operation types are different in the two cases. While in DNNs the weighted-sum operation are mapped on MACs, in SNNs the encoding of the signal values is binary spikes (logic ‘0’ or ‘1’), which implies that to calculate the output it is required the execution of addition operations between the input weighted spikes and a comparison between the membrane potential and the threshold value. Thus, in SNNs any MAC is simplified to an addition operation, allowing to reduce the computational complexity and energy consumption, since the multiplier is the most expensive computational resource in DNNs. As a result, hardware implementations of SNNs are very attractive especially for low-power embedded applications characterized by a limited amount of computational resources.

Unfortunately, working on binary discrete-valued signals does not allow to achieve the same level of accuracy compared to the continuous-valued case. Moreover, in SNNs it is necessary to store additional parameters (such as membrane potential and threshold values), which results in an increase in memory requirements. As a consequence, SNNs increase the number of required memory accesses compared to standard DNNs, and can be a problem if not handled properly.
Thus, to accelerate SNN processing it is necessary to develop dedicated processing units capable of supporting the implementation of custom hardware logic based on the so-called neuro-morphic computing. More in detail, the idea is to implement an architecture where the PEs and storage elements are as close together as possible to each other, as for DNN with the memory hierarchy implementation. In such a scenario, deployment of neuromorphic architectures [26] on FPGAs represents an attractive solution in terms of SNN hardware implementation.
Chapter 2

Hardware Design of DNN Processing for Edge Computing

In the following sections, a thorough analysis of the main factors to consider in order to best understand DNN inference processing on embedded systems is carried out.

In order to select the most suitable processing unit for the hardware implementation of DNNs, it is necessary to analyze the DNN model both in terms of internal structure and computation data stream with respect to the amount of computational and memory resources available on the chosen hardware platform, evaluating pros and cons of the different possibilities. The goal is to find the optimal solution capable of both maximizing throughput/latency by mainly exploiting the high parallelism of MAC computations in CONV and FC layers, and improving energy efficiency by reducing the problem due to off-chip memory accesses. To achieve these improvements, it is necessary that the chosen processing unit has a sufficient degree of architectural flexibility to support the application of the optimization techniques introduced for accelerating the DNN inference processing.

2.1 DNN Processing Overview

DNNs are nowadays the most widely used computational models in the most ML applications, due to their ability to achieve an incredible level of accuracy compared to traditional ML algorithms. Over the time, the demand for ever higher performance in terms of accuracy has resulted in the development of ever deeper ANNs as a number of both layers and neurons. It has resulted in increasing demands of computational and storage resources, with direct implications on performance in terms of latency/throughput and energy consumption, and their implementation has become a challenging task, especially for resource-constrained embedded devices.

This conflicts with the current trend of moving the DL algorithm processing to embedded systems, as by running the DNN processing directly at the edge, there is no longer a need to transmit the DNN model and data to be processed to the cloud, saving both latency and the power consumption required for this transfer. But unlike performing on the cloud, where the focus is on the performance, the execution of ML applications at the edge has a whole different set of requirements to meet, focusing on achieving small power consumption and low latency. The limited amount of available hardware resources and the high number of MACs to be performed for DL processing makes hardly possible to directly implement DNN models on embedded devices respecting these constraints, maintaining also a high level of accuracy.

Any DL algorithm consists of two steps, which are the training, to determine the network parameter values, and the inference, to evaluate the trained model to produce the results for the
task in exam, with the former much more expensive in terms of both computational and memory requirements than the latter.

To have an idea, the training demands the execution of approximately the double one of multiply-and-accumulate (MAC) operation regarding the inference, which is an operation consisting of a multiplication and an accumulation sum. Moreover, while the training needs an extremely high precision to determine the value of the network parameters, as it directly affects the model accuracy, the inference requires less precision, since it is less sensitive to a lowering of precision in data representation. Thus, as DNN models are enough robust in the production of the correct result in inference to a reduction of the precision on weights and activations to be processed, it can be performed at lower precision than in training.

In addition, performing a higher number of computations also results in a higher number of memory accesses to read/write the data to be processed. More in detail, the execution of each MAC operation requires up to 4 memory accesses, so the interfacing of the processing elements with the storage device, in addition to being the most significant contribution in terms of power consumption, can be a limiting factor for the execution of DL algorithms due to memory bandwidth limitations.

For these reasons, most of edge hardware accelerators only perform the inference, while the training remains devolved to a cloud-based execution.

Thus, as DNN models increase in complexity and consequently integration on embedded systems becomes increasingly difficult for low latency and low energy consumption ML applications, possible solutions must necessarily include at the architectural level the development of highly parallel paradigms with efficient data flows to improve speed and energy efficiency, and the development of optimization methods to reduce computational and memory requirements.

At the level of hardware platform for edge DNN inference processing, the choice consists of software-based and hardware-based solutions, referred to as hardware DNN inference accelerators. While the former offer the flexibility to implement multiple types of ML task by sequentially executing the corresponding DL algorithm instructions, the latter exploit the inherent parallelism of any DNN model improve the performance. For these reasons, the hardware platforms must be flexible enough to take advantages of these features by supporting the application of a variety of optimization methods. As a result, the degree of re-configurability and architectural flexibility of the processing unit on which to implement the DL algorithm is an essential feature in order to accelerate the DNN inference processing. Consequently, in order to find the most convenient solution, it is important to analyze how the flow of operations execution required for DNN inference processing differs depending on the type of hardware platform selected.

More in detail, since the depth of DNN models in terms of number of layers may reach a considerable size, it results in the requirement of a large number of MACs and memory accesses for DNN processing. Although DNNs are composed of different types of layers, operations and parameters are mainly in FC and CONV layers (see Figure 1.15), and thus the optimization of computation in these two kinds of layers is the main goal in any hardware DNN inference accelerator designs.

### 2.1.1 Analysis of the Multiply-And-Accumulate Operation

In DL processing, most of the internal computations in CONV and FC layers consist of performing multiplications between activations and weights, and then accumulating the obtained results. A possible solution to implement in hardware the weighted sum operation is the MAC operator.

Although a MAC operation is not too complex, the amount of times that must be performed during DNN processing and the number of memory accesses to take data to be processed is extremely high. More in detail, in the worst case the execution of a MAC operation in FC and CONV layers requires four memory accesses, which are three memory reads and one memory
With the goal of accelerating the DNN processing, it is possible to parallelize the independent MAC operations with a DL algorithm hardware implementation. To do this optimally, processing units with highly parallel computational paradigms have been developed over time, capable of handling data flows\(^1\) efficiently in terms of energy consumption. More in detail, the internal architecture of any processing unit is structured as an array of processing elements (PEs), where each one corresponds to a computational unit capable of performing a single MAC operation.

Because of the high number of MACs for DNN inference iteration, the size of the on-chip memory of a hardware accelerator is usually not sufficient to store all the parameters to be processed. Consequently, interfacing with a larger off-chip memory becomes necessary. Usually the on-chip memory is a small and energy efficient SRAM, while the off-chip memory is a large DRAM. More in detail, in case the memory access takes place through the latter, which being larger and more distant than the former to the PE array determines both a higher energy cost and a longer latency, causing a further reduction in the performance and energy efficiency of the system. As an example, the results reported in [28] show that the amount of energy needed to perform an access to a data item contained in standard off-chip DRAM memory is about three orders of magnitude larger than that required to perform a MAC operation in single-precision floating point data format (fp32), and almost two orders of magnitude larger than that required to perform an on-chip SRAM memory access.

Thus, for DL algorithm processing, the main limitation is not in the computational part, but in the interfacing between PEs and memory. Thus, in order to enhance DNN inference processing it is mandatory to optimize memory accesses, since performing off-chip memory accesses compared to on-chip memory accesses has a significant impact on the DNN model performance both in terms of latency and energy consumption.

To mitigate this problem, it is possible to allocate a certain amount of local memory on-chip, usually organized in hierarchical levels, which is smaller, but faster and more energy efficient than the global one. The idea is to leverage the local memory for maximizing the data reuse, so that data read from DRAM and moved to SRAM memory hierarchy are used multiple times, and not just to perform a single MAC operation. Figure 2.2 compares how the memory operations required for a MAC execution are done in the case with and without local memory hierarchy, respectively.

Table 2.1 shows a performance comparison of two standard types of on-chip SRAM to off-chip DRAM used in DNN inference hardware accelerators.

\(^1\)The spatial and temporal mapping of MAC operations required for DNN processing is called data flow.
Hardware Design of DNN Processing for Edge Computing

Figure 2.2: Read/write operations in memory required for MAC operation execution. (a) Standard MAC operation (b) MAC operation with local memory hierarchy. Source [29]

Table 2.1: Comparison of on-chip SRAM and off-chip DDR SDRAM. Source [30]

<table>
<thead>
<tr>
<th></th>
<th>On-chip SRAM</th>
<th>Off-chip DDR SDRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy/bit (pJ/bit)</td>
<td>0.0005</td>
<td>0.05</td>
</tr>
<tr>
<td>Read time (ns)</td>
<td>0.3 to 1</td>
<td>10</td>
</tr>
<tr>
<td>Write time (ns)</td>
<td>0.3 to 1</td>
<td>10</td>
</tr>
</tbody>
</table>

2.1.2 Approximate Computation for DL Algorithms Overview

Regarding the design of hardware DNN inference accelerators for edge computing, the development of approximation methods capable of making the hardware implementation of DNNs more feasible by reducing the demand in terms of model complexity is of increasing interest.

More in detail, solutions capable of reducing the DNN model complexity both in terms of precision of weights and activation and in the number of operations and model size with the aim of improving the performance and energy efficiency of the hardware accelerator at the expense of a certain loss of accuracy are fundamental to implement computational-expensive and memory-intensive DL algorithms on embedded devices.

While the reduction of the precision of the operands/ operators determines a worsening of the final accuracy compared to the full precision DNN model, it also allows to obtain an improvement in terms of throughput, memory bandwidth and size and energy efficiency of the system. More in detail, it is mainly due to the following reasons:

1. A lower demand in terms of memory demand, which therefore results in a reduction in the physical size of the memory, and which in turn results in an improvement in terms of power consumption and latency per memory access (smaller and closer memory to PEs are faster and more energy efficiently than larger and more distant memory).

2. A lower computational cost per MAC execution, resulting in a reduction in both the area required to implement a MAC operator and the energy consumption needed to execute a MAC operation, resulting in an increase in the execution speed and energy efficiency.

3. A reduced bit width for the representation of the weight and activations to be moved from memory to PEs results in a reduced power consumption per data transfer and higher speed, and thus in a greater amount of information transferred with the same available memory bandwidth.

Similarly, reducing the number of operations and the model size results in a less computational and memory resource use per DNN inference iteration, which translates into improvements
in both of throughput/latency and energy consumption. Moreover, through the application of approximation techniques that avoid to perform operations that do not contribute significantly to the model accuracy by eliminating the corresponding operands/operator, it is possible to avoid the memory accesses to the parameters to be processed, thus also reducing the memory bandwidth and the storage resource requirements.

More in general, for DL algorithm inference processing at the edge, approximation methods can be applied at different levels of abstraction, which specifically are circuit-level approximation, architectural-level approximation, and system-level approximation, as shown in Figure 2.3.

![Figure 2.3: Classification of approximation methods at different abstraction levels for Deep Neural Network hardware implementation.](image)

At the circuit-level, since during the DNN inference processing the MAC results to be the most performed one, its approximation allows both to reduce the energy consumption and increase the performance relative to the computational part, at the expense of a certain loss of accuracy on the produced result.

At the architectural-level, approximating the PE array through the use of structures composed of an higher number of MACs allows both to reduce increase the throughput and to reduce the power consumption, at the cost of introducing some loss on the accuracy of the final result.

At the system-level, a wide range of hardware accelerators for the DNN inference processing based on different hardware platforms have been developed able to improve performance in terms of both energy efficiency and speed. In addition, it is particularly important to implement an on-chip memory hierarchy to reduce the number of accesses to off-chip memory, maximizing the reuse of data on-chip.

### 2.2 Hardware for DNN Processing: Energy Efficient Architectures

Over time, several efficient specialized hardware accelerators for DNN model have been proposed, consisting of highly parallel computational computing paradigms capable of handling the stream of computation inside DNN models with high energy efficiency, maximizing the reuse of the different type data for MACs in CONV and FC layers [25].
The possible types of hardware platforms able to accelerate DNN inference are shown in Figure 2.4.

![Figure 2.4: Overview of different hardware platforms for DNN processing at the edge. Source [31]](image)

The optimal choice depends on the DL algorithm phase to accelerate and the corresponding ML application constraints. With the goal of designing specialized hardware accelerators that can achieve both high speed and energy efficiency, it is important to understand how the internal execution differs depending on the selected processing unit.

In more detail, to exploit the inherent concurrency in the execution exhibited by any DNN model paralleling the MAC operations as much as possible, two types computing paradigms are commonly used, referred to as spatial and temporal architectures, respectively (see Figure 2.5).

![Figure 2.5: Parallel computing paradigms consisting of an array of processing elements (PEs): temporal hardware architecture (SIMD/SIMT) (on the left) versus spatial hardware architecture (data flow processing) (on the right). Source [22]](image)

Although the architectural structure of these two solutions is similar, a more detailed analysis reveals some substantial differences, which are:

1. **Temporal architectures**, where the PE array consists of a structure of arithmetic logic units (ALUs) capable of performing multiple MACs concurrently, managed with a global control logic. The direct communication between different PEs is not possible, and the memory accesses to the data needed to perform DNN processing is only through the external memory hierarchy, limiting the performance and energy efficiency of the system. Hardware DNN inference accelerators based on CPUs and GPUs belong to the category of temporal architectures. While they are able to execute a wide range of ML tasks, thus maintaining a very high level of flexibility, on such hardware platforms optimizing the execution of a specific DL algorithm is not so easy, due to their fixed architecture. As a result, it is the DNN model to execute that adapts to the processing unit, and not the other way around. In this case the idea to exploit the intrinsic concurrency in execution of DNN models is to parallelize the MACs by adopting efficient computing paradigms, such as single instruction multiple data...
(SIMD) for CPUs (i.e. multiple PEs perform the same instruction on multiple data simultaneously) and single instruction multiple threads (SIMT) for GPUs (i.e. multiple PEs perform the same instruction on multiple threads simultaneously on different data).

Figure 2.6: Internal structure of a PE unit in spatial architectures capable of performing an individual MAC operation, consisting in a multiplier, an adder, a register file and some local control logic. Source [27]

2. Spatial architectures, where each PE consists of an ALU with associated its own local control logic and its local memory, referred to as Register File (RF) (see Figure 2.6). As a result, in this case it is possible to directly move data between different PEs (through the so-called inter-PE communication) in an optimal way and to develop energy efficient data flows to reduce the accesses to the external memory. This is achieved by increasing the reuse of data distributed in the low levels of memory hierarchy as much as possible. It allows to improve both the performance and the energy efficiency of the system. Hardware DNN inference accelerators based on FPGAs and ASICs belong to the category of spatial architectures. While the architectural flexibility of FPGAs due to their re-programmability and re-configurability allows for a custom configuration that can be changed over time, ASIC-based solutions, must be designed once for the specific application. The processing units based on spatial architecture can adapt better to follow the parallel execution model of DL algorithms, supporting also a wide range of optimization techniques.

Table 2.2 summarizes the main differences between spatial and temporal hardware architectures.

Table 2.2: Main differences between temporal and spatial architectures. The two architectures consist of an array of PEs that perform multiple MAC operations in parallel.

<table>
<thead>
<tr>
<th>Temporal architecture</th>
<th>Spatial architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEs include only the computational part (ALU)</td>
<td>PEs include a computational part (ALU), local memory (RF) and local control logic</td>
</tr>
<tr>
<td>Only global control logic</td>
<td>Both global/local control logic</td>
</tr>
<tr>
<td>Only data movement from PEs to memory hierarchy (and vice-versa)</td>
<td>Data movement between different PEs and from/to memory hierarchy</td>
</tr>
</tbody>
</table>

Thus, in processing units based on spatial architecture where the control logic is local, the solution adopted to mitigate the problem of energy consumption due to data movements from memory to PEs consists in reducing the number of accesses to the off-chip memory, having it both a higher latency and energy cost than the on-chip one. Thus, the idea is to develop hardware DNN inference accelerators with an internal memory divided in multiple levels of hierarchy. Consequently, spatial architectures are a more cost-effective choice than temporal architectures, because by distributing part of the internal memory directly within each PE, they reduce the impact of memory accesses in terms of both latency and power consumption, and allow maximizing the reuse of the data.
A typical structure of a hardware DNN inference accelerator based on the spatial architecture adopting a on-chip memory hierarchy is shown in Figure 2.7.

![Figure 2.7: Internal structure of a hardware accelerator based on spatial architecture for DNN inference processing, consisting of an array of PEs. Source [32]](image)

More in detail, the on-chip memory hierarchy is composed of a Register File (RF) internal to each PE, containing the data to move among different PEs or MAC results, and Global Buffer (GB) directly connected to the off-chip memory, with a size large enough to store all the network parameters needed to feed all PEs. The various PEs are connected to each other and to the GB by a configurable network-on-chip (NoC).

Thus, during the DNN inference processing the goal is to maximize the reuse of data stored in the lower levels of the on-chip memory hierarchy, while avoiding access to off-chip memory unless strictly necessary (see Figure 2.8, on the top). Thus, this strategy allows for increased throughput and reduced energy consumption per DNN inference iteration, since the various layers of the local memory hierarchy have different latency and energy cost from each other, as shown in Figure 2.8 (on the bottom).

![Figure 2.8: Memory hierarchy in spatial architectures (on the top) and normalized energy cost for MAC and memory accesses to data stored in different levels of the memory hierarchy (on the bottom). Source [28, 33]](image)

More in detail, in DNNs there are different types of data that can be reused, depending on the considered type of layer. In CONV layers it is possible to identify the weight reuse (i.e. the weights of the kernel sliding on an input feature map are reused a number of time equal to the
corresponding output feature map dimension), \textit{input reuse} (i.e. each input feature map is reused a number of times equal to the number of filter channels to compute the corresponding output feature map), and \textit{convolutional reuse} (i.e. the input feature map values involved multiple times in the sliding operation of convolutional kernel are reused to compute multiple output feature map values). In FC layer it is possible to identify the \textit{input reuse}, since each neuron uses all the inputs to compute its output.

As a result, the data reuse is higher in CONV layer than in FC layers. It is important, since CONV layers is where most of the MACs are performed. Although in FC layers the reuse of the data is not so high, this is not a problem, because with the increasing of the depth of the DNN model the number of CONV layers to increase.

Regarding the design of any hardware DNN inference accelerator, another important aspect to consider is that the amount of PEs is limited. Consequently, only a number of MACs equal to the amount of available PEs can be executed in parallel, which is usually less than the total number of MACs required to perform a DNN inference iteration. The mapping among data to be processed and operation is defined by configuring the NoC in the proper way. It allows to transfer the activations, weights, and partial sums from the memory to the different PEs, with the goal of maximizing the reuse of the data at the lower levels of the memory hierarchy. Moreover, it allows also to accelerate the DNN inference processing reducing the memory bandwidth requirements, since the data read from RFs within the PEs limit the number of access to off-chip memory. Specifically, if the memory is not able to feed all the available PEs, the performance of the hardware accelerator decreases.

Depending on which type of data are stored in the RFs, and so on the type of data reuse exploited, several types of data flows can be identified (see Figure 2.9).

![Figure 2.9: Possible data flows in spatial architecture for Deep Neural Networks. (a) Weight stationary (b) Output stationary (c) No local reuse. The acronyms Weight, Act, and Psum stand for weights, activations and partial sums to be read from memory to perform MAC operations or to be written in memory as a result of MAC operations, respectively. Source [33]](image)

More in detail, it is possible to classify the different data flows for hardware DNN inference accelerators based on spatial architectures as:

- \textit{Weight stationary} (WS), where the goal is to reduce the energy consumption maximizing the reuse of the weights by storing them in the local RFs of each PE, while activations and
partial sums are both read from/written to the GB.

- **Output stationary** (OS), where the purpose is to reduce the energy consumption, and consists in storing the partial sums in the local RF of each PE, without reading/writing them from/into the GB, which is instead needed for activations and weights.

- **No local reuse** (NLR), where the goal is to reduce the area, and it is done by removing all RFs of each PE in order to maximize the GB size, at the cost of increased energy consumption. In this case, therefore, data reuse is not exploited at all, and the entire available area is allocated to GB, where weights, activations and partial sums are all stored.

- **Row stationary** (RS), where the goal is to reduce the energy consumption by maximizing the reuse of all types of data by dividing the convolution operation among activations and weights by rows to perform it on the same PE (see Figure 2.10).

![Figure 2.10: Convolutional operation division by row in the same PE in Row stationary data flow. Source [33]](image)

Since the energy costs of the different level of on-chip memory hierarchy (see Figure 2.8) is different, the main goal of these optimized data flows is to maximize the reuse of data in low levels of on-chip SRAM memory hierarchy, to minimize the number of accesses to the off-chip DRAM. As an example, a comparison of the different data flows in terms of energy consumption with respect to the MAC energy cost in AlexNet is shown in Figure 2.11. It results that the RS data flow is the best possible one in terms of energy efficiency improvements, allowing optimization of the memory access cost for all the types of data.

![Figure 2.11: Comparison of different data flows in terms of energy efficiency in AlexNet. Source [33]](image)

### 2.2.1 Strategies for accelerating spatial architecture-based accelerators

Over time, by taking advantage of the architectural flexibility of hardware accelerators based on spatial architectures, more complex optimization have been developed to improve the speed and energy efficiency of DNN inference processing, which are:
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- **Sparsity**

  The computations in CONV and FC layers performed during DNN processing typically involve a large number of multiplications in which at least one of the two operands is null. In such cases, since the result is known in advance, it is not necessary to perform the corresponding MAC operation, resulting in a significant reduction of the number of MACs per DNN inference iteration. Following this idea, it is possible to develop techniques with the aim to increase the level of sparsity of a DNN model, such as the so-called *network pruning* and *activation function statistics*. In addition, it is possible to modify the structure of each PE to not read the weights/activations from memory and to execute the MAC operation when one of the two operands to be processed has zero value (see Figure 2.12).

![Figure 2.12: PE internal structure changes to skip the memory read operation and MAC calculation when at least one operand is zero. Source [34]](image)

This strategy allows not only to skip the execution of a large number of MACs, and so to reduce the memory bandwidth requirements, but also to compress the data to be stored in memory through the so-called *sparsity compression methods*. Hardware accelerators that exploit the sparsity of the DNN model to optimize inference processing in terms of both speed and energy efficiency require a high degree of flexibility to adapt the internal architecture to a sparse computation. It may require the implementation of custom hardware capable of distinguish among the the necessary and unnecessary MACs to be performed, through the so-called *zero-skipping* methods. For this reason, FPGAs is the optimal solution for hardware accelerators that want to take advantage of sparsity, due to the possibility of designing custom hardware for optimizing sparse computation.

- **Variable bit widths**

  The more the complexity of DNN models increases, the more the number of operations to be processed increases, and consequently the amount of memory required to store the data to be processed during the inference becomes high. As a result, not only the computational cost increases, but also becomes difficult for the on-chip memory to be sufficient for storing all these data, resulting in an increase in the number of accesses to the high latency and high energy consumption off-chip memory. A possible method to reduce the memory occupancy and the computational cost is to change the data type and reduce the number of bits on which the data is represented. While floating point representation allows for higher precision, it also results in a high hardware complexity for MAC implementation and higher power consumption for operation execution. Through the *data quantization* it is possible to move from floating point to lower bit width fixed-point data format, at the expense of a certain loss of accuracy. This allows to obtain improvements in terms of both computation complexity and memory requirements, allowing to improve speed and energy efficiency of the hardware accelerator, at the cost of some loss in model accuracy. In addition, depending on the network parameter type and position within a DNN model, each layer has a different impact on the system accuracy, and thus it is useful to have the ability to not only choose a different number of bits for different network parameter types belonging to the same layer, but also for the different layers in the same DNN. It allows to have smaller DNN models with the
same level of accuracy than with fixed bit width for all the DNN model, by reducing also the memory bandwidth requirements. Thus, to take advantage of the reduction in bit length for data representation in terms of both memory requirements and power consumption, \textit{hardware DNN inference accelerators with variable bit widths} have been developed over time. The configurable architecture of FPGAs allows to design logic units optimized for the computation on different number of bits, resulting to be the most promising processing unit for DNN inference accelerators with variable bit widths.

2.3 Hardware for DNN Processing on Embedded Devices

Over time, as the amount of the data to be processed and the size of the DNNs have become larger and larger, to improve performance of DL processing it has been required the development of specialized hardware accelerators for implementing DNN models.

As a result, the choice of the processing unit on which to base the development of these hardware DNN inference accelerators is of paramount importance. More in detail, it depends where the ML application is performed and on the required performance and the consumption requirements of the case at a hand.

While the training is usually performed on GPUs on the cloud optimized for high precision floating point computations, the inference requires much less computations. Thus, it can be performed also on a different type of processing unit at the edge, such as FPGAs and ASICs for ML applications, called TPUs, depending on the requirements to be undergone (see Figure 2.13). To have an idea regarding the performance, while edge hardware accelerators for DNN models typically range from 100 GOP/s to 10 TOP/s, hardware acceleration on the cloud may exceed 100 TOP/s.

Figure 2.13: Comparison of different hardware platforms in terms of flexibility and programming difficulties versus performance, area and power efficiency. Source [35]

Unlike CPUs and GPUs which are based on a fixed architecture, FPGAs and ASICs allow to realize flexible architectures optimized for the application at hand thanks to the possibility to implement customized logical units and to support the application of a wide range of optimization algorithms. More in detail, while ASICs are completely non-reconfigurable, FPGAs contain reconfigurable custom hardware logical units that make possible to obtain high performance allowing a run-time development of solutions better and better optimized for the ML application under examination. Furthermore, despite a much low working frequency compared to alternatives, both of these solutions are able to take advantage of the parallelism of calculations in DNN inference processing through pipelined execution in hardware.

To have a general idea, CPUs are capable of performing a number of operations per second of about 1 GFLOP/s to 10 GFLOP/s, with an energy efficiency usually lower than 1 GOP/J, while GPUs allow the execution of a number of operations per second up to 1 TOP/s, but with much lower energy efficiency. FPGAs can achieve at least 10 GOP/s to 100 GOP/s, with much higher
energy efficiency than all GPPs [12]. For ASICs, in terms of speed, these solutions are somewhere between those based on GPUs and FPGAs, but in this case the achievable energy efficiency is the best possible one. However, the behavior of these processing units in terms of flexibility is exactly the opposite of that in terms of performance, as shown in Figure 2.14.

![Figure 2.14: Comparison of CPUs, GPUs, FPGAs and ASICs in terms of flexibility versus performance and power efficiency. Source [36]](image)

The idea behind the accelerated execution of the DL inference in hardware is to exploit the inherent parallelism exhibited by DNN models. Any DL algorithm presents different types of parallelism that must be considered to determine the most suitable hardware platform able to exploit them during DNN inference processing.

More in detail, it is possible to parallelize the execution of DL algorithms both at layer level (which means that in a multi-layer ANN it is possible to process different data-dependent layers in parallel exploiting a pipeline execution), at level of neurons (which means that since neurons in the same layer are independent from each other, they can work in parallel) to increase the level of concurrency in the execution of the MACs within CONV and FC layers, and at the input level (which means more input data can be processed simultaneously).

More in detail, the possible processing units for accelerate the DNN inference processing are:

1. **CPUs - Central Processing Units**, which are GPPs composed of several cores capable of processing DNN inference as a sequential flow of instructions. Their high degree of flexibility to execute instructions related to different types of tasks in turn results in a decrease in performance for the task at hand. Despite a high operating frequency, the lack of parallelism exploitation determines that the maximum processing speed achievable by CPUs is usually not sufficient to perform the amount of computations required per DNN inference iteration for low-latency applications. In addition, power consumption is also an issue for these solutions, making them the least used for edge DNN processing.

2. **GPUs - Graphic Processing Units**, which are GPPs specifically optimized for high precision floating point computation, composed of a much higher number of cores than CPUs, but with a slower working frequency. The idea in this case is to take full advantage of the level of execution concurrency exhibited by DNN models through a processing unit with a high level of parallelism and a high memory bandwidth, thus able to perform the MACs required per DNN inference iteration very fast. As for CPUs, also in this case the execution is at instruction level in a sequential way. Compared to CPUs, GPUs accelerate the execution of the MACs, maximizing the throughput, at the expense of a huge energy consumption. As a result, while GPUs are the optimal choice for DNN processing on the cloud due to their high computational power, they are not used in edge computing due to the limited amount of energy budget.
3. **FPGAs – Field Programmable Gate Arrays**, which are integrated circuits that can be reprogrammed several times, providing the ability to configure the logical units required to implement DNN models in a custom way, optimizing the internal architecture for the specific task at hand. Moreover, the FPGA implementation of DL algorithms offers a viable solution to accelerate the DNN inference, being that the structure of such type of processing units can be adapted to exploit the inherent DNN model parallelism optimally. The limited amount of hardware resources, the low bandwidth of on-chip memory, and the slow operating frequency makes difficult the implementation of complex DNN models on FPGAs. More in detail, although FPGAs do not provide the same level of speed as GPUs if the DL algorithm implementation is direct and if computation required per DNN inference iteration is performed in high floating point precision, their high architectural flexibility allows to support a wide range of optimization techniques able to reduce DNN model complexity and to improve the speed and energy efficiency of the implemented DNN. Thus, while maintaining an acceptable design cost, FPGAs allow to achieve both an adequate level of performance for most ML applications, and a much higher energy efficiency than in the case of GPUs, provided that some decrease in the level of flexibility with respect to the range of executable tasks for the same architectural configuration is accepted. As a result, it makes the implementation of compressed DNN models on FPGAs the most promising choice in edge computing for DNN inference acceleration.

4. **ASICs - Application Specific Integrated Circuits**, which are integrated circuits in which the logical hardware units are programmed to optimize the execution of a specific application, and thus able to provide the optimal in terms of both speed and energy efficiency. The so-called **Tensor Processing Units (TPUs)** are specific types of ASICs designed to perform the DNN processing. TPU DL algorithm implementation usually adopt a lower-precision data type representation than the standard single-precision floating-point representation used in GPPs. As they are not re-programmable at all, the architecture of ASICs is designed to perform only a specific task in the most efficient way, and therefore although they are the most performing hardware platforms for DNN inference processing, they represent the least flexible option in terms of executable tasks. In addition their high design cost limits their range of application in edge computing.

As an example, Table 2.3 shows a comparison of the performance in terms of inference time and power consumption of the different processing units for the case of DNN processing acceleration in AlexNet. The results reported in [37] show that the execution of the DNN inference with respect to a not too complex DL algorithm optimized for implementation on FPGA is about ten times more efficient in terms of power consumption than that performed on GPU, while at the performance level it does not differ much from that performed on TPU.

<table>
<thead>
<tr>
<th></th>
<th>CPUs</th>
<th>GPUs</th>
<th>FPGAs</th>
<th>TPUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inference time (ms)</td>
<td>1630</td>
<td>3.79</td>
<td>15</td>
<td>4.31</td>
</tr>
<tr>
<td>Power consumption (W)</td>
<td>104</td>
<td>206</td>
<td>27</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Since any processing unit has its benefits and limitations, in order to make a fair comparison regarding hardware platforms capable of accelerating DNN inference processing, it is necessary to consider the trade-off between flexibility, performance and energy efficiency of each one.
For embedded implementation of DNN models, while the GPPs have a high degree of flexibility in terms of executable tasks, the fact that they are based on a fixed architecture non-configurable determines a decrease in terms of parallelism exploitation of DNN models. More in detail, while CPUs do not allow to reach an adequate level of performance in terms of speed and energy efficiency, GPUs, despite being computationally extremely computational powerful thanks to a massive concurrent execution that allows to obtain very high speed for DNN inference processing, are very inefficient in terms of power consumption and space occupation. ASICS, despite providing the possibility to achieve very high performance in terms of both speed and energy efficiency, are extremely expensive to design, and do not allow to be reprogrammed. Consequently, TPUs do not support the application of run-time optimization methods.

As a result, FPGAs are the best compromise in order to accelerate DNN inference processing at the edge, supporting the application of a wide range of optimization methods able to reduce DNN model complexity and increase speed and energy efficiency. It is of paramount importance in embedded ML applications, where the hardware resource and power consumption is the main issue. Through FPGA-based solutions it is possible to exploit all types of parallelism exhibited by DNN models optimally, while implementing hardware logic units specifically optimized for the considered ML application.

Figure 2.15 gives an example to illustrate the difference between how parallel execution is handled on different processing units for DNN processing. Specifically, it refers to the throughput achievable on 10 clock cycles of a 5-layers CNN [39], which are the CONV layer, ReLU layer, NORM layer, POOL layer and FC layer (see Section 1.4) for the possible parallelization schemes adopted by the different hardware platforms for the DNN inference processing. Furthermore, it is assumed that each layer has an execution time equal to 1 clock cycle, and that each block represents a single set of input data to be processed at a time.

Figure 2.15: Comparison of a 5-layer CNN processing on CPUs (on the top), GPUs (in the middle) and FPGAs (on the bottom) as a function of the adopted parallelization scheme by the different processing units.
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- For CPUs, which adopt the SIMD parallel computing paradigm, execution of CNN instruction is performed as a single processing thread at a time on multiple data, and thus two sets of input data are processed over 10 clock cycles, resulting in a throughput of 2 per processing core.

- GPUs exploit the parallelism inherent in CNNs through the SIMT parallel computing paradigm. Assuming that 3 different processing threads of the CNN instruction can be processed in parallel, a total of 6 set of input data are processed in 10 clock cycles, achieving a throughput equal to 6.

- FPGAs parallelize the execution of the CNN model through a pipelined parallel computing paradigm, processing the same amount of input data in 10 clock cycles as GPUs, thus allowing for the same value of throughput. However, if the CNN execution is continued and then additional input data sets need to be processed, GPUs would still require 5 clock cycles to produce 3 new outputs, while FPGAs would provide a new result in output with each clock cycle, resulting in a substantial increase in throughput.

Despite the massive exploitation of the internal parallelism of DNN models allowing high performance and low power consumption, FPGA-based DNN inference accelerators have a high cost in terms of reconfiguration and are complex in terms of programming.

Table 2.4 shows a comparison of the main differences in performance and hardware features of the processing units used to accelerate DNN inference processing.

Table 2.4: Performance comparison of CPUs, GPUs, FPGAs and ASICs for accelerating DNN inference processing at the edge. FPGAs represent the optimal compromise between low latency/low power consumption, small hardware size, design cost, high level of re-programmability and architectural flexibility, resulting to be the most promising solution to perform DNN inference processing on embedded systems.

<table>
<thead>
<tr>
<th></th>
<th>CPUs</th>
<th>GPUs</th>
<th>FPGAs</th>
<th>TPU/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput</td>
<td>Lowest</td>
<td>Very High</td>
<td>High</td>
<td>Highest</td>
</tr>
<tr>
<td>Latency</td>
<td>Highest</td>
<td>Low</td>
<td>Very Low</td>
<td>Lowest</td>
</tr>
<tr>
<td>Parallelism</td>
<td>Low</td>
<td>Highest</td>
<td>High</td>
<td>Very High</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>Low</td>
<td>Lowest</td>
<td>High</td>
<td>Highest</td>
</tr>
<tr>
<td>Design Cost</td>
<td>Lowest</td>
<td>Low</td>
<td>Medium</td>
<td>Highest</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>High</td>
<td>Highest</td>
<td>Low</td>
<td>Lowest</td>
</tr>
<tr>
<td>Device Size</td>
<td>Small</td>
<td>Large</td>
<td>Very Small</td>
<td>Smallest</td>
</tr>
<tr>
<td>Architecture</td>
<td>Fixed</td>
<td>Fixed</td>
<td>Re-Configurable</td>
<td>Configurable</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Highest</td>
<td>Very High</td>
<td>Low</td>
<td>None</td>
</tr>
<tr>
<td>Development</td>
<td>Easiest</td>
<td>Easy</td>
<td>Hard</td>
<td>Medium</td>
</tr>
<tr>
<td>Inference Execution</td>
<td>Low</td>
<td>High</td>
<td>Best</td>
<td>High Design Cost/No Flexibility</td>
</tr>
<tr>
<td>at the Edge</td>
<td>Performance</td>
<td>Power Consumption</td>
<td>Compromise</td>
<td></td>
</tr>
</tbody>
</table>

In conclusion, given that CPUs represent the worst possible solution at the level of edge DNN inference acceleration due to their low level of concurrent execution and low energy efficiency, even if FPGAs do not allow to reach a level of speed comparable to that of ASICs and GPUs, this type of solution allows to achieve much higher energy efficiency (compared to GPUs), and better flexibility at a lower design cost (compared to ASICs). Thus, although for direct implementations of DNN models FPGAs are not the best solution, the high degree of architectural flexibility and re-configurability supports the run-time application of some hardware/software-level optimization algorithms and architecture-level design improvements, which enable substantial performance and energy efficiency enhancements.
Moreover, the working frequency of FPGAs is lower than that of alternative solutions, resulting in both better energy efficiency, but in a worse speed. The level of parallel execution of FPGAs allows an high exploitation concurrent execution in DNN model computation, compensating this lower value of frequency compared to alternatives. Then, FPGAs are able to handle the irregular parallelism in terms of bit-width for representation of network parameters and the DNN model sparsity introduced by some optimization methods through the possibility to design custom hardware logical units.

As a result, FPGAs represent the best compromise for accelerating DNN inference execution at the edge in terms of performance per unit power consumption, while maintaining high architectural flexibility and a small area occupancy. For ease of reading, the main advantages and disadvantages of FPGA-based accelerators have been summarized in Table 2.5 [40].

Table 2.5: Advantages and disadvantages of FPGA-based DNN inference accelerators.

<table>
<thead>
<tr>
<th>FPGA DNN inference accelerator pros</th>
<th>FPGA DNN inference accelerator cons</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High speed and high energy efficiency</strong>: FPGA-based DNN inference accelerators achieve high speed and energy efficiency.</td>
<td><strong>High time cost for reconfiguration</strong>: Re-configurability of FPGAs comes at cost of time spent configuring the best possible architecture for accelerating DNN processing.</td>
</tr>
<tr>
<td><strong>High parallelism</strong>: FPGAs show a high level of parallel execution that can be used to accelerate DL inference processing exploiting the high level of concurrency of DNN model computation through the development of highly parallel computing paradigms.</td>
<td><strong>High programming difficulty</strong>: Re-configurable computing requires hardware level programming, which is usually much more complex than traditional high-level software programming languages.</td>
</tr>
<tr>
<td><strong>High re-configurability</strong>: The ability to be configured multiple times allows FPGAs to perform complex tasks in optimally optimizing the design for considered ML application.</td>
<td><strong>Low adaptability</strong>: The optimized configuration at the architectural level for FPGAs usually restricts the range of possible ML applications on which it can be used.</td>
</tr>
</tbody>
</table>

2.4 Internal Architecture of FPGAs

*Field Programmable Gate Array* (FPGA) is a type of re-programmable integrated circuit designed to enable the implementation of architectures containing custom logic units optimized for the application at hand.

At the architecture level, the building blocks of any FPGA are organized according to a grid of configurable logic blocks (CLBs) connected to each other through configurable interconnecting wires, with the function of implementing the logical operations for the considered task, and where the configurable connections decide how the different CLBs are connected to each other. The amount of CLBs available on FPGAs determines the number of logical units implementable on its area, thus also determining how complex a design implemented on that processing unit can be.

The FPGA internal architecture can be programmed to perform different operations in different parts within the same clock cycle. Thus, such hardware platforms are considered parallel by nature. In addition, within each FPGA structure there are also I/O blocks to exchange information with the external environment. For a more detailed overview of a standard FPGA internal structure, see Figure 2.16.

More in detail, each CLB consists of two basic components, which are the *look-up tables* (LUTs) and the *flip-flops* (FFs). While the former are registers used to store single bits of data, the latter are truth tables capable of implementing any combinatorial logic. Thus, in FPGAs it is possible to customize each LUT to implement any logical function.
Moreover, within any FPGA structure there is a set of block RAM (BRAM) areas, which cannot be configured for other functionality. Through the I/O blocks, FPGAs have the possibility to interface with an external memory, which is usually necessary in order to contain all the data needed for the processing of the application under consideration, given the small size of the internal one.

In conclusion, due to their high degree of flexibility and parallel execution, FPGAs represent the optimal choice with respect to the execution of algorithms with a high level of concurrency, such as DL algorithms, where the execution of the MACs required for their processing can be highly parallelized. A further advantage of FPGAs for DNN model implementation is that in such platforms are implemented a certain quantity of DSPs, which are logic units capable of executing the MAC operation much more efficiently than the ALU units implemented on the LUTs.

### 2.5 Roofline Model Analysis for DNN Inference Accelerators

In the field of embedded applications, the throughput performance of any DNN inference accelerator is limited either by computational and off-chip memory constrains, which are due to the amount of internal PEs and external memory bandwidth, respectively. While the number of on-chip PEs determines the maximum number of MAC operations that can be executed simultaneously, the off-chip memory bandwidth limits the rate at which activations and weights can be read/written from/to the external memory and delivered to the internal PEs.

Specifically a hardware DNN inference accelerator is said memory bounded, when its performance is not limited by the external memory bandwidth, which therefore is unable to provide all the required data to be supplied to all the PEs for parallel execution, or computation bounded, in the case when all available on-chip PEs work simultaneously [42].

To analyse in detail the performance of any DNN inference accelerator, the roofline model has been introduced in [43].

Figure 2.17 shows a typical example of such a roofline model, with indicated both the computational and bandwidth roofs, where each point in the diagram represents a possible design of a hardware DNN inference accelerator.

More in detail, it proposes a method for evaluating the hardware accelerator performance (i.e throughput) taking into account the off-chip memory bandwidth constrains and the limited
amount of PEs available on the selected processing. In roofline model, the horizontal axes shows the *computation to communication* (CTC) *ratio*, which is a parameter used to measure the arithmetic intensity, i.e. the number of MACs that is possible to perform per off-chip memory access, evaluated in *#MACs/memory data access*, and the vertical axes indicates the maximum throughput achievable by the system, evaluated in *#MACs/DNN inference iteration*. The ratio \( \frac{Y}{X} \) between any pair of coordinates of the roofline model is equal to the off-chip memory bandwidth of the selected hardware accelerator.

Looking at the Figure 2.18, it is possible to distinguish two distinct regions that make up the roofline model, which are:

1. **Bandwidth roof bounded area** means that the design is *memory bounded*, and thus the performance is limited by the off-chip memory bandwidth of the selected hardware platform. The processing unit would be able to perform more MACs than it actually does, since the PEs required to do so are available, but due to the limited off-chip memory bandwidth, it cannot provide enough data to be processed.

2. **Computational roof bounded area** means that the design is *computational bounded*, and thus the performance is limited by the amount of PEs available on the selected hardware platform. The number of MACs in execution is the maximum possible with available PEs, and thus the limited amount of PEs prevents further performance improvement.

1-2. The meeting point between the computational and bandwidth roof lines, referred to as *inflection point*, means that the off-chip memory bandwidth is able to provide enough data to perform all the MACs with the PEs available in the selected hardware platform.
As a result, the area bounded by computational and bandwidth roof line contains all possible
designs for a hardware DNN inference accelerator that meet the PEs and off-chip memory band-
width constraints of the hardware platform selected for implementing the DNN model under con-
sideration. More in detail, the performance of the designed hardware accelerator is limited by the
off-chip memory bandwidth when the arithmetic intensity is to the left of the inflection point,
while when it is to the right is limited by the number of PEs that can work simultaneously.

Equation (2.1) expresses the maximum achievable throughput for any hardware DNN inference
accelerator design, that corresponds to the minimum between the number of available PEs and
the off-chip memory bandwidth.

\[
\text{Maximum attainable performance} = \min \{ \text{Computational roof}, \ CTC \times BW \} \tag{2.1}
\]

As a result, a higher arithmetic intensity corresponds to both a better data reuse (since it
decrease the off-chip memory bandwidth requirements), or an increasing in memory bandwidth
due to the application of some optimization methods.
Chapter 3

FPGA-Based DNN Inference Accelerators

In the following sections an in-depth analysis is carried out regarding FPGA-based DNN inference accelerators and the most important metrics used to analyze their performance, motivating the choice of this hardware platform for the implementation of complex DNNs through a roofline model analysis.

Subsequently, the main hardware/software-level optimization techniques used to improve the execution of DNN inference at the edge are detailed, focusing mainly on hardware-oriented optimization methods for approximate computation, being those that have shown the most promising results both in terms of speed and energy efficiency improvements, at the expense of a certain loss in accuracy.

3.1 Overview of Accelerating DNN Inference at the Edge

As discussed in Chapter 2, the choice of the appropriate processing unit for accelerating DNN inference is of paramount importance to undergo the latency/energy efficiency constraints imposed by edge ML applications.

In this context, if for the implementation of uncompressed DNNs the GPUs seems to be the only possible choice for achieving an high speed, the high power consumption avoid its integration in embedded devices. The development of hardware/software-level optimization methods supported by FPGAs capable of reducing the model complexity in terms of both computational and memory requirements has determined a transition towards re-programmable solutions for edge DNN inference processing.

An overview of the main hardware/software-level optimization techniques adopted to efficiently perform the DNN inference processing on FPGAs is shown in Figure 3.1.

Referring to Figure 3.1, while on the horizontal axis are shown the various abstraction levels within the ANNs on which it is possible to make such optimizations, starting from the general techniques not related to DNNs, passing to those at the level of neurons and parameters of each layer and those at the layer level, up to the methods at network level, on the vertical axis are identified three different software/hardware levels to which it is possible to work, which specifically are the data-path, memory and operations scheduling levels.

More in detail, to accelerate the DL algorithm inference, considerable interest falls on approximating computation techniques (circled in red in Figure 3.1) both at the level of model compression and data quantization, resulting to be the most effective ones in terms of both speed and energy efficiency.
Thanks to the increase in performance brought by the application of such approximating techniques, it is possible to mitigate the fact that FPGAs work at a lower working frequency than the alternatives, and therefore despite this fact implies a lower power consumption, it could be problematic for low latency ML applications. The high level of parallelism of FPGAs allows to exploit the inherent internal concurrency in DL algorithms execution increased by approximating algorithm application, resulting in a speed improvement.

As a result, provided some loss of accuracy is accepted, the DNN processing can be accelerated and energy efficiently improved by reducing DNN model complexity in terms of both the amount of computational and memory resources required per DNN inference iteration, facilitating the DL algorithm implementation on systems with a limited amount of resources.

For these reasons, over time FPGAs have proven to be superior for the hardware implementations of DL algorithms compared to alternatives, both in terms of speed and energy efficiency, while maintaining a low consumption of hardware computational resources and a small design cost, making it the optimal choice for the development of hardware accelerators for embedded applications.

3.2 Custom Hardware Design: Why FPGA-based DNN Inference Accelerators

Through an analysis of the roofline model introduced in Section 2.5 regarding the different processing units capable of accelerating the DNN inference processing, it is possible to understand why DNN model implementations on FPGAs, combined with the application of approximating methods, outperform the corresponding uncompressed GPU-based alternatives in terms of throughput, while maintaining a low design cost and high re-configurability compared to ASICs.

In Figure 3.2 is shown a comparison of the roofline models relative to the development of a hardware inference accelerator based on different processing units for the same DNN model. While for GPPs working in 32-bit floating point precision it is evident that GPUs outperform CPUs in terms of maximum performance due to both their higher level of parallel execution and optimized floating point computations, for FPGAs and ASICs supporting the fixed-point weight and activation representation with reduced precision, the latter outperforms the former. As result, it is evident that, compared to ASICs and FPGAs, GPUs show a significantly lower throughput.

Specifically, GPU internal computations are performed on a fixed architecture in a complex data type at high precision, requiring an high execution time and energy consumption. As a result, while it allows for a high level of accuracy, the maximum throughput achievable by GPUs is low. Unlike, ASICs and FPGAs, thanks to the support of reduced precision fixed-point data types, the ability of designing custom architecture with optimized data flows able to maximize the
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Figure 3.2: Comparison of roofline models for hardware DNN inference accelerators based on different processing units: CPU (---) and GPU (···) with parameters in single precision floating-point (fp32) format, TPU (ASIC) (---) with parameters in 8-bit fixed-point (fixed8) format, and FPGA with parameters in 16-bit fixed-point (fixed16) format (---), 8-bit fixed-point (fixed8) format (···) and 1-bit (—–) fixed-point (fixed1) format. Source [45]

data reuse in the lower memory hierarchy levels and to the possibility of applying a wide range of optimization methods to approximate the internal computations, are capable of increasing the throughput of the hardware DNN inference accelerator.

As discussed in Section 2.5, for any hardware DNN inference accelerator the maximum throughput happens when all the PEs work simultaneously. Specifically, it is reached only if the hardware accelerator performance is not limited by the off-chip memory bandwidth. It is possible to increase the system performance through both a reduction in the precision of network parameters and the compression of the DNN model in terms of number of operations. While the former allows to improve both the use of the on-chip memory reducing off-chip memory accesses, it also improves the off-chip memory bandwidth, since in the same amount of moved data will be contained more information, the latter reduces the number of data transfers from memory to PEs, and so the number of MACs required per DNN inference iteration. Moreover, smaller compressed networks with lower-precision data to process allow for an increase in the amount of PEs that can be implemented in the same area, increasing the parallelism more.

In addition, approximating methods allow also for an increase in energy efficiency, mainly reducing the number of off-chip memory accesses increasing the data reuse, due to a decreasing in the number and in the precision of MACs per DNN inference processing.

Thus, for edge ML applications that tolerate a certain degradation in the precision of the results produced, the application of approximating methods on DNN model based on reduced precision and network compression allows to greatly improve the throughput and energy efficiency of the FPGA-based DNN inference accelerator.

3.3 FPGA-based DNN Inference Accelerator Architecture

As mentioned before, FPGA architectural flexibility and re-configurability allows to apply several optimization techniques in order to find the optimal solution, making them the best processing unit to accelerate the execution of the DNN inference at the edge. The typical structure of a FPGA-based DNN inference accelerator is shown in Figure 3.3.

More in detail, it consists of several components, which are an on-chip SRAM and an off-chip DRAM memory, an array of PEs, and the on-chip/off-chip interconnections used for data
communication between PEs and on-chip and off-chip memory, respectively.

The internal memory is able to contain all network parameters to feed all PEs, but usually it is not enough to store all the parameters required for a DNN inference iteration. To have an idea about the orders of magnitude, it is possible to estimate that performing a single DNN inference iteration requires an amount of weights and activations from 100 MB to 1000 MB, while, the largest available FPGA contains an internal SRAM of only 50 MB [42]. This problem is solved by interfacing to an external larger SDRAM memory, with a higher latency and energy cost per data access.

Though the computational capacity of FPGA-based DNN inference accelerator is high, thanks to the fact that implemented directly inside FPGA there are many DSP units allowing an efficient execution of MACs within CONV and FC layers, the interfacing between FPGA and SDRAM limits the performances of whole FPGA-DNN inference accelerator in terms of both speed and energy consumption.

To overcome this problem, the idea is to reduce as much as possible the number of accesses to external memory. Since FPGA are based on spatial architecture, it is possible to increase the data reuse through the development of energy efficient data flows and the introduction of an internal three levels memory hierarchy, which is composed of the external SDRAM containing the whole DNN model, an internal GB containing all the data required to feed all PEs, and the RFs within PEs. Thus, data fetched from the external memory are moved along different levels of the internal memory hierarchy, before being provided to PEs, where are used as many times as possible.

A detailed representation of the memory hierarchy for a generic FPGA-based DNN inference accelerator is shown in Figure 3.4.

Figure 3.3: Internal structure of a FPGA-based DNN inference accelerator. Source [46]

Figure 3.4: Memory hierarchy structure for a FPGA-based DNN inference accelerator. Source [32]
More in detail, the GB is in turn divided in three SRAM registers, which are the activation buffer, the weight buffer, and the partial sum buffer with a variable register parallelism. This allows the FPGA-based DNN inference accelerators to exploit the variable bit width of the different types of data. Thus, the architectural flexibility of FPGAs results to be feature of considerable interest for the realization of variable bit width hardware DNN inference accelerators.

3.4 Hardware Design and Evaluation Performance Metrics

In order to analyze FPGA-based DNN inference accelerator, it is important to introduce a set of useful metrics both at DNN model and hardware accelerator level, reported in Table 3.1.

Table 3.1: Main metrics used to evaluate DNN models (on the left) and FPGA-based DNN inference accelerators (on the right).

<table>
<thead>
<tr>
<th>DNN model metrics</th>
<th>FPGA-based DNN inference accelerator metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong> ([pp]) is a metric used to evaluate the quality relative to the results produced by a DNN model for a given task. It depends on the DNN model complexity, in terms of both number of MACs and network parameters, since the more complex it is, the higher the achievable accuracy. In addition, it is strictly related to the data type and precision chosen for the representation of the network parameters.</td>
<td><strong>Area efficiency</strong> represents the amount of MACs and internal memory implementable on a FPGA with a fixed amount of hardware resources. The amount of on-chip memory represents the main critical resource in terms of area occupancy, even more than the computational logical units, and therefore optimizing its use allows not only to reduce power consumption and latency of FPGA-based DNN inference accelerator per inference iteration, but also to increase area efficiency.</td>
</tr>
<tr>
<td><strong>Workload</strong> represents the total amount of MACs to be performed in a DNN model per inference iteration. It is one of the main factors affecting the throughput/latency and energy consumption of any DNN model. Workload is usually expressed as billions of operations [GMACs] per DNN inference iteration.</td>
<td><strong>Energy efficiency</strong> is a metric adopted to express the energy consumption of the FPGA-based DNN inference accelerator (measured in [J]) of the FPGA-based DNN inference accelerator required to perform all MACs and all memory accesses, to the weights and activations to be processed per DNN inference iteration. Energy efficiency related to computational contribution is expressed as the number of MACs processed within a unit of energy [GMACs/J], while that related contribution for data transfers from memory to PEs as the amount of energy required to read/write a byte [J/B].</td>
</tr>
<tr>
<td>The <strong>memory requirements</strong> of a DNN model depends on the amount of non-null weights and activations to be processed per DNN inference iteration. Having a DNN model with high memory requirements to store a very large number of parameters allows to achieve a high level of accuracy.</td>
<td><strong>Throughput and latency</strong> are metrics that related to the amount of PEs and off-chip memory bandwidth of the FPGA-based DNN inference accelerator. These metrics quantify the amount of time required to execute a DNN inference iteration and how often the results of a DNN inference processing are available as output. While throughput is measured as billions of MACs per second [GMACs/s], latency is measured in [s].</td>
</tr>
</tbody>
</table>

Thus, through these metrics, it is possible to evaluate the properties the DNN model and the corresponding FPGA-based DNN inference accelerator on which it will be implemented, to determine if the FPGA-based DNN inference accelerator implementing the DNN model is a feasible solution for the given task.

Specifically, they main one are the level of accuracy achievable by the DNN model on the results
produced per DNN inference iteration, to determine if the implemented DNN model is capable of performing the given task with the required quality, the latency and throughput achievable with the developed FPGA-based DNN inference accelerator, to determine if the speed of the hardware accelerator is sufficient for processing the given task, and the energy efficiency of the developed FPGA-based DNN inference accelerator, to determine if the amount of energy required to perform all the MACs and memory accesses required per a DNN inference iteration is compatible with the energy budget of the embedded device on which it is implemented.

Since they are mutually dependent on each other, during the design phase of any FPGA-based DNN inference accelerator for a specific DNN model it is critically important to understand how the change in one metric goes to affect the others. For example, it is possible to implement a FPGA-based accelerator with a high throughput and high energy efficiency, if not considering the influence on the DNN model accuracy, through the application of approximating computation methods. However, this implementation may not be usable for ML applications that require an high level of precision for the results produced. The maximum level of accuracy achievable by the DNN model is one of the main aspects to consider in the DL algorithm implementation on FPGAs for embedded applications, where the amount of PEs and on-chip memory is limited. As a result, it is necessary the presence of an external memory in which to store the data to be processed per DNN inference iteration, influencing speed and energy efficiency.

3.5 Design Methodology of FPGA-based DNN Inference Accelerators

The main goal of FPGA-based DNN inference accelerators is to achieve high speed (i.e. high throughput $\vartheta$ and low latency $L$) and high energy efficiency ($E_f$), while maintaining an high level of accuracy. In the case of DNN inference processing in embedded systems, it is also of paramount importance to have a limited hardware resource consumption and a low total energy consumption $E_{total}$.

An analysis of the main factors affecting these metrics relate to a FPGA-based DNN inference accelerators is reported in the following (see Table 3.2 for a description of the design parameter symbols).

Table 3.2: List of design parameters of FPGA-based DNN inference accelerators. Source [44]

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>Workload per inference iteration</td>
<td>GOP</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Utilization ratio of the PEs available in the FPGA</td>
<td>-</td>
</tr>
<tr>
<td>$f$</td>
<td>Working frequency of the FPGA</td>
<td>GHz</td>
</tr>
<tr>
<td>$P$</td>
<td>Number of PEs available in the FPGA</td>
<td>-</td>
</tr>
<tr>
<td>$C$</td>
<td>Concurrency factor of FPGA-based DNN inference accelerator</td>
<td>-</td>
</tr>
<tr>
<td>$E_{static}$</td>
<td>Static energy cost of the system per inference iteration</td>
<td>J</td>
</tr>
<tr>
<td>$E_{opt}$</td>
<td>Average energy cost for each operation in inference iteration</td>
<td>J</td>
</tr>
<tr>
<td>$N_{op}$</td>
<td>Number of MACs per inference iteration</td>
<td>-</td>
</tr>
<tr>
<td>$N_{access_mem}$</td>
<td>Number of bytes accessed from on-chip/off-chip memory</td>
<td>B</td>
</tr>
<tr>
<td>$E_{access_mem}$</td>
<td>Energy for accessing each byte from on-chip/off-chip memory</td>
<td>J\cdot B</td>
</tr>
</tbody>
</table>
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Speed of a FPGA-based DNN inference accelerator is a key parameter for edge computing ML applications, which are usually characterized by both high \( \text{th} \) and low \( L \). More in detail, they can be improved by acting on the following design parameters:

- **Throughput** (\( \text{th} \)) is a metric used to measure how often a FPGA-based DNN inference accelerator is able to perform a DNN inference iteration, and can be expressed as (3.1).

\[
\text{th} = \frac{f \times P \times \eta}{W},
\]  

(3.1)

where \( f \) is the working frequency of the selected FPGA, \( \eta \) and \( P \) respectively the utilization ratio of the available PEs and the number of PEs on the FPGA, and \( W \) the workload per DNN inference iteration.

It is possible to improve \( \text{th} \) in the following ways:

1. **Increasing** \( f \). The value of \( f \) is determined by the critical path of the FPGA-based inference DNN accelerator architecture, which is usually the path that connects the off-chip memory containing all the data to be processed during the DNN inference and the furthest PE able to perform a MAC operation. Thus, a possible solution to increase \( f \) may be to reduce the time required to perform the MAC operation by lowering the bit width and chose a simple data type for representing the DNN model parameters through data quantization. Memory bandwidth and type of memory (on-chip SRAM or off-chip DRAM) constitute another factor affecting \( f \).

2. **Increasing** \( \eta \). The value of \( \eta \) quantifies the level of parallel execution of the FPGA-based DNN inference accelerator, and thus provides an idea about the number of MACs that can be executed simultaneously per DNN inference iteration. It depends on both the amount of PEs available within the selected FPGA and the level of parallel execution possible of the DL algorithm. The off-chip memory bandwidth can be a limiting factor for \( \eta \), as it may limit the number of PEs running at the same time by not providing enough data to process. Thus, an efficient memory management involving on-chip memory becomes critical to exploit the inherent parallelism of DNN model in order to increase the \( \eta \) value.

3. **Reducing** \( W \). The number of MACs required per DNN inference iteration defines the value of \( W \). Thus, minimizing it means reducing the number of MACs necessary for each DNN inference iteration processing. To achieve this result is possible to apply the network pruning or to exploit the ReLU statistics to increase the level of sparsity of the DNN model.

4. **Increasing** \( P \). Since the amount of hardware resources available on any FPGA is fixed, the value of \( P \) is also limited. A possible solution to increase \( P \) is through the application of the data quantization, which provides the possibility of translating a decrease in data precision both in a reduction of the size of each MAC operator, thus making it possible to increase the number of PEs that can be implemented in the same amount of hardware area.

- **Latency** (\( L \)) is a metric used to measure the time between the arrival of inputs to be processed by FPGA-based DNN inference accelerator and the generation of the corresponding output. It is a key parameter for edge computing DL applications, which are usually characterized by low latency requirements. Since most of FPGA-based inference accelerators can inference one or multiple input samples in parallel at a time, the value of \( L \) can be derived from the \( \text{th} \) parameter through (3.2).
where $C$ represents the concurrency factor of the FPGA-based DNN inference accelerator, that is an indicator on the number of inference processed in parallel. As a result, since these two quantities are inversely proportional, the increase of $th$ allows to reduce $L$ (and vice-versa), and consequently similar reasoning to those made to increase $th$ can be made also to reduce $L$.

Energy efficiency, is a metric used to quantify the amount of energy required by a FPGA-based DNN inference accelerator to process all the MACs and perform all the memory accesses per DNN inference iteration. It is a key parameter for edge computing applications, which are usually characterized by a limited energy budget, and can be expressed as (3.3).

$$Eff = \frac{W}{E_{total}},$$

where $E_{total}$ is the total energy cost per DNN inference iteration, and is expressed by (3.4).

If $W$ is fixed, increasing $Eff$ means reducing $E_{total}$ required to process a DNN inference iteration.

$$E_{total} = N_{op} \times E_{op} + E_{access\_SRAM} \times N_{access\_SRAM} + E_{access\_DRAM} \times N_{access\_DRAM} + E_{static}$$

where $N_{op}$ is the number of operations per DNN inference iteration, and is expressed by (3.4).

The first term in (3.4) is the dynamic energy required to perform all required MACs per DNN inference iteration, the second and the third terms, respectively, the dynamic energy contribution required to make memory accesses to on-chip SRAM and off-chip DRAM for reading/writing the parameters to be processed per DNN inference iteration, and the fourth one the static energy contribution of the system.

Thus, the total energy consumption of a FPGA-based DNN accelerator per DNN inference iteration $E_{total}$ depends on both the energy required for the memory accesses to read the data to be processed per DNN inference iteration through the PE array, and the energy required for the computational processing of MAC operations.

• In terms of memory accesses, it is possible to reduce $E_{total}$, by working on the second and third terms of (3.4) in the following ways:

1. Reducing $E_{access\_memory}$. The energy for accessing a byte in memory ($E_{access\_memory}$) is the dominant contribution in terms of energy consumption, and depends both on whether the data access is made from the off-chip or the on-chip memory. More in detail, as shown in Table 2.1, if the memory read operation is performed from the external one, it consumes much more energy than if it is made from the FPGA internal one. In addition, as shown in Figure 2.8, the energy cost of accessing data contained in different levels of the on-chip memory hierarchy can vary greatly. To reduce $E_{access\_memory}$ one possibility is to avoid off-chip memory accesses as much as possible by maximizing the reuse of data present at lower levels of the on-chip memory hierarchy for multiple MAC operations, through the design of efficient data flows (see Section 2.2). Since for FPGA-based DNN accelerators the amount of internal SRAM is hardly enough for a DNN inference iteration processing, it is usually not possible to completely avoid access to the external DRAM.
2. Reducing \( N_{\text{access\_memory}} \): The number of bytes accessed from memory \( (N_{\text{access\_memory}}) \), depending on the internal structure of the DNN model, can be reduced through the application of some optimization methods, such as \textit{data quantization}, to decrease the bit width of the read data from memory to be processed for DNN inference processing, \textit{network pruning} and \textit{ReLU statistics} to increase the level of sparsity of the DNN model so as to reduce the number of accesses in memory to read the weights and activations.

- In terms of computational processing, it is possible to improve \( E_{\text{total}} \), by working on the first term of (3.4) through the \textit{data quantization}, decreasing the bit width and simplifying the data format to decrease \( E_{\text{op}} \), and the \textit{network pruning}, skipping the MACs that involve a multiplication with a zero value to reduce \( N_{\text{op}} \).

- The \( E_{\text{static}} \) term represents an energy contribution difficult to reduce, but usually it is not a problem, since it is small compared to the other ones.

3.6 DNN Inference Acceleration on FPGAs

Over time, the need to obtain an ever-increasing level of accuracy on the results produced has led to the development of ever deeper DNN models. As a result, the direct implementation of DNN models in embedded devices for edge computing may be difficult, since the amount of available computational and memory resources is limited and the DL applications to be executed are usually subject to strict latency and power consumption constraints, in addition to a low hardware resource budget.

While the hardware implementation of DL algorithms on FPGAs allows to greatly improve the DNN inference processing at the edge both in terms of speed and energy efficiency, mainly due to their flexibility and configurable architecture and high level of parallelism exploitation, the limited amount of resources available on them limits its fields of application for tasks requiring a high level of accuracy. The problem lies in the high demand in terms of both memory requirements (and therefore memory size, memory bandwidth and energy consumption for data movements especially between off-chip memory and PE array), and computational resources (and therefore amount of PEs and energy consumption required to perform the MACs in FC and CONV layers) per DNN inference iteration.

Since data movements dominate power consumption and limit FPGA-based DNN inference accelerator throughput, one solution is to reduce data transfers from off-chip memory to PEs through the development of computing paradigms with energy efficient data flows, capable of maximizing the reuse of the data at the lower level of on-chip memory hierarchic. Regarding these \textit{architectural-level design improvements} of FPGA-based DNN inference accelerators described in Section 2.2, it is important to say that these methods does not result in any loss of system accuracy.

For ML applications where the desired level of accuracy is not too high, in order to improve the performance of any FPGA-based DNN inference accelerator in terms of speed and energy efficiency, it is possible to modify the internal structure of the DNN model during the design to reduce computational and storage complexity through the implementation of some \textit{approximating computation techniques}, at the expense of some degradation in the final accuracy. In general, these approximation methods allow increasing the performance of FPGA-based accelerators by increasing the level of parallel execution and reducing the number of data transfers and the amount of MACs required per DNN inference iteration.

Since the application of these methods requires a high level of flexibility of the processing unit on which the DL algorithm is implemented, FPGAs represent the optimal choice. Thus, they result of paramount importance in the context of accelerating DNN inference on FPGAs, because they allow to increase both the speed and energy efficiency.
One important thing to add is that, unlike the architectural improvements that do not result in any loss of system accuracy, the application of these approximating computation methods can significantly affect the level of accuracy of the FPGA-based DNN inference accelerator. As a result, it is important to understand on a case-by-case basis whether the amount of accuracy lost on the results produced through the application of such hardware-oriented optimization methods for approximate computation is acceptable for the ML application under consideration.

Taking into account the design metrics related to FPGA-based DNN inference accelerators introduced in Section 3.5, a wide variety optimization methods have been developed over time, to improve both the speed and energy efficiency for DNN inference processing at the edge (see Figure 3.5).

![Figure 3.5: Classification of architectural-level design improvements and HW/SW-level optimizations methods to accelerate DNN inference processing on FPGAs.](image)

More in detail, FPGA-based DNN inference accelerators support a wide range of hardware/software-level optimization techniques, which focus mainly on reducing the complexity of the DL algorithm to be implemented both in terms of both computational and memory requirements. The objective consists in improving the speed and the energy efficiency of the system by acting at the level of both DL algorithm optimizations to be implemented and of implemented DNN model data-path optimizations, or even through some hardware-oriented optimization methods for approximate computation, especially with regard to solutions based on processing units with re-programmable custom hardware with an high degree of architectural flexibility. Specifically, the ability of FPGA-based DNN inference accelerators to implement logical units optimized for the task at hand combined with the application of these approximation algorithms results in a substantial reduction of both computational and memory requirements for the DNN inference processing, which is the main goal for edge ML applications critical in terms of throughput/latency and energy consumption.

Particularly interesting are the latter, that although determine in a certain loss of accuracy, are the most effective one in terms of speed and energy efficiency improvements. More in detail, they are mainly based on changing the data type (both in terms of data format and bit width) of the weight and activations to be processed per DNN inference iteration, in order to reduce the complexity of operands and operators (i.e MACs) for storage/compute, or on increasing the level of sparsity of the DNN model network parameters, and on structural simplifications at the network level (and therefore with a lower number of neurons and connections).

Table 3.3 provides a classification of the idea on which are based the approximated computation methods applied on FPGA-based DNN inference accelerators.

Thus, to make feasible the implementation of complex DNN models on embedded devices, the main goal is to have as few parameters and operations as possible for DNN inference processing in the lowest precision that allows to achieve the correct result with an acceptable level of accuracy for the task at hand. Thus, by reducing the precision used for the representation of the weights and activations to be processed, the number of MACs for inference iteration and the DNN model size, it is possible to decrease both the computational and memory requirements for the execution
of the DL algorithm under consideration, at the expense of a certain loss in accuracy. As a result, accepting a small loss of precision on the results due to removing some MACs and lowering the precision of network parameters, it is possible to achieve significant improvements in both throughput/latency and energy consumption per DNN inference iteration, in addition to a lower hardware resource utilization.

More in detail, it is possible to classify hardware-oriented optimization methods for approximate computation into two main categories, which are the techniques oriented towards reducing the precision (in terms of both the data type and number of bit for the representation of DNN model parameters) of weights/activations and MACs through the data quantization, and the techniques oriented towards reducing the number of MACs and the model size through the model compression to increase the level of DNN model sparsity (see Figure 3.6).

Figure 3.6: Classification of HW-oriented optimization methods for approximate computation.

Table 3.3: Classification of hardware-oriented optimization methods for approximate computation.

<table>
<thead>
<tr>
<th>Reduce precision of operands and operators</th>
<th>Reduce number of operations and model size</th>
</tr>
</thead>
<tbody>
<tr>
<td>From floating-point to fixed-point</td>
<td></td>
</tr>
<tr>
<td>Reduction in the number of bits</td>
<td></td>
</tr>
<tr>
<td>Sparsity exploitation</td>
<td></td>
</tr>
<tr>
<td>Structural simplifications</td>
<td></td>
</tr>
</tbody>
</table>

The following sections provide a detailed overview about such optimization techniques for approximate computation, describing their main advantages and disadvantages.

3.6.1 Data Quantization to Reduce the Computation Precision

Regarding the class of approximating methods that can reduce the precision of operands (weights and activations) and operators (MACs) contained within the DNN model architecture, the main idea on which these techniques is the quantization of data.

In general, data quantization consists of mapping a set of continuous data onto a smaller range of discrete data, referred to as quantization levels, through the application of a certain quantization function, where the amount of bit selected to represent the quantized data determines the number of quantization levels. The difference between the quantized and original value is called quantization error, and must be as small as possible, in order to have an optimal quantization procedure. As a result, quantized data have a lower level of precision than the original values.

In DL processing, the default data type for representing weights and activations of a DNN model is the so-called single-precision floating point format (fp32) (see Figure 3.7). In fp32 the possible values of the number stay in the dynamic range that goes from $10^{-38}$ to $10^{+38}$.

As DNN inference processing is robust in terms of accuracy on the results produced relative to a reduction in precision of the data to be processed, in FPGA-based DNN inference accelerators
it is possible to leverage the ability to implement hardware units at lower precision to achieve a better throughput/latency through an increasing of parallelization and a reduction of the off-chip memory bandwidth requirements, and a better energy efficiency reducing the number of off-chip memory access required per DNN inference iteration.

Data quantization allows to replace the fp32 data type with a lower bit width fixed-point data format, moving toward simpler data representation of weights and activations most beneficial for DNN inference processing in hardware. Any $N$-bit fixed point (fixedN) number in two’s complement is represented by $(-1)^s \times m \times 2^f$, where $s$ is the sign bit and $m$ is the $N-1$ bit mantissa. $f$ determines the position of the binary point among integer bit $I$ by fractional bit $F$, and consequently may be used as a scaling factor. The possibility of modifying the value of $f$ makes the fixed-point format dynamic in terms of range of values and resolution it is possible to represent on the same number of bit. As a result, its dynamic range goes from $-2^{I-1}$ to $2^{I-1} - 2^F$, with a resolution equal to $2^{-F}$. Figure 3.8 illustrates the case of a number in 8-bit fixed point data representation, which is widely used for DNN inference processing for representing weights and activations.

The optimal number of bit on which to represent the weights and activations to be processed during DNN inference processing depends on the requirements on the accuracy, speed and energy efficiency of the ML application under consideration. The more the precision for data representation is lowered, the more are the advantages in terms of speed and energy consumption saving, at the expense of a much higher loss of accuracy.

More in detail, on the same number of bits the floating-point dynamic range is much wider and with an higher resolution than the fixed-point one. As a result, after quantization some DNN parameters may be affected by some loss of precision, which in turns affects the system accuracy. This problem can be partially compensated by modifying the value of $f$ that allows to have different dynamic ranges of values and resolutions. This feature is particularly useful for the representation of weights and activations for accelerating DNN inference processing. In fact, for DNNs not only the numerical range of values of different data types can be different, but it can also differ depending on the position and the type of the considered layer. The possibility in fixed-point to decide a variable dynamic range for both different types of network parameters and different layers allows to not lose too much accuracy after data quantization, and to reduce the memory bandwidth and optimizing the memory size requirements. It results to move from a static quantization for the whole DNN model towards a per-layer and per-parameter dynamic quantization.

In addition, while the implementation of floating point MACs requires an elevated resource consumption and results in a low speed and high power consumption, the fixed-point operations are traceable to operations between integers, and then scaled to effective value by multiplying the
obtained result with $f$. As a result, the cost in terms of hardware resource consumption is greatly reduced compared to that of the floating-point format, allowing also a faster and more energy efficient MAC execution.

The possibility of adopting a fixed-point format with lower precision for weights and activations is particularly interesting in the context of FPGA-based DNN inference accelerators for embedded applications, where a high level of accuracy is not required, and the main goal is to implement DNN models on a limited amount of hardware resources capable of running all the MACs required for the execution of the DL algorithm inference with low latency and small power consumption. Thus, the goal of the data quantization technique in the context of the FPGA-based DNN inference accelerator is to reduce the size of the DNN model to be implemented in hardware in terms of operand (weight and activation) and operator (MAC) precision in order to speed up the edge processing and achieve better energy efficiency for both computations and memory accesses, at the expense of some loss of model accuracy on the results produced.

More in detail, the main difference between the two types of data types is that, provided some loss of system accuracy is accepted by changing data representation, the fixed point format is much less expensive than the floating point one, both in terms of computational (and thus in time and energy consumption required to execute each operation) and memory requirements (and thus in memory size, memory bandwidth and latency/cost per memory data access).

Data quantization focuses primarily on weights rather than activations, since the former affects the DNN model accuracy less than the latter. First, the influence of weights on memory requirements of the FPGA-based DNN inference accelerator are direct, while the apportion of activation depends on the designed architecture and the chosen data flow. Second, while the weight quantization process is performed only once in the cloud after the training (because after determining the weight values of the DNN model for a given task to be loaded on the hardware platform in reduced precision, if the task remains the same they do not change their value over time) with the possibility of fine-tune them to recover percentage points of accuracy, the activations should be quantized at the edge at each DNN inference iteration, resulting in an high overhead in latency per DNN inference iteration.

For these reasons, although reducing the precision of activations is useful for improving both the speed and energy efficiency of any FPGA-based DNN inference accelerators, it involves a much higher loss of accuracy on the results produced by the DNN model than weight quantization.

A flow-chart related to the data quantization method with the possibility of fine-tuning the value of DNN model parameters is shown in Figure 3.9.

![Flow-chart for performing data quantization and fine-tuning of network parameters.](image)
To summarize, the application of the data quantization techniques on weights and activations of DNN models affects both the computation and memory. As for the former, while moving from fp32 to reduced fixed point data format for weights and activations decreases MAC complexity, improving the execution speed and energy consumption at operation level, it also reduces the hardware resource consumption. As for the latter, it results in a reduction in both the memory size, and so in the latency and the energy consumption per data access, and in off-chip memory bandwidth required for DNN inference processing. As a result, if the level of parallelization of the DL algorithm allows, the increasing the number of available PEs and the improving in the off-chip memory bandwidth results in an higher system performance, since the number of MACs performed simultaneously during each inference iteration increase significantly.

The architectural flexibility and reconfigurability of FPGAs makes them the optimal hardware platforms for implementing DNN models for accelerating the inference with a simpler and lower precision processing, allowing an increase in performance in terms of both throughput/latency due to higher computational speed, and energy efficiency, due to a reduction in the number of off-chip memory accesses, at the expense of a better use of the on-chip one.

Figure 3.10: Linear (on the left) and logarithmic (on the right) quantizations. Source [48]

More in detail, data quantization techniques can be classified in two categories, which are linear and non-linear quantization methods (see Figure 3.10).

- **Linear quantization**: it is a data quantization technique characterized by an uniform spacing between different quantization levels. At the expense of a certain loss of accuracy of DNN model, it allows to improve the speed and energy efficiency of the corresponding FPGA-based DNN inference accelerator, as well as reducing area and memory occupancy of the DNN model. While regarding the computational part a simpler data type allows to make faster the MAC operation, for the memory requirement reduction is not sufficient to change only the data format, but it is necessary also a reduction in precision of the data format. It is important to add that, after linear quantizing the data, it is typically necessary that the internal precision of each MAC operator will be higher than the one used for weights and activations to be processed, to not lose too much accuracy due to possible overflow/underflow errors in the MAC execution (see Figure 3.11). Then, the precision of the MAC output is reduced to $N$-bit to maintain the parallelism uniform.

Figure 3.11: Precision in MAC operation. Source [5]

Because of the different requirements in terms of bit width for weights and activations and
for the layers placed in different positions in the DNN model, with the aim to limiting the accuracy degradation it is also possible to perform a linear quantization depending on the type of parameter and on the position of the layer in the DNN model, referred to as dynamic fixed-point data quantization, where different layers are associated to different scaling factors. This is very useful to improve the speed and energy efficiency in FPGA-based DNN inference accelerators, since by exploiting the architectural flexibility of FPGAs in realizing custom logical units it is possible to implement arithmetic operations on different numbers of bits, reducing computational requirements. In addition, it improves also memory occupancy, at the cost of handling different parallelisms. Among linear quantizations, extreme quantization is a type that leads to reduce the bit width for representing network parameters to a extremely small number of bits, with associated a scaling factor. It allows to improve substantially the DNN inference processing in terms of speed and energy efficiency, at the expense of a greatly loss in accuracy. In particular, when weights and activations are quantized to a single bit, it is referred to as binary quantization. In BinaryConnects (BCs) only the weights are quantized to ‘−1’ and ‘1’, while maintaining activations on fp32 in order to perform MACs as additions/subtractions, depending on whether the value of the weight is positive or negative. Binarized Neural Networks (BNNs) quantize both weights and activations to '0' and '1', allowing to reduce each MAC to a XNOR. While extreme quantization accounts for both huge computational and memory improvements, the loss of accuracy compared to the fp32 DNN model may be very high, limiting the range of ML applications. To recover some accuracy, it is necessary to introduce several optimizations, such as using an appropriate scaling factor for the weights to restore the value to multiply or keeping the last layers of the DNN model in 32fp, since the last layers influence more the DNN model accuracy than the first ones. A further possibility to improve the accuracy is to add an additional bit for the quantized network parameter representation, denoted as ternary quantization in the so called Ternary Nets (TNs). More in detail, it is to add the value ‘0’ to the possible values assumable by the weights. The introduction of the additional bit with zero value allows to make sparser the DNN model in terms of weights, increasing the hardware resoruce consumption while reduc- ing computation and memory requirements, with the aim to accelerate the DNN inference.

- Logarithmic quantization: it is a data quantization technique characterized by a non-uniform spacing between the different quantization levels, adopted to follow better the non-uniform distribution of network parameters to reduce the loss of accuracy. More in detail, the network parameters are quantized in power of 2 with associated a scaling factor. Thus, it allows to increase the range of values that can be represented on the same number of bits, paying in resolution. Up to now, although it is possible to apply it also to activations, logarithmic quantization is only for weights, since for them in order to maintain high the model accuracy is more important the range of values than the resolution. Thus, by quantizing only the weights through a logarithmic function, it is possible to substitute the multiplication within each MAC with a binary shifter, since the weighted sum between weights \( w_i \) and activations \( x_i \) can be expressed as (3.5).

\[
\sum_{i=0}^{N} w_i \times x_i = \sum_{i=0}^{N} w_i \times 2^{\tilde{x}_i} = \sum_{i=0}^{N} w_i \ll \tilde{x}_i
\]  

(3.5)

where \( \tilde{x}_i = \text{Int}(\log_2(x_i)) \).

Thus, replacing the multiplication with a shifter allows to achieve improvements both in terms of speed and energy efficiency, reducing also the hardware consumption. Moreover, in FPGAs, if the shifting to perform remains constant, it can be implemented simply through a routing operation, determining additional improvement in terms of speed and resource
consumption. Although there are a wide range of non-linear quantizations methods allowing to reduce even more the quantization error, for FPGA-based DNN inference accelerators the logarithmic quantization is particularly interesting for the limited amount of hardware resources that it requires to be implemented.

A comparison for standard CNN models in terms of top1 and top5 accuracy loss in ImageNet for the same classification task of the linear and non-linear data quantization methods with different bit widths for representation of weights and activations with respect to corresponding accuracy obtained in fp32 is shown in Figure 3.12.

![Figure 3.12: Comparison of linear and logarithmic data quantization techniques in terms of accuracy loss in ImageNet. The selected quantization precision is indicated as (weight bit width × activation bit width), while FT label means that weights was fine-tuned after quantization. Source [44]](image)

More in detail, each quantized configuration is expressed as the number of bit chosen to represent the weights and activations, respectively, and the FT label indicates that a fine-tuning operation has been performed only on the weights (which is the so-called post-training quantization) in order to recover at least part of the accuracy loss after data quantization.

Looking at the Figure 3.12 it is possible to say that regarding to linear quantization, the optimal bit width determining a negligible accuracy loss relative to the quantization of both weights and activations in fixed-point is 8. It determines a negligible accuracy loss also without fine-tuning, while results a high hardware resource consumption saving, reducing also the computational and memory requirements for DNN inference processing. By contrast, non-linear quantization applied only on the weights enlarges their range of representable values, yielding to better results in terms of FPGA-based DNN inference accelerator accuracy loss by quantizing them to a very small number of bits, provided the activations remain in fp32 data type.

Reducing the Size of Computational Units

In data quantization, the selected data type and number of bits for the weights and activations to be processed by the MACs has an impact both on the accuracy of the DNN model and on the performance of the FPGA-based DNN inference accelerators in terms of speed and energy efficiency.

Specifically, the hardware implementation of reduced precision computational units (i.e. from fp32 to fixed-point with a reduced bit width) working on simpler fixed-point data format through data quantization leads to an increase in both the speed of MAC execution and in the number of
PEs that can be implemented in the same area, with also an improvement of the off-chip memory bandwidth. While the former results in an overall acceleration of FPGA-based DNN inference accelerator in speed (i.e. latency and throughput), due to an increase in the working frequency, the latter increases the degree of parallel execution of the DNN inference processing, increasing the number of concurrent working MACs. Thus, in FPGA-based DNN inference accelerators data quantization is largely adopted.

For FPGA-based DNN inference accelerators able to handle variable bit widths, it has been shown that in order to optimize the DNN inference processing in terms of accuracy and computational/memory requirements, the number of bit required for representing weights and activations of different layers is different. As a result, depending on the type of layer in the DNN model, in FPGAs can be designed computational units with an optimized number of bits to both accelerate DNN inference processing and decrease hardware resource consumption.

Table 3.4 presents a comparison with respect to the FPGA hardware resource consumption required to implement a DNN model with the network parameters represented in different data formats and with different precisions. Specifically, the two types of FPGAs considered on which to base the development of the hardware accelerator are able to implement the MAC operator or through LUTs and FFs to realize a multiplier and an adder (i.e. through logical resources) or through the implementation of the multiply&add function through DSP units.

Table 3.4: FPGA resource consumption for implementing the MAC operation with different data formats and precisions for logical resource (on the left) and DSP (on the right) implementation.

<table>
<thead>
<tr>
<th></th>
<th>FPGA (Logic)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>multiplier</td>
<td>adder</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LUT  FF</td>
<td>LUT  FF</td>
<td></td>
</tr>
<tr>
<td>fp32</td>
<td>708 858</td>
<td>430 749</td>
<td></td>
</tr>
<tr>
<td>fp16</td>
<td>221 303</td>
<td>211 337</td>
<td></td>
</tr>
<tr>
<td>fixed32</td>
<td>1112 143</td>
<td>32 32</td>
<td></td>
</tr>
<tr>
<td>fixed16</td>
<td>289 301</td>
<td>16 16</td>
<td></td>
</tr>
<tr>
<td>fixed8</td>
<td>75 80</td>
<td>8 8</td>
<td></td>
</tr>
<tr>
<td>fixed4</td>
<td>17 20</td>
<td>4 4</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>FPGA (DSP)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LUT  FF</td>
<td>FF</td>
<td>DSP</td>
</tr>
<tr>
<td>fp32</td>
<td>800 1284</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>fp16</td>
<td>451 686</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>fixed32</td>
<td>111 64</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>fixed16</td>
<td>0 301</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>fixed8</td>
<td>0 0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>fixed4</td>
<td>17 20</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Looking at the Table 3.4 [44], it turns out that relative to the implementation of MACs based on logical resources, a homogeneous quantization of network parameters from fp32 to fixed8 data format allows for reducing greatly the consumption of hardware resources available on the FPGA, so as the one relative to the implementation based on DSPs. A further reduction in bit width relatively to fixed-point representation of weights and activations to be processed in DNN inference would result in an additional decrease in terms of the size of the computational units and hardware resource consumption, but at the same time would lead to a loss in DNN model accuracy that is not acceptable for most ML applications (refer to Figure 3.12).

An additional consideration regarding the MAC implementation with DSPs is that the implementation of the multiply&add function on a number of bit equal or less to 8 involves or just 1 DSP, or the switching to the implementation of the MAC operation based on multipliers and adders on the FPGA logical resources. Thus, when the precision chosen for the quantized network parameters is lower than the one of DSP unit, it would result in an inefficient MAC implementation, and so it is shifted to the FPGA logical resources. Since usually DSPs are the most critical units on FPGAs in terms of number, it allows to increment the parallelism of the system increasing the number of MACs. However, quantizing below fixed 8 bit increases substantially the accuracy loss of the FPGA-based DNN inference accelerator, as mentioned before.
Tools to Optimize Data Quantization

In low latency and low power edge computing, data quantization is an important approximation method to improve both the speed and energy efficiency of a FPGA-based DNN inference accelerators. However, the standard post-training quantization consisting to quantize the fp32 network parameters of an already trained DNN model in a lower precision fixed-point data representation on a constant number of bits for the whole DNN model may result not only in a high loss of accuracy not acceptable for many ML applications, but also in a bad management of the computational and storage resources, limiting the performance of the designed FPGA-based DNN inference accelerator.

Some improvements in terms of model accuracy with respect to the fixed bit width homogeneous quantization can be achieved with heterogeneous quantization by selecting a variable number of quantization bits depending on the layer position in the DNN model and on the network parameter type. Thus, this type of data quantization allows to improve the accuracy, resulting of particularly interest for FPGA-based DNN inference accelerators, that due to their ability to implement custom logical units in their architecture support variable bit widths.

Over time, with the aim to achieve even more improvements, the focus has moved to the development of alternative approaches to reduce the precision of weights and activations pre-training and on variable precision, referred to as heterogeneous quantization-aware training methods. More in detail, it is performed a type of quantization depending on the impact of each element to be quantized on the final model accuracy, optimizing also the DNN model size and performance in terms of speed and energy efficiency.

However, finding manually the optimal configuration for the DNN model adopting this type of quantization method among all possible ones is a challenging task, since the more the number of layers of the DNN model increases, the wider the possible solution space becomes. More in detail, in order to find the optimal heterogeneous quantization configuration among all possible ones in terms of reducing hardware resource and energy consumption without compromising model accuracy, one should look not only how each quantized layer affects the value of the loss function in terms of resulting model accuracy, but also how it affects the systems in terms of hardware resources and power consumption reduction.

A methodology to automatically find the optimal heterogeneous quantized configuration for a given DNN model in terms of both resource consumption, latency and power consumption has been proposed in [49] through the use of some tools able to support the development of the data quantization process. It is developed through the use of the quantization extended versions of the Keras framework, called QKeras and AutoQKeras, specifically designed for simplifying the implementation of quantized DNNs starting from the corresponding Keras model. Specifically, Keras is a tool capable of supporting the development and the training of DNN models. It allows to estimate in advance the DNN model performance and the total amount of MACs and memory accesses required per DNN inference iteration. Knowing these results before the DL algorithm hardware implementation allows to select the optimal quantization configuration for the network parameters to achieve a certain level of performance for the FPGA-based DNN inference accelerator to be designed.

More in detail, the QKeras tool support the creation and the training of any heterogeneously quantizated version of the considered Keras DNN model by replacing each of its layers with quantized counterparts. It contains a set of functions to perform the transformation from non-quantized Keras to quantized QKeras DNN model. Specifically, it is necessary to specify the QKeras quantizer, which defines the type of quantization and the bit width on which to represent the weights and activations of the quantized QKeras model layer by layer.

Accordingly, the objective is to design a method to perform automatically the heterogeneous quantization-aware training, while minimizing hardware resource and energy consumption and simultaneously maximizing model accuracy. QTools is a tool for estimating the model size and
energy consumption of quantized QKeras models. Specifically, by providing the selected data type for the parameters and activations of each layer (in terms of data format, quantization type and bit width), it allows to estimate the corresponding per-layer energy consumption due to the memory accesses and MAC operations of the considered quantized QKeras model. The measurements produced by QTools for each QKeras model layer provide an insight into how to fine-tune the quantized heterogeneous model configuration considering both accuracy and consumption of energy and hardware resources. Thus, based on these results, the idea is to automate the procedure to find the optimal heterogeneous quantization configuration for a given Keras DNN model under a set of resource constraints imposed by edge application, trading-off an acceptable loss of model accuracy for a given reduction in model size or energy consumption.

More in detail, since for edge application the desired level of accuracy and the amount of hardware resources available for DL algorithm implementation are known in advance, by estimating with QTools the model size and energy consumption of a QKeras model layer by layer, it is possible to define the so-called forgiving factor. It represents a loss function different form the standard one, that takes into account both the cost in terms of hardware resource and energy, as well as changes in accuracy. Thus, knowing the value of the forgiving factor of a QKeras model, it is possible to worsen the value of a given model metric, such as model accuracy, so as to improve the model in some other metric significantly, like in model size or energy consumption.

As a result, through the calculation of the forgiving factor and the estimations of the QKeras model size and energy consumption of its layers provided by QTools, using the AutoQKeras tool, an automatic procedure of per-layer/per-parameter quantization-aware training and fine-tuning can be defined to find the optimal quantization configuration for the task at hand. Specifically, the selection of the optimal quantization configuration is treated as an hyper-parameter of the QKeras DNN model to be iteratively tuned.

As quantizing the whole Keras model at once greatly increases the space of possible solutions, there are two methods to perform the automatic heterogeneous quantization in AutoKeras, which are either quantizing groups of layers with the same quantization type, or quantizing blocks of layers by going in sequence, or quantizing blocks of layers with higher energy consumption first. It also provides the ability to exclude layers from the quantization process that if quantized would affect the model accuracy too much (the latter layers of the network usually have a greater impact on the accuracy value of the model than the former).

Thus, staying below the acceptable accuracy loss value for the ML application at hand, the optimal quantization configuration in terms of both model size and energy consumption reduction can be found automatically with AutoQKeras.

A block diagram representation related to the complete workflow for automatically converting any uncompressed Keras model into its optimal heterogeneously quantized-aware training version through the AutoQKeras optimization, is given in Figure 3.13.

Specifically, starting from the Keras model and knowing the accuracy requirements and resource constrains of the DNN model at hand, after obtaining the corresponding QKeras quantized version and estimating its size and energy consumption with QTools, it is possible to automatically find the optimal quantization configuration for the specific case through the use of AutoQKeras.

As a result, the automatic training-aware procedure of heterogeneous quantization is a step ahead of standard manual post-training quantization. This method of automatically finding the optimal heterogeneous configuration of quantized parameters for a QKeras model starting from the corresponding Keras version is of significant interest for low-power and resource-constrained embedded applications. In FPGA-based DNN inference accelerators, where the amount of resources is limited, it allows to choose the optimal bit width automatically to improve DNN processing speed and energy efficiency, while keeping the model accuracy similar to the reference fp32 DNN model, but with a substantial reduction in model size and energy consumption.

As an example, Figure 3.14 (on the left) shows a comparison of the normalized accuracy of
a homogeneously post-training and QKeras quantized model achieved through the AutoQKeras optimization, as a function of bit width, with respect to the reference model with fp32 precision. While post-training quantization suffers a rapid degradation in model accuracy starting at bit widths below 14, the QKeras model quantized through quantization-aware training maintains approximately the same accuracy as the reference fp32 model up to a bit width of 6 for weights and activations.

In the Figure 3.14 (on the right) is reported the percentage of FPGA resource utilization for a homogeneously QKeras quantized model through AutoQKeras optimization as a function of the bit width. There is a clear reduction in all types of FPGA hardware resource consumption for implementing the same DNN model as the bit width used for the representation of quantized data decreases, except for LUTs, that show an increasing for a certain bit width value, and then return to decrease. The most significant reduction is in the percentage of DSPs used to perform the MACs required for DNN inference processing, due to the fact that if the precision chosen for the representation of parameters and activations falls below that of the DSPs, then the execution of the
MACs is moved to the LUTs, because it is more convenient. Thus, it also explains the increment in the use of LUTs in correspondence where the decrease of the curve relative to the DPS is maximum.

To conclude, the heterogeneous quantization-aware training method automatized with Auto-QKeras is very attractive for FPGA-based DNN inference accelerators, because since the number of DSPs available within the chosen processing unit is usually the limiting factor for the implementation of DNN models, moving the execution of MACs to LUTs allows the implementation on the same amount of hardware resources of more complex DL algorithms, allowing to increase the achievable accuracy for the task under consideration.

3.6.2 Model Compression to Reduce the Number of Operations and Model Size

The other class of hardware-oriented optimization methods for approximate computation is those that focus on reducing the number of operations (i.e. MACs) and model size through so-called model compression. More in detail, these approximation methods are based on the assumption that the larger the size of the DNN model, the higher the level of achievable accuracy and the amount of hardware resource consumption in terms of both computational and memory requirements. Consequently, reducing its size in terms of number of MACs per DNN inference iteration, and thus the number of memory accesses to fetch the weights and activations to be processed, means trading a decrease in accuracy for an increase in speed and energy efficiency, in addition to a saving in hardware resource consumption.

- **Network pruning** [50] is a model compression technique that removes the weights and the neurons that do not influence the accuracy significantly, either eliminating the correspondent connections or directly the associated unit. More in detail, as stated in [51], in order to optimize the training in order to achieve a better inference accuracy, DNN models usually include a much larger number of weights than the minimum required, resulting to be over-parametrized. Thus, through network pruning, it is possible to remove redundant neurons and weights of a trained DNN model, accelerating the execution of the inference. It is done by eliminating this redundancy from the trained DNN model setting to zero the weights not too significant. Not to influence too much system accuracy, the pruned DNN model is fine-tuned in order to balance the accuracy loss by modifying the value of the remaining connections. Thus, network pruning makes sparser the DNN model in terms of weights on which it is applied.

More in detail, it is possible to prune any DNN model in two different ways (see Figure 3.15).

![Figure 3.15: Comparison of the internal structure of a Neural Network before pruning (on the left) and after fine and coarse pruning (on the right) methods. Source [52]](image_url)
1. The fine pruning (also referred to as weight pruning) consists in setting to 0 only the low value non-significant connections between nodes contained in consecutive layers of the DNN model, and then eventually fine-tunes the pruned DNN model to recover some accuracy loss. Fine-tuning or not fine-tuning the remaining weights after pruning determines the level of aggressiveness with which the fine pruning can be applied. Thus, it results in a significant change in the amount of weights of the original DNN model that can be removed, make it sparser. As an example, the results reported in [53] show that in AlexNet, the removal of weights with a low value through the fine pruning and the subsequent fine-tuning of the remaining ones allows to reduce the number of CONV and FC layers weights by 53% compared to that of the uncompressed case, for less than 0.5% accuracy loss. More in detail, in terms of reduction in the number of weights of the DNN model obtained through the fine pruning application, the largest contribution comes from reducing their number in the FC layers, being their amount in terms of DNN model parameters the dominant one compared to that of the CONV layers, as shown in Figure 1.15. As a result, the reduction in the number of weights achieved compressing the model by fine pruning the DNN model results in a fewer number of MACs required to perform each DNN inference iteration, since when the weight has null value, the result of the multiplication is already known. Thus, it results also in a less number of memory accesses, making it an attractive technique for FPGA-based DNN inference accelerators to increase throughput/latency and energy efficiency. Then, there are other methods to decide whether a weight can be pruned or not than just thinking its magnitude proportional to the loss in accuracy. If the goal is to decrease the energy consumption by fine pruning some DNN model parameters, making an energy efficiency estimation based only on the amount of weights in each DNN model layer is not very truthful, as there are other factors to consider. In fact, not necessarily the DNNs with a larger amount of weights consume more than DNNs with less parameters, but all types of data involved in the DNN inference should be considered to obtain a more reliable energy estimation, as shown in Figure 3.16 for the GoogLeNet case.

![Energy consumption contributions for GoogLeNet inference processing. Source [54]](image)

Referring to the Figure 1.15, although the number of parameters in the FC layers in much larger than that in the CONV layers, the energy consumption of the latter is significantly higher than that of the former, due to the much larger number of MACs to be performed, each one involving four memory accesses. In addition, since the trend is to have deeper and deeper DNN models with an increasing number of CONV layers, an alternative criterion to base the application of fine pruning with respect to the magnitude-based one need to be considered in order to improve energy efficiency. Thus, instead of basing the fine pruning according to the magnitude of the
weights, an alternative is to base the removal of weights on reducing the overall energy consumption of the DNN model required both for moving the data to be processed and for performing the MACs. More in detail, it requires to make an energy estimation of the DNN model layers in order to sort them basing on their energy cost and then pruning the connections of those that consume the most energy. Figure 3.17 shows a comparison between top-5 accuracy versus energy consumption for standard DNN models, focusing on the impact of the two different types of fine pruning.

More specifically, the energy-based approach turns out to be more energy efficient than the magnitude-based one in the case of AlexNet examined in [53], (see Figure 3.18) with approximately the same value of accuracy.

2. The neuron pruning (also referred to as coarse pruning) consists to directly eliminate the least important whole neurons. More in detail, reducing the amount of weights in the DNN model not only results in an improvement in speed and energy consumption, but also not results in an increasing demand of additional hardware resource for sparsity handling for FPGA-DNN inference accelerators, which is a very important aspect in the case of embedded systems. Although the fine pruning allows to a strongly network compression, it results in an irregular sparsity pattern for weights of the DNN model, that may require an elevated amount of additional hardware to be handled for accelerating DNN inference processing. Coarse pruning allows to obtain an even more efficient DNN inference processing introducing a more regular weight distribution in
the DNN model. A flow-chart related to the network pruning technique performed iteratively with a high level of granularity regarding the removal of weights until the required compression factor or the maximum acceptable level of accuracy loss for the application under consideration is reached, is shown in Figure 3.19.

In addition to speed and energy efficiency improvement, sparsity introduced by the application of both network pruning types in DNN models also allows for advantages at the level of storing weights in memory. More in detail, it is possible to represent the sparse weights in a data format that, depending on the sparsity compression method used, to reduce the memory size and improves the memory bandwidth.

The statistics exhibited by the activation function can be seen as a kind of model compression technique taking advantage of the non-linearity layers to increase the level of sparsity of activations in the DNN model. As anticipated in Section 1.2, ReLU is the most advantageous choice in DNN models for this purpose, since outputs a zero value for all negative activation values it receives as input (see Figure 3.20). In addition, the hardware resource consumption cost for its implementation is extremely low, since to determine the output it is sufficient to make a comparison among the considered input and the zero value, making it the optimal choice for FPGA-based DNN inference accelerators implemented on resource-constrained systems.

![Figure 3.20: Example of sparsity increment in activations after ReLU application. Source [56]](image)
Sparse activations due to the application of ReLU can be compressed before being stored through some sparsity compression methods, in order to both reduce the memory size and the memory bandwidth requirements, significantly increasing the performance of the FPGA-based DNN inference accelerator. Figure 3.21 shows a comparison between the number of total activations and the number of non-zero activations along the CONV layers of AlexNet after applying ReLU. It results in an effectively sparse DNN model. More in detail, it is evident that the deeper it goes into the DNN, the more the percentage of non-zero activations decreases, due to multiple applications of ReLU after each CONV layer.

Figure 3.21: Activation distribution before (in blue) and after (in red) ReLU in AlexNet. Source [6]

− Knowledge distillation is a model compression method for training a smaller DNN model from the results of a larger one, in order to achieve the same level of accuracy. While increasing the number of layers and neurons of a DNN model is the standard way to achieve higher accuracy for a given task, at the same time it requires higher computational and memory requirements, resulting to be a problem for systems with a limited number of resources, such as embedded devices for edge computing. To maintain a low DNN model size with an high level of accuracy, and thus have an high speed and energy efficiency for DNN inference processing with a low hardware resource consumption, it is possible to transfer the learning (i.e. the values of the weights of a trained DNN model required obtain a certain level of accuracy in the results for a given task) to solve a given problem, from a complex (referred to as teacher) to a simpler DNN model (referred to as student) through so-called knowledge distillation. More in detail, the idea is to train the teacher with a certain set of input data, and then to transfer the acquired knowledge to the student training the latter with the outputs produced by the former, used either directly as training data [57], or as hints to couple with the original set of input [58]. Thus, the complex teacher acts as a kind of intermediate step used to extract the most important features from the original set of training data for performing the task at hand, and then they are used as training data for the simpler student. This knowledge transfer allows the student to achieve a level of accuracy that would not be achievable if it was directly trained with the same set of data of the teachers. Thus, the student imitates the solution found by the teacher with comparable performance in terms of accuracy, but with an higher speed and energy efficiency for network compression. In some cases, the accuracy of the student can be higher than teacher one, since a reduction in the complexity of the DNN model implies a lower risk of overfitting. The generic structure of a knowledge distillation system is shown in Figure 3.22.

As a result, replacing a complex DNN model with a shallower one through knowledge distillation allows accelerating DNN inference and reducing hardware resource consumption, while maintaining the same level of accuracy. The high architectural flexibility exhibited by FPGAs in designing of custom logical units makes this technique of considerable interest in order to improve the speed and energy efficiency of FPGA-based DNN inference accelerators by combining it with additional approximation techniques.
Structural simplifications include a set of model compression methods that allow to move towards smaller DNN models in terms of both the number of parameters and MACs required to perform a DNN inference iteration, without sacrificing too much accuracy. While the usual approach in order to improve the DNN model accuracy is to increase the number of DNN layers (especially the number of CONV layers), these methods allow to implement DNN models with a reduced complexity in terms of parameters and MAC operation compared to standard DNN models with approximately the same level of achievable accuracy through some architectural choices. More in detail, the aim is to decompose large convolution kernels into a series of smaller ones that, applied sequentially, allow to obtain the same receptive field, but with a fewer number of weights. More in detail, it is possible to apply this idea either pre-training the DNN model, by building the network with a series of small convolution filters instead of with only large one, or post-training the DNN model, by decomposing the already defined convolution filters through a low-rank factorization method called Tensor Decomposition, and then fine-tuning the resulting kernel weights to recover some accuracy.

1. Regarding the pre-training approach, it is possible to replace large convolution kernels with a series of smaller ones, which when applied on the input future map multiple times sequentially allow to obtain the same elements for the output feature map, with a lowering the number of required kernel weights (see Figure 3.23). As an example, it is possible to obtain the same output feature map by performing the convolution operation among the starting input feature map and one $5 \times 5$ convolution kernel, or by decomposing it into a series of two $3 \times 3$ convolution kernels (see Figure 3.23). It results in a reduction in the number of kernel weights from 25 to 18 to obtain the same result, with a substantial decreasing in the DNN model computational and memory requirements due to the reduction of weights, at the expense of a certain loss of accuracy when the obtained receptive field is slightly different than the not decomposed one.

The most common DNN models with compact network architectures based on the CONV filter decomposition before the training able to reduce the number of weights while maintaining high accuracy levels are the so-called SqueezeNet [60] and MobileNet [61]. Both of these compressed DNN architectures are very interesting DL algorithm hardware implementation in embedded devices for edge DNN inference processing due to their small hardware resource consumption combined with both an high speed and energy efficiency.

(a) SqueezeNet. Since the number of kernel weights of a convolution filter depends on both its height and width and its number of channels, in SqueezeNet the reduction of network parameters is obtained through the use of $1 \times 1$ convolution filters, able
to reduce both the number of weights in the current layer filter and the number of channels in the next filter layer. SqueezeNet is derived from the AlexNet architecture, and allows to achieve the same accuracy, but with a reduction in the number of network parameters by about a factor $50 \times$. More in detail, to reduce the filter size of the current CONV layer most of the $3 \times 3$ kernels of AlexNet are decomposed into a series of $1 \times 1$ kernels applied sequentially, reducing the number of kernel weights by a factor $9 \times$). It allows to reduce also the number of channels of the next CONV layer, since by applying to the input feature map $1 \times 1$ convolution filters results in an output feature map with the same number of channels as the number of convolutional filters applied. Thus, for obtaining this reduction it is necessary that for $1 \times 1$ convolution filters the number of filters is less than the number of channels in each one, as shown in [62]. In addition, since SqueezeNet model is small, the POOL layer operation is postponed as late as possible within the network architecture, so that the the feature maps for the layers in between are large. Thus, the deeper the dimension of the feature map is reduced, the more information is retained in the intermediate layers of the DNN model, thus increasing the accuracy of the outputs produced. Specifically, in SqueezeNet the reduction of weights is realized through the so-called fire module (see Figure 3.24 on the right), composed of two different layers, which are the squeeze layer and the expansion layer. While the former consists of a set of $1 \times 1$ convolution filters dedicated to reduce the number of channels of the input feature map of the current layer into one for input feature map of the next layer, the latter includes a sequence of both $1 \times 1$ convolution kernels to reduce the number of channels in the output feature map starting from its incoming input feature map, and $3 \times 3$ convolution kernels, which are used to extract features from the data to be processed at a higher level of detail than the one possible through $1 \times 1$ convolution kernels. Thus, through the combination of these two convolution filters with different sizes it is possible to increase the level of accuracy, and at the same time reduce the number of kernel weights. As shown in Figure 3.24 (on the left), the architecture of SqueezeNet is composed of 8 fire modules able to make convolution operation with a reduced number of kernel weights, and by only two CONV layers as first and last layer, allowing to reduce greatly the DNN model size. In particular, in SqueezeNet there are any FC layers, which are the most expensive one in terms of number of parameters, and so the most memory expensive (see Figure 1.15). Thus, the absence of FC layers and the CONV layers implemented as fire modules allow to reduce greatly the model size compared to standard DNN models, while maintaining a high level of accuracy. However, while reducing the number of weights allow to reduce the number of MACs
operations and memory requirements for DNN inference iteration, it is not always associated with a reduction in energy consumption per DNN inference iteration.

Figure 3.24: The internal architecture of SqueezeNet (on the left) consists of a sequence of fire modules (on the right) and a single CONV layer as input/output layer. Source [63]

In Figure 3.25 it is possible to see that SqueezeNet consumes a higher amount of energy than AlexNet for the same task, with approximately the same level of accuracy, despite the fact that the number of weights of the former is much lower than that of the latter.

Figure 3.25: Comparison of top-5 accuracy versus normalized energy consumption for CNNs, with a focus on AlexNet and SqueezeNet. Source [55]

(b) MobileNet. Reducing in the number of kernel weights in MobileNet is accomplished with an alternative approach through which to perform the convolution operation than the one standard CNNs. More in detail, instead of performing it sliding the convolution kernel on the input feature map for all its channels, through the so-called depth-wise separable convolution operation it is possible to perform it by decomposing each CONV layer into a sequence of two different CONV layers, which are a depth-wise convolution followed by a point-wise convolution (see Figure 3.26). While the former decomposes each standard convolution filter in a number of single-channel depth-wise convolution filters equal to the channels of the standard convolution filter itself and with the same dimension in terms of height and width to
Figure 3.26: Graphical representation of the depth-wise separable convolution operation in MobileNet. The standard convolution operation composed of $N$ convolution filters is performed first dividing each $M$ channels convolution filter into a sequence of $M$ depth-wise convolution kernels to be applied separately to each input feature map channel, then combining the achieved output feature map channels with $N$ point-wise convolution filters. Source [64]

be applied separately to each channel of the input feature map, the latter combines the channels of the achieved output feature maps through the application of an amount of $1 \times 1$ point-wise convolution filters equal to the number of standard convolution filters (see Figure 3.27).

Figure 3.27: In MobileNet the standard convolution filters (on the top) are replaced by sequences depth-wise convolution filters equal to its number of filters and long as its number of channels with the same height and width (on the bottom left) plus a sequence of $1 \times 1$ point-wise convolution filters (on the bottom right) long as its number of filters, to build a depth-wise separable filter.

As an example [65], assuming to have a CONV layer composed of $5 \times 3 \times 3$ convolution filters, each one consisting of 10 channels. While if the convolution operation is performed as in the standard CONV layers, it would require $5 \times 3 \times 3 \times 10 = 450$ weights, if it is performed as a depth-wise separable convolution operation it requires only $10 \times 3 \times 3 \times 1 + 5 \times 1 \times 1 \times 10 = 140$ weights, which in turn results in a decrease in both the number of MACs per DNN inference iteration and memory requirements, and thus in both speed and power consumption improvements. Figure 3.27 shows a comparison for the considered example of the convolution kernel
organization in the cases of standard and depth-wise separable convolution operation. The internal architecture of MobileNet consists of a succession of CONV layers implemented through the use of only depth-wise separable convolution layers, with the exception of the first CONV layer, which is based on the standard convolution operation. Unlike SqueezeNet, the output of the last CONV layer is followed by a POOL layer, and then by an additional FC layer. Thanks to the pooling operation preceding the last FC layer, it does not imply in a large increase in the number of DNN model parameters. Thus, performing the convolution operation in this way leads to a substantial reduction in the number weights for each CONV layer, and thus of memory requirements, resulting in a substantial increase in performance and energy efficiency of the of the system, with a significantly reduced model size.

2. Regarding the post-training approach, in order to reduce the number of weights of CONV and FC layers in an already trained network, and so to improve the DNN inference processing both in speed and energy efficiency, it is possible to break both of them into a succession of separable smaller size filters using some low rank approximation methods, with a reduced impact on the final accuracy value of the system, that anyway can be recovered thorough fine-tuning the DNN model weights. Unlike to having a small number of large layers, increasing the number of smaller layers in the network architecture results in an increase in the compression rate of the DNN model in terms of the amount of weights, and thus an increase in performance, at the expense of some loss of accuracy. More in detail, while FC filters are 2-D kernels involving a matrix-vector operation with the activations, the dimensions of CONV filters are 4-D. For CONV layers it is possible to divide through some decomposition methods, such as the tensor decomposition one, large 4-D kernels into a series of two smaller 3-D kernels, in order to reduce the number of MACs required per convolution operation, thus resulting in a computational and memory demand reduction per DNN inference processing. For FC layers, it is possible to reduce the number of weights following the same idea through the so-called singular value decomposition, where the associated weight matrix is divided in the multiplication of two smaller weight matrices, obtaining the same improvement for DNN inference processing.

As a result, such architectural simplifications that enable the development of simpler DNN models are ideal for FPGA-based DNN inference accelerators, allowing for both speed and energy efficiency improvements compared to the case of orginal complex DNN model implementation, at the expense of some loss of accuracy, that can be restored through a fine-tuning operation of the weights.

3.6.3 Data Compression Methods to Exploit Weight and Activations Sparsity

As mentioned above, through the application of network pruning methods and the exploitation of the ReLU statistics it is possible to make sparser the DNN model, at the expense of a certain loss in accuracy. More in detail, these model compression methods allow to reduce the number of MACs involving a multiplication between at least one null weight/activation and the corresponding memory accesses. It results in a better use of the on-chip memory, reducing the number of memory accesses to the off-chip one, involving in an acceleration and energy consumption saving for the corresponding FPGA-based DNN inference accelerators on which the sparser DNN model has been implemented. Thus, avoiding the execution of MACs with a null operands reduce both computational (in terms of number of PEs) and memory requirements (in terms of memory bandwidth and size) optimizing the speed and energy efficiency of the FPGA-based DNN inference accelerator.
Thus, to maximize the exploitation of approximating methods able to make sparser the DNN model in terms of memory, it is possible to adopt the so-called sparsity compression methods to compress the sparse weights and activations before saving them in memory. More in detail, these compression techniques allow to reduce the cost in terms of memory requirements and data movement, it is possible to avoid the saving of zero activations and weights by storing only the non-null network parameters and their indexes in the corresponding matrix (see Figure 3.28).

![Figure 3.28: Dense matrix (on the left) versus sparse matrix (on the right). Source [66]](image)

This allows to obtain a high compression factor for the network parameters to be saved in memory necessary for the processing of a DNN inference iteration. In this way, the number of external DRAM accesses is greatly reduced, if not completely zeroed out, since by doing so many times the size of the internal SRAM is sufficient to store all the parameters required for processing a DNN inference iteration. This is of interest with respect to FPGA-based DNN inference accelerator, where the amount of on-chip memory is limited and the off-chip memory accesses determine the main limiting factor both in terms of speed and energy efficiency, since the compression of the stored data allows to maximize the reuse of the data at the low levels of the memory hierarchy required for the MACs per DNN inference iteration.

More in detail, it is possible to compress sparse weight and activation matrices with respect to both rows and columns, denoted as Compressed Sparse Row (CSR) and Compressed Sparse Column (CSC), respectively (see Figure 3.29).

![Figure 3.29: Graphical representation of Compressed Sparse Row (on the left) and Compressed Sparse Column (on the right) data compression methods.](image)

These techniques are able to compress efficiently a sparse matrix through the use of two types of data and three different arrays, which are one data array containing all the non-null values of the original matrix in row/column order for CSR and CSC respectively, called a non-zero array,
and two index arrays needed to return to the compressed matrix to the uncompressed original one. While the former, referred to as the **column/row index array** respectively for CSR/CSC, contains the row/column indices corresponding to the non-null elements of the uncompressed original matrix, the latter, referred to as the **row/column pointer array** respectively for CSR/CSC, consists of a set of row/column pointers that incrementally maintains the count of the number of non-null elements per row/column of the uncompressed original matrix. Specifically, in the row/column pointer array, pairs of adjacent elements mean two things. While the position refers the number of row/column (element #0 and element #1 indicate the first one, element #1 and element #2 indicate the second one, and so on), the difference between their values represents the number of non-zero elements in the row/column to which such a pair refers. As a result, through the CSR and CSC sparsity compression methods, it is possible to compress a sparse matrix into a set of vectors to be saved in memory, which can be accessed by rows or columns respectively, thus reducing storage requirements.

In the two above mentioned sparsity compression techniques it is necessary to customize the DNN model architecture by implementing dedicated logic units either to perform processing directly with the compressed network parameters, or for the decompression of weights and activations stored in memory. Thus, these compression methods are of particular interest for the handling sparse matrices to store in memory for FPGA-based DNN inference accelerators, due to the high architectural flexibility of FPGAs.

An alternative sparsity compression method widely used for optimizing the storage of of sparse weight and activation matrices is the so-called **Compressed Image Size** (CIS) (see Figure 3.30). More in detail, it is composed only of two types of data and two different arrays. While the **non-zero array** is an array of non-null values contained in the uncompressed matrix in row order, the **sparsity matrix** is a matrix of the same size as the original one, which contains only 0 and 1 values, used to take into account the position of the elements contained in the non-zero array. Comparing the various sparsity compression methods, it is evident that through the CIS method it is possible to obtain a good compression ration for sparse network parameter at the minimum possible overhead in terms of resource consumption to perform data compression. Thus, it results of particular interest for resource-constrained devices, such as FPGA-based DNN inference accelerators for edge computing.

To summarize, while exploiting parameter sparsity introduced by model compression methods allows to accelerate the DNN inference processing on FPGA-based DNN inference accelerators...
by reducing the amount of MACs, the reduction of the number of memory accesses required to perform an inference iteration is achieved with the introduction of the sparsity compression methods. It results in energy savings related to the avoidance of execution of the MACs involving a zero operand and the reduction in the off-chip memory accesses, at the expense of the design of custom hardware to decompress the stored values or to work directly on compressed network parameters. While fine pruning removing individual weight introduces an high level of irregularity in the data pattern, resulting in complex memory accesses, coarse grain pruning removing directly a neuron determine a more regular data pattern. It makes the compression operation simpler, resulting in a lower memory requirement for the storing of sparse network parameters. Thus, for FPGA-based DNN inference accelerators, due to the flexibility of such hardware platforms that makes it possible to implement custom logic units, the exploitation of sparsity compression methods represents an opportunity in order to achieve substantial improvements in the execution of the DNN inference process at the edge.
Chapter 4

Conclusions and Perspectives

4.1 Conclusions

In last years, DNNs have become the most widely used computational model in most ML applications, due to the high level of accuracy they are capable of achieving. As a consequence, the need for ever deeper ANNs has significantly increased the algorithmic complexity, and consequently the computational power and storage requirements in terms of both amount of operations and memory transfers for DL algorithm processing.

As a result, the development of dedicated hardware accelerators capable of exploiting the different types of parallelism exhibited by DNN models becomes of paramount importance to improve the performance in DNN processing both in terms of speed and energy efficiency. While the training remains primarily devoted to cloud-based execution to maximize computational performance, the current trend is to move the inference processing at the edge on resource-constrained embedded devices, to avoid the increase in latency and power consumption to transfer the DNN model and data to be evaluated to the cloud. Thus, the choice of the hardware platform that best suits DNN inference processing for low-latency/low-power embedded ML applications becomes of paramount importance.

In this scenario, custom hardware processing units, have emerged as the best compromise for accelerating DNN inference at the edge due to the high throughput/latency and low power consumption they can achieve compared to GPPs. In addition, due to their small size in terms of space occupancy, they can be easily implemented on embedded devices with a limited amount of hardware resources. Due to the high cost in terms of design, the low level of architectural flexibility, and the total lack of reprogrammability, ASIC-based solutions are scarcely used, preferring FPGA-based ones. Although the lower operating frequency of FPGAs compared to alternatives results in reduced system power consumption, at least initially it can be a limiting factor in terms of maximum achievable throughput/latency.

However, the lower frequency of FPGAs compared to alternatives is not a problem, because the high level of parallel execution, the elevated architectural flexibility in terms of specific hardware logic unit design and the possibility of being re-configurable multiple times allow FPGAs to achieve high performance in terms of speed and energy efficiency by maximizing the exploitation of the inherent parallelism exhibited by DNN models through the development of hardware architectures with efficient data flows able to maximize the reuse of the data, and the application of hardware/software-level optimization methods.

Table 4.1 summarizes the main advantages and disadvantages of using FPGAs as processing units to accelerate DNN inference processing on embedded devices. Specifically, if the requirements of the ML application under consideration allow a minimal loss of precision on the results
produced by the corresponding DNN model, it is possible through the application of a wide range of approximation methods to increase performance in both speed and energy efficiency. Making a comparison through a roofline model analysis in terms of theoretical maximum performance obtainable from different hardware platforms available for the processing of DNN inference, which then takes into account the amount of PEs available to the hardware platform in question and the bandwidth of external memory with which it interfaces, FPGAs are found to be the most promising solution in terms of performance when it is exploited in the approximation of computation in terms of both reduction in the number and precision of arithmetic operations that compression of the size of the model.

Hence, these improvements in both speed and energy efficiency for FPGA-based DNN inference accelerators are achieved through a design that consider optimizing the most critical parts of the system that limit throughput/latency and contribute most to energy consumption. As a result, identifying the key issues is critical for understanding how to best balance the various system design metrics through the application of a wide range of techniques. Specifically, they are based on one side on the development of hardware architectures with highly parallel computing paradigms with energy-efficient data flow, and on the other side on the implementation of optimization algorithms with the goal of improving the speed and energy efficiency of the system, possibly sacrificing the smallest possible amount of accuracy. These optimizations are developed in order to make FPGA-based DNN inference acceleration a feasible solution for the ML application under consideration.

This thesis work consisted of a detailed review of the state of the art in FPGA-based DNN inference accelerator designs, focusing primarily on analyzing the improvements that can be achieved through both efficient architectural design and thorough the application of hardware/software optimization algorithms in order to accelerate DL inference on custom hardware processing units.

More in detail, for speed the focus is on maximizing execution parallelism within the limited available PEs for MAC operation implementations and the bandwidth requirements of the off-chip memory containing the DNN model to be evaluated. For energy efficiency, the goal is to optimize all aspects of data movements and external memory accesses, as this is the bottleneck for DNN processing. In this scenario, the FPGA spatial architectures on which FPGAs are based allow to reduce the energy consumption impact of the DNN model due to the interaction of the system with the off-chip memory by distributing part of the storage elements directly into PEs through the implantation of an on-chip memory hierarchy. The introduction of such an architectural improvement, combined with the development of energy-efficient data flows, maximizes the
reuse of data stored in on-chip memory, avoiding to reduce the accesses to off-chip memory. Unlike improvements at the architectural design level that do not affect model accuracy, hardware/software optimization methods to accelerate DNN inference processing usually imply some loss of precision in the produced result compared to that of the original DNN model.

By exploiting the over-parametrization condition of DNNs useful for facilitating their training, the application of hardware-oriented optimization algorithms for approximate computation is particularly attractive for accelerating DNN inference processing on FPGAs, while also allowing for reduced hardware resource usage. Experimental results have shown that this class of optimization algorithms is the most effective for improving the performance of DL implementations on reprogrammable custom hardware processing units.

In more detail, if the ML application at hand accepts a moderate loss in the precision of the result produced, the implementation of these approximating methods on FPGA-based DNN inference accelerators saves computational resources and improves speed and energy efficiency significantly. This is achieved either by reducing the precision of computation through data quantization, thus moving from single-precision floating point to lower bit width fixed point data format for representing weights and activations, or by reducing the number of MAC operations and model size by increasing the level of sparsity of network parameters to be processed by model compression.

Relative to the reduction in computational precision, the number of bits on which to quantize is limited by the system accuracy requirement for the ML application under consideration. Specifically, experimental results have shown that heterogeneous quantizations for weights and activations on a variable number of bits outperform homogeneous ones. The flexibility of FPGAs supports the management of variable bit widths for representing both different types of network parameters within the same layer and for those of weights and activations of different layers, allowing for additional performance. Then, it has been described a methodology to automatically find the optimal heterogeneous quantized configuration for a given DNN model to achieve a balance between reducing resource consumption, latency and power consumption while maintaining high accuracy.

On the other hand, increasing the sparsity level not only allows to reduce the number of MACs per inference iteration and the size of the DNN model by eliminating the execution of computations where at least one of the two operands to be multiplied is null, but also to better manage the amount of storage elements available through the development of sparsity compression methods, capable of optimizing the storage of sparse parameters. The architectural flexibility exhibited by FPGAs makes it possible to exploit the sparsity obtained through the compression of the DNN model to speed up the execution of the edge inference process.

In this dissertation, several methods for approximating computation have been analyzed and compared in order to highlight the positive and negative effects of their application with respect to the hardware implementation of complex DNN models on FPGAs.

As a result, trading-off a certain amount of model accuracy, it is possible to achieve significant improvements in both speed and energy efficiency by increasing parallelism and reducing the number of operations and memory accesses. Furthermore, due to the architectural flexibility of FPGAs, it is possible to apply a combination of these techniques to obtain better and better results. Hybrid strategies allow the joint use of multiple computational approximation techniques within the same FPGA-based DNN inference accelerator design in order to achieve better performance than in the case of applying a single method. As a result, by trading off a certain amount of accuracy caused by reducing the complexity of the DNN model, significant improvements in both speed and energy efficiency can be achieved. For these reasons, approximate computation is the key to accelerating DNN inference processing on FPGAs.

Table 4.2 and Table 4.3 summarizes the different hardware-oriented optimization methods for approximate computation and illustrates how each of these techniques contributes to the acceleration of DNN inference on FPGAs in terms of reduced computational complexity and memory requirements, respectively.
Table 4.2: Summarization of main hardware-oriented optimization methods for approximate computation to accelerate DNN inference processing on FPGAs.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>More details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data quantization</td>
<td>Reducing precision of operands and operators to reduce DNN model complexity</td>
<td>Linear/non-linear - Static/dynamic -</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Binary/ternary - Post-training/QKeras</td>
</tr>
<tr>
<td>Network pruning</td>
<td>Reducing redundant DNN model parameters which are not too sensitive to</td>
<td>Fine/coarse pruning</td>
</tr>
<tr>
<td></td>
<td>the performance</td>
<td>Magnitude-/energy-based fine pruning</td>
</tr>
<tr>
<td>Non-linearity</td>
<td>Exploiting statistics of activation function to increase the sparsity of</td>
<td>ReLU activation function</td>
</tr>
<tr>
<td>statistics</td>
<td>DNN model activations</td>
<td></td>
</tr>
<tr>
<td>Knowledge distillation</td>
<td>Distill knowledge from large DNNs to compact DNN to reduce computational</td>
<td>-</td>
</tr>
<tr>
<td>Structural simplifications</td>
<td>Designing special structural CONV kernels to save parameters</td>
<td>Pre-/post-training approach</td>
</tr>
</tbody>
</table>

Table 4.3: How each hardware-oriented approximation method helps to accelerate DNN inference processing on FPGAs.

<table>
<thead>
<tr>
<th>HW-oriented Optimizations Methods for Approximate Computation</th>
<th>Reduce Precision of Operands and Operators</th>
<th>Reduce Memory Size and Bandwidth Requirements</th>
<th>Reduce Number of Operations and Model Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Quantization</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Non-linear Quantization</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Binary/Ternary Quantization</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Network Pruning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ReLU Statistics</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Knowledge Distillation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Structural Simplifications</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hybrid Strategies</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The implementation of these architectural design improvements and hardware-oriented optimization techniques for approximate computation, when combined with fine-tuning of network parameters used in order to restore an appropriate level of accuracy, allow the performance of FPGA-based DNN inference accelerators to be enhanced in terms of both speed and energy efficiency over GP solutions, while maintaining a low design cost and a high level of re-programmability, something that ASIC solutions do not provide. This shows that FPGA is the most promising processing unit for NN acceleration at the edge. In addition, the flexibility of FPGAs allows a large number of other hardware/software optimization methods working at different levels of abstraction to be implemented in conjunction with the approximation methods, such as algorithmic and data-path optimizations, which, although less effective in terms of achievable improvements, allow for additive increases in hardware accelerator performance.

All the techniques for optimizing the development of FPGA-based DNN inference accelerators analyzed are applicable to the implementation of a wide range of ANN types. The analysis carried out focuses mainly on the three types of DNN models, for which FPGAs have emerged as the most promising processing units to accelerate DNN inference processing at the edge, which are deep MLPs and CNNs, which focus on maximizing the performance and accuracy of the model, and SNNs, which are mainly used for low-power ML applications. This is due to the feed-forward
nature of such types of ANNs allows maximizing the exploitation of the inherent parallelism of DNN models at various levels following a pipelined hardware execution available on FPGAs.

In conclusion, by exploiting all the different degrees of freedom offered by FPGAs, a wide range of optimizations can be implemented at the level of both architectural design improvements and hardware-oriented optimization algorithms for approximate computation. Thus, the flexibility and re-programmability of FPGAs allows optimizing hardware implementations of computationally complex DNN models, demonstrating that hardware accelerators based on this type of processing unit represent the best possible compromise for DNN inference processing at the edge, both in terms of high performance and low power consumption.

4.2 Future Directions for FPGA-based DL Accelerators

Currently, most of FPGA-based DNN accelerators only perform inference on-line at the edge, deferring training to a static off-line execution on the cloud, due to its high computational and memory cost.

Although solutions to train complex DNN models directly on embedded devices is attractive for ML applications with stringent speed and energy efficiency constraints, the higher computational power and storage resource requirements of training compared to inference make its execution at the edge a challenging task.

The major problem in implementing training on FPGA-based DNN accelerators lies in the limited availability of resources which clashes with the need to maintain the highest possible level of precision, in order not to reduce the final system accuracy.

Training performed on the cloud not only implies the inability to adjust DNN model parameters dynamically as the task to be performed changes, but also results in increased latency and power consumption required to move the training data and DNN model to the cloud and, once training is complete, to upload the newly re-trained DNN model to the edge device.

Looking ahead, the future will be to move the training processing performed off-chip at the edge, in order to be able to perform dynamically learning directly on-chip, to adapt the model to local environment, as shown in Figure 4.1.

By leveraging transfer learning, and then using the cloud-trained DNN model as a starting point to perform an edge adjustment, the DNN model parameters can be dynamically fine-tuned on-line. As a result, after edge local training, performing both phases that make up a DL algorithm directly on the embedded device will improve performance in terms speed and energy efficiency due to the elimination of the iteration with the cloud. (see Figure 4.2).

Since DNN processing on edge devices has completely different requirements than on cloud, the main goal of embedded applications is not to focus on achieving high computational performance, but on decreasing hardware resource consumption and improving latency and energy cost. Moving the training execution from the cloud to the edge on FPGAs requires the adoption of some
optimization techniques that can both improve the management of the limited number of available hardware resources, and reduce the computational and memory cost.

Specifically, data quantization and model compression techniques cannot be applied during training in an aggressive way, due to the fact that they would degrade model performance too much during inference. Thus, much work still needs to be done in terms of both architectural design improvements and the development of optimization techniques to make it possible to run the entire DL algorithm at the edge.

Figure 4.2: Sequence of steps for present ① (i.e. cloud training/edge inference) and future ② (i.e. edge training/edge inference) DL algorithm processing. Source [67]
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