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Abstract

ESA estimated the current number of space debris to be around 129 million [24];
collisions with orbital debris can bring failure to the mission or completely destroy
the spacecraft, so space debris need to be tracked and catalogued to plan and
perform collision avoidance. SPOOK is a SST software currently in development at
Airbus Defence and Space GmbH in Friedrichshafen, Germany, and the objectives
of the thesis were to enhance the software by improving preexisting functions and
implementing new ones and to test the implemented methods and settings for Orbit
Determination aiming to determine good parameter settings. The following goals
have been accomplished:

« two functions have been improved and implemented respectively, that return
output files useful for optimization of observation strategies;

o a function has been implemented to compute the orbit determination errors
with respect to accurate ephemerides;

o SPOOK has been made faster in performing multiple runs of orbit determina-
tion by implementing a function to create multiple initial state vectors and
perform orbit determination with each one of them and by writing a Python
function that launches orbit determination semi-automatically;

o the tests have determined that simple propagation of the state vector should
be performed instead of orbit determination when the accuracy of the initial
state is very high, that the Weighted Least Square method is insensitive to the
accuracy of the initial state, and that Extended Kalman Filter and Unscented
Kalman Filter with simulated measurements return very similar outputs if
the physical model used for OD is very accurate.
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Chapter 1

Introduction

1.1 The Space Debris problem

Figure 1.1: Model of the space debris distribution around Earth [23].

Nowadays orbital debris pose a huge threat for the safety and success of space
missions. Defined as "all the inactive, man-made objects, including fragments, that
are orbiting Earth or reentering the atmosphere" [13], space debris mainly occupy
low Earth orbits and geostationary orbits, as shown in Figure 1.1. ESA estimated

1



Introduction

that by February 2020 there were 34000 debris larger than 10 cm, 900000 debris
with size between 1 cm and 10 cm and 128 million debris ranging from 1 mm to
1 cm size [24].

Space debris are dangerous for spacecrafts because of their high kinetic energy:
according to ESA [13], collisions with millimetre-size objects could cause local
damage on spacecrafts or disable their subsystems; collisions with debris larger
than 1 cm can disable or cause the break-up of satellites and rockets; collisions with
debris larger than 10 cm can lead to the complete destruction of the spacecrafts and
formation of a new debris cloud. If these catastrophic collisions keep happening,
eventually they will cause the so-called Kessler syndrome, a chain reaction where
collisions generate new debris leading to more collisions that generate even more
debris and so on. Therefore countermeasures must be taken to avoid collisions with
orbital debris and keep their number in check.

One of the countermeasures to the space debris problem is constituted by the
Space Surveillance and Tracking (SST) systems, whose objective is monitoring
space, detecting space debris, tracking and cataloguing them in order to plan
strategies and manoeuvres to avoid collisions between spacecrafts and orbital debris.
As shown by Figure 1.2, today the number of catalogued objects amounts to more
than 45000, which is still a small fraction of the space debris’ number estimated by
ESA.

The Special Perturbations Orbit determination and Orbit analysis toolKit (SPOOK)
is a SST tool for the cataloguing and orbital analysis of Earth orbiting objects;
SPOOK is also able to create observation plans for user-defined sensors: in par-
ticular it produces observation plans for the Airbus Robotic Telescope (ART),
whose measurements are used as testbed for most SPOOK modes. SPOOK is
currently in development at Airbus Defence and Space GmbH in Friedrichshafen,
Germany, and it is the tool used in this thesis, especially for what concerns the
Orbit Determination (OD) section of the software.

1.2 Main Goals

These are the objectives of the thesis:
o Enhancement of SPOOK Sensor Simulation and Orbit Determination modes;
o Study of the OD methods that have been implemented in SPOOK;

o Tests on the available OD settings in the tool and comparison between the
implemented methods;

 Definition of good parameter settings for orbit determination.
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1.3 — Structure of the Thesis
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Figure 1.2: Growth of the number of catalogued debris from 1957 to 2020 [22].

1.3 Structure of the Thesis

Here follows an overview of the structure of the thesis:

the current Chapter 1 briefly describes the orbital debris problem, introduces
SPOOK and presents the goals and structure of the thesis;

Chapter 2 describes SPOOK, its modes and its structure;

Chapter 3 provides the necessary theoretical background behind the thesis,
focusing especially on orbit determination;

Chapter 4 shows the improvements that have been made on SPOOK in the
framework of the thesis;

Chapter 5 shows and discusses the tests on orbit determination that have been
performed;

Chapter 6 summarizes the conclusions that can be drawn from the previous
two chapters;

Chapter 7 contains some suggestions for who will work on SPOOK in the
future.






Chapter 2

SPOOK

The Special Perturbations Orbit determination and Orbit analysis toolKit (SPOOK)
is a SST software developed by Airbus Defence and Space in Friedrichshafen. This
chapter provides an overview of the SPOOK tool focusing on its structure and
modes; also a brief presentation of the ART telescope used to take or simulate
measurements is given. A detailed description of SPOOK is available in [21].

2.1 SPOOK structure

The tool consists of a FORTRAN processing core and a Python wrapper: the
Fortran part reads the input files, performs the calculations required by the used
SPOOK mode and returns the output files; the Python wrapper is used as inter-
face between the user and the core, receiving basic direct inputs from the user,
writing the input files and providing them to SPOOK; also the Python wrapper
performs the post processing and visualization of the results and manages the
objects’ database, which would be complex tasks for FORTRAN. SPOOK has its
own visualization tool; Figure 2.1 is an example of the pictures it can produce.

SPOOK can be split up into three layers [18]:

o Simulation layer: it generates the objects population, performs sensor simula-
tion and propagates the object and the observer (if needed);

o Analysis layer: it processes the measurements, performs orbit determination,
initial orbit determination, covariance propagation and further analysis on the
results;

o Interface layer: mostly implemented in the Python wrapper, it writes the
input files and manages the outputs and the visualization tool.
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SPOOK

Figure 2.1: Picture produced by SPOOK visualization tool [21].

There are three input files that are always required by SPOOK independently
of its mode: the objects configuration file to define the characteristics of one or
more space objects (see Section 3.3); the observers configuration file to define
the characteristics of one or more observers and give additional information like
weather and illumination conditions, the pointing mode and so on; the parameters
configuration file to set the options for executing SPOOK in the desired way, e.g.
the SPOOK mode, the time step for propagation, the chosen method for orbit
determination and so on. These three files are written in Key-Value Notation
(KVN), where each option corresponds to a keyword and a value.

Additional input files may be needed basing on the SPOOK mode and the
content of the three main files: e.g. measurements file, space weather files and
ephemerides.

2.2 SPOOK modes

Figure 2.2 shows the main SPOOK modes, that are:
6



2.3 — The ART telescope

o Sensor Simulation: SPOOK simulates the observer(s) defined in the observers
configuration file, estimates the measurements of the object(s) defined in the
objects file (by propagating the state vector(s) in the desired time frame and
computing the corresponding measurements with Equation 3.4) and applies
optical and relativistic corrections to the measurements;

o Sensor Calibration: the time bias of the sensor is evaluated by comparing the
real or simulated measurements of an object with the measurements estimated
from an ephemeris of the same object [20] (usually interpolation is needed to
match the measurements’ and ephemeris’ times);

o State and Covariance Propagation: the state vector and covariance matrix
of an object are propagated from an initial time (for which the state and
covariance have to be provided) to an user-defined final time; the propagation is
performed by an indipendent tool, the Special Perturbation Object Propagator
(SPOP), that is able to take into account several types of perturbations;

e OEM to ECI conversion: an ephemeris inside an OEM file is converted into
the ECI reference frame;

» Orbit Determination: initial orbit determination (if needed) and orbit deter-
mination are performed as explained in Sections 3.5 and 3.6;

o Correlation: Tracklets, i.e. series of measurements, are correlated to objects
or to other tracklets.

2.3 The ART telescope

The Airbus Robotic Telescope (ART), located in Extremadura, Spain, is an optical
observer that is able to take measurements from every orbital region. It is used
to test observation strategies and provide SPOOK with real measurements (there
is an interface between ART and SPOOK); thanks to ART, SPOOK is able to
perform and manage the complete pipeline from the acquirement of measurements
to orbit determination.

In order to take measurements, ART requires an observation plan, i.e. settings
and sets of pointings (couples right ascension - declination); if the observation
plan is provided, the observation is performed automatically. All the technical
information about ART are available in [8], from which the previous description
comes.
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Figure 2.2: Flowchart of the main SPOOK modes [20].
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2.3 — The ART telescope

Figure 2.3: Airbus Robotic Telescope [8].
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Chapter 3
Theoretical background

This chapter provides the theoretical background behind the work carried out
in this thesis. The concept of state vector, the coordinate systems, the files for
object definition and measurements input and the different types of measurements
are presented; the implemented methods for initial orbit determination and orbit
determination are described as well as the OD success criteria; eventually the
classification of orbital regions is shown.

3.1 Object state vector

Orbit determination is used to estimate the state vector of a space object, which is
a vector whose components determine the position and velocity of the object in
space at a specific time ¢. Several representations are possible for the state vector;
in this thesis the state vector x consists of three components of position, forming
the position vector r, and three components of velocity, forming the velocity vector

e ] o

In SPOOK two more parameters can be included in the state vector: the atmospheric
drag coefficient C'p and the solar radiation pressure coefficient C'sp.

3.2 Reference frames

The state vector of an object can be represented in various reference frames. Here
the three reference frames implemented in SPOOK are presented.

The Earth Centred Inertial (ECI) coordinate system, also called Geocentric Celes-
tial Reference Frame (GCRF), is an inertial frame centred in the Earth’s centre

11



Theoretical background

of mass. As shown in Figure 3.1, the I-axis points towards the Vernal Equinox,
the K-axis points towards the Earth’s north pole and the J-axis completes the
right-handed system. However, the orientation of the North Pole changes because
of Earth’s precession and nutation and so should do the orientation of the K-axis;
to avoid this the axes are defined w.r.t. a particular epoch: in SPOOK the reference
date is the 1% January of 2000 at 12:00 [18].

Equatorial Plane

1, Fixed,

Figure 3.1: ECI reference frame [1].

The Earth Centered FEarth Fized (ECEF) coordinate system, also known as Inter-
national Terrestrial Reference Frame (ITRF), is an Earth-centred reference frame
that rotates with the Earth. The X-axis points towards a reference meridian, the
Z-axis directs towards the reference pole and the Y-axis completes the right handed
system [14]. The ECEF coordinate system is shown in Figure 3.2.

The Radial-Tangential-Normal (RTN) reference frame is an object-centred co-
ordinate system whose axes are the R axis (on the orbital plane, parallel with the
object’s radius vector), the T axis (on the orbital plane, tangential to the orbit) and
the N axis (perpendicular to the orbital plane); Figure 3.3 shows a representation
of the RTN system.

The RTN reference frame has been chosen for the tests performed in Chapters 4
and 5.

12



3.3 — Input files for object definition

|ERS Reference Pole

Earth’s Centre

o3

Equatorial Plane

Vernal Equinox

Figure 3.3: RTN reference frame [7].

3.3 Input files for object definition

When SPOOK works in Orbit Determination mode, it needs one or more space
objects (also referred to as target objects) to be defined so that its or their orbits
can be estimated; the definition of one or more objects is also required by the other
SPOOK modes, that are not the scope of this thesis.

"Defining an object" means providing SPOOK with data about that specific
object, e.g. the name, the size, the mass and so on; different SPOOK modes
generally need different types of data about the object(s).

13



Theoretical background

If SPOOK is used in Orbit Determination mode and initial orbit determination
is not performed (see Section 3.5), the initial state vector xq of the object and
the initial covariance matrix Pg, both referred to an initial time ¢y which has to
be specified too, are required by the software. SPOOK can be provided with the
initial time, state vector and covariance matrix in several ways:

o the user can write them manually in the objects configuration file (see Section
2.1); the initial state vector and covariance matrix can be written in either
ECI or ECEF or RTN reference frame;

« real or simulated ephemerides of the object can be provided by passing an
Orbit Ephemeris Message (OEM) file to SPOOK: OEM files contain the state
vector and the covariance matrix of the object at given epoch times;

» a Two-Line Element (TLE) file can be provided to SPOOK: this file contains
object related information from which the state vector can be derived.

OEM files are written according to the standards set by the Consultative Committee
for Space Data Systems (CCSDS); the CCSDS recommended standards for the
structure, the notation and the contents of OEM files are available in [4]. Subsection
3.3.1 describes the structure of TLE files and the data they contain. Examples of
OEM and TLE files can be found in Appendix B.

3.3.1 TLE files

The following description and discussion about TLE files come from [20], where
more information on this topic are available.

TLE files contain one or more sets of data arranged in two lines as shown
in Figure 3.4; these files can contain data about more than one object but each
two-line set refers to a single object and epoch (indeed the object’s number, the
international designator and the epoch are among the parameters included in a
two line set).

The values contained in a two line set include five of the six Earth Orientation
Parameters (EOP) of the object: inclination ¢, RAAN (2, eccentricity e, argument
of perigee w and mean anomaly M ; these five values are the "mean" orbital elements,
i.e. they have been computed by removing some periodic oscillations [15]. The
sixth "mean" orbital element is the semi-major axis @, which can be computed from
the mean angular motion 7 (one of the data in the set) using the equation

n =

— 3.2
" 32
where i is Earth’s gravitational parameter (3.986 x 10'm3s=2 [6]).

14



3.4 — Observation Theory

So SPOOK can convert the six orbital elements of a two-line set into a Cartesian
state vector in the desired reference frame (RTN for this thesis). It is important to
notice that while all the possible methods to provide SPOOK with a state vector
introduce uncertainties due to the ways the single components have been computed
and how well the measurements have been taken, the TLE format also introduces
an additional uncertainty due to the fact that the epoch and the orbital elements
are written with a finite number of digits [20].

TLE files do not provide any accuracy information, so it would be impossible
to compute the covariance matrix of the object. However, Fiusco [15] implemented
a method to extract the covariance matrix from a TLE file in a statistical manner;
to use this algorithm the TLE file has to contain several instances of the same
object, spread in a time interval between 15 days and one month: the algorithm
computes the state vector and covariance matrix at the epoch of the last instance.

Mean motion second
Interrational Mean motion derivative | | dedvative (rev/day"2 i Element
Designator Year | Epoch: Day of Year (plus fraction) rev/day /1) /8) B= |JER) & numkber

[Tine number |
Class

Satellite
Numbar

Checksum

[ |
1le]s[o]s[ul]s]elo] a7 a] | [elz]z]s]2] [s]3]s]olz]s]5]a ofofofo]+]s]e]s

1|0|5]2]3)-[3 o 342

Sateliite Right Ascension of the Argomentum of the

Epoch

Number Indlination (deg) || Ascending Node (deg) Eccentricity Perigee (deg) Mean Ancmaly (deg) Mean Mation {rev/day) Revolutions

[T1] [ [E T [ [T TT T T [ [
[ [ [ [ [5] [ [

[ [
1]6]a0]s ol A [3[3]e]e] o o Tafo]2[ Ts[s[ea]]2]s | |

Check

[ [line number [

[ |
ofafa]7]&[a]s]

Figure 3.4: Structure of a TLE set [20]. S is the sign of the values, E the exponent.

3.4 Observation Theory

Measurements of the space object are needed to perform orbit determination:
SPOOK can either provide the OD algorithms with measurements from external
sources or simulate an observer and produce simulated measurements. This sub-
section presents the different types of real or simulated observers and the kinds of
measurements provided by them; it also briefly describes the measurements’ files
that can be taken as input by SPOOK.

It is worth mentioning that whether they are real or simulated, inside SPOOK
the measurements are processed in the form of tracklets, i.e. series of consecutive
measurements referred to a single object for only a small portion of its orbit.
More information on how tracklets are built and associated to an object (because
generally the observer takes measurements of more than one object during its
observation time) can be found in [19].
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3.4.1 Observers types and measurements

If observations are made from Earth, we talk about "ground-based observers';
instead the observer is defined as "space-based" if it is a satellite orbiting around
Earth. We can also distinguish between two types of observers basing on their
functioning [11]:

« optical observers (i.e. telescopes): their sensors receive the light reflected by
the observed object; knowing the pointing information of the observer, the
direction of the object is derived in the form of two angular measurements:
topocentric right ascension and declination (see Figure 3.5).

o radar observers: they emit radio waves that are reflected by the object and
collected by their sensors; the direction of the object is measured as a couple
of angles, i.e. azimuth and elevation (see Figure 3.6). Radar observers can
provide two additional measurements: the slant range p, by measuring the
time needed for the signal to go from the radar to the object and back to the
radar, and the slant range rate p, by using the Doppler effect [11].

Both radars and optical observers can be ground-based or space-based.

R

Figure 3.5: Optical measurements: right ascension «; and declination §; [12].
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3.4 — Observation Theory

Figure 3.6: Radar measurements: azimuth §; and elevation el [12].

3.4.2 Measurements’ files

Real or simulated measurements have to be written in files that SPOOK receives as
input to perform OD or other functions depending on which mode is used. There
are two main formats of measurements’ files that SPOOK can read and elaborate
[16]:

o Orbit Tracking Definition Format (OTDF): for each measurement time it
shows the measurements mentioned in Subsection 3.4.1 and also the location
of the observer and information like pressure, humidity and temperature at
observer’s location (however these additional information can be shown only
in the case of ground-based observers). In this format the measurements are
not divided into tracklets;

o Tracking Data Messages (TDM): the main difference from OTDF is that TDM
format divides the measurements into tracklets; TDM files’ structure, content
and notation follow the CCSDS recommended standards, that are available in

17).

In this thesis only TDM files have been used. Appendix B provides examples of
OTDF and TDM files.
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3.5 Initial Orbit Determination

The OD methods of Section 3.6 require an initial state vector xq (referred to an
initial time ty) of the target object; filters also require an initial covariance matrix
Py.

In SPOOK two options are available to provide the initial state vector and
covariance matrix:

o Initial Covariance Propagation (ICP), where the initial state vector and
covariance matrix (if needed) are manually written by the user or extracted
from the input files that are presented in Section 3.3; then the initial state
and covariance matrix are propagated to the time of the first measurement
and OD is performed.

o [Initial Orbit Determination (10D), where a limited set of measurements is
used to estimate the initial state vector.

During the work for this thesis only ICP has been used; however the following
subsections briefly describe the implemented methods for IOD. If filters are used
to perform OD after initial orbit determination, SPOOK uses the Weighted Least
Squares method (Subsection 3.6.1) to improve the estimation of the initial state
vector and to estimate the initial covariance matrix.

3.5.1 Gauss’ Technique

Gauss’ method requires three sets of topocentric angular measurements (couples
right ascension - declination or azimuth - elevation) at three different and sequential
times (t; < to < t3) and it is able to estimate ry, i.e. the position vector at the
middle time.

The implemented algorithm uses the three measurements to define and solve an
8" order equation for rs, and the estimated rs allows the computation of ry and rs;
then either Gibbs” Method or Herrick-Gibb’s Method estimates the velocity vector
at middle time vy; the whole process is repeated until the slant ranges p;, po and
ps3 stop changing.

Gauss’ Technique works well if the angular separation between the three mea-
surements is lower than 60°[18] and even better if the separation is lower than
10°[1]. The full derivation of the method can be found in [1] and [9].

3.5.2 Gibbs’ Method

Gibbs’ algorithm requires three position vectors and estimates the velocity at the
middle time incident: in SPOOK it receives the ry, rs and rs previously estimated
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with Gauss’ method and returns the velocity vo. Gibbs’ technique uses a geometrical
approach and it fails when the angles between the three position vectors are smaller
than 1° because of numerical instability [1]. The full derivation of the algorithm
can be found in [1].

3.5.3 Herrick-Gibbs’ Method

Herrick-Gibbs” method uses Taylor series expansion to estimate v, from ry, ro and
r3 (derived with Gauss’ technique) and their respective times tq, to and t3. This
algorithm performs best when the angular separation between the three position
vectors is smaller than 3° [18]. The full derivation of Herrick-Gibbs’ technique can

be found in [1].

3.5.4 Lambert Solver

Lambert’s problem is a technique to derive the orbit of an object by only knowing
two position vectors and the time of flight between them. In SPOOK this problem
is applied to IOD and two solvers have been implemented:

o Lambert-Gauss’ solver, whose derivation can be found in [1], receives two
position vectors r; and ry and the flight time as input and returns estimations
of vi and vs.

o [z20’s solver, implemented by Fiusco [15], computes v from r; and ry and
the flight time between them; then it computes vy again from ry and r3 and
their flight time; the final estimate of vy is the average of the previous two.

3.6 Orbit Determination methods

The aim of orbit determination is to estimate the state vector and the covariance
matrix of an object by using a set of measurements.

The covariance matrix has to be computed too during OD because it is useful
to evaluate the errors in the estimation of the state vector. In SPOOK the results
of orbit determination are assumed to be Gaussian distributed with the exact state
vector as mean (this assumption is applied to every component of the state vector),
i.e. the OD errors are Gaussian distributed with null mean and standard deviation
equal to the sensor accuracy; the diagonal elements of the covariance matrix are
the variances o of the corresponding state vector’s components, so by making the
square root we get the standard deviation o of each component and we can use 3o
as approximation of the real errors (since in Gaussian distribution 99.7% of the
errors are smaller than 3¢). More information about the covariance matrix and its
meaning are available in Appendix A.
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Since 3o is used as approximation of the real error, the ideal scenario would be
that for each component of the state vector the corresponding 3o is bigger than the
real error (at least 99.7% of the time) in order to be conservative, but also that 3¢
is very close to the real error: if 30 were too much bigger, it would mean we expect
to get huge errors (since in real applications the real errors are not available) from
OD, making it useless.

The following subsections present five methods for orbit determination that are
implemented in SPOOK. Also other orbit determination algorithms have been
implemented but they are not the focus of this thesis.

3.6.1 Weighted Least Squares

The Weighted Least Square (WLS) iterative method aims at correcting the initial
state vector x( provided by ICP or IOD and improving its accuracy. Depending on
the user’s needs, at the end of all iterations the final xy and its covariance matrix
(which is computed by the WLS algorithm) can be propagated either forwards or
backwards or in both directions with a chosen step size.

The following WLS algorithm comes from [11] and a more in-depth explanation
is available in [1].

Assuming there are n measurements of the object, the initial state vector xq
is propagated to all measurements’ times: so we get predicted state vectors.

X; = f(Xo,tj) V'] = 17 N (33)

Predicted measurements z, ; of the same type of the real ones (z, ;) are derived from
the predicted state vectors; then the residuals b; are computed as the difference
between real and predicted measurements:

Zp5 = 9 (X;) (3.4)

bj = an — Zp,j (35)

The objective of the WLS method is to correct xq in order to minimize the sum of
the squared residuals, where each residual is weighted with the inverse accuracy of
the sensor: if the observer produces m measurements in an instant of time (e.g.
m = 2 for optical observers because in an instant they produce a right ascension -
declination couple), the weight w; of the i-th type measurement is

1
w; = — Vi=1,...,m (3.6)

0;
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where o; is the sensor accuracy for that kind of measurement. So the WLS algorithm
produces the weighting matrix W:

w1 0 0
W=109 . 0 (3.7)
0 0 w,

The WLS method uses W to compute the initial covariance matrix with the
following equation:

Py = (f: AjTWAj> _ (3.8)

where Aj is the partial derivative matrix of the measurements at time ¢; w.r.t.
Xo. A; can be written as the product of two matrixes: the observation matrix Hj,
which shows how the changes in the state vector at time ¢; affect the measurements
at the same time, and the error state transition matrix ®;, that shows the influence
of the initial state on the state at time ¢;.

A — 0zj _ 8zj 8Xj
J 0x0 (9Xj aXQ

— H;®; (3.9)

SPOOK computes the error state transition matrix ®; by solving the following
system of differential equations:

&, = F;® (3.10)

where F; is the matrix of the partial derivatives of the state rates (velocity v and
acceleration a) w.r.t. the state vector.

dx  [dv v
szzlal; iﬁ] (3.11)

After solving the system of Equation 3.10, SPOOK computes the correction of the
initial state vector and corrects the initial state:

0 = (iAjTWAJ-))l > (ATW,) (312)

X0,e = X0 1 0Xg (3.13)

The improved initial state vector is given as input to the algorithm and the whole
process is repeated; this iterative process lasts until the max number of iterations
is achieved or the truncation error 7 falls below a preset tolerance.

2" (b] Wh;)

=\ 3.14
T o (3.14)
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3.6.2 Sequential Batch Least Squares

While WLS uses all the available measurements together to improve the initial state
vector, the Sequential Batch Least Squares (SBLS) method divides the measurements
into batches and performs OD with one batch at a time: essentially the WLS
algorithm is applied in order to correct xy but using only one batch of measurements;
at the end of the iterations (the convergence criteria are the same as in Subsection
3.6.1), the improved xg becomes the input for a new round of iterations but with
the next set of measurements.

The advantage of the SBLS method over WLS is that the former allows the
processing of new measurements even if they are received while the previous ones
are still being processed [14] and this is very useful especially if a big number of
observations are available: the WLS method processes all the observations together
and if new ones are received, the WLS algorithm has to restart and process the old
measurements again along with the new ones, leading to a waste of time; instead
the SBLS algorithm simply finishes processing the old measurements and then
starts processing the new ones.

In the SPOOK version of SBLS the measurements’ batches correspond to the
tracklets (see Section 3.4). When the iterations with one tracklet are over, the
algorithm starts the iterations with the next tracklet; however, the information of
the previous tracklets should not be lost, so the new round of iterations does not
receive only the corrected x( as input, but also the matrices (Z" (A?WAJ'DOM

and (Z” <AJTij>) SO the equations for the computation of Py and dxq, i.e.
Equations 3.8 and 3.12 respectively, have to be modified [14]:

ng Nk—1 -1
Py = (Z ATWA; + (Z AjTWAj> ) (3.15)
old

ng NE—1 -1 /p Nk—1
%o = <Z ATWA; + (Z AJ.TWAJ> ) (Z ATWb; + (Z A;?ij> )
old old
(3.16)
where k is the index of the tracklet that is being processed.

A problem with the SBLS is that when the algorithm starts processing a new
batch, it may diverge after a few iterations if the noise in the new measurements
is bigger than the error that has been minimized during the iterations with the
previous batch. Also the SBLS algorithm implemented in SPOOK turned out to
be too inaccurate even before the beginning of the works for this thesis, so no
meaningful tests and work have been carried out on SBLS.
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3.6.3 Extended Kalman Filter

One problem with the Least Square methods is that they work by processing
measurements spread over a certain time interval and if this frame is too long and
the forces acting on the object are not perfectly modeled, the orbit determination
deteriorates [1]. Also the Least Square methods just estimate the state vector and
covariance matrix associated to a specific epoch (¢ in our case), so the estimated
state and covariance need to be propagated in order to estimate the whole orbit
of the object in the desired time period. In SPOOK these problems are avoided
by using the Extended Kalman Filter (EKF), a technique that is able to track the
object in real time, i.e. it estimates the state vector and covariance matrix at every
measurement time; this also leads to the same advantage SBLS has over WLS: the
EKF does not need to reprocess the old measurements when new measurements
are provided [18].

For each observation time the EKF algorithm estimates the state vector and
covariance matrix by following two steps:

o prediction step: the estimates of the state vector and covariance at the previous
measurement time are propagated to the time of the current measurement
(the predicted state vector and covariance matrix at time ¢; are indicated as
X; and P, respectively);

o update step: the predicted state vector and covariance matrix are corrected in
order to get better estimates (the estimated state and covariance are shown
as X; and P; respectively).

As shown in Figure 3.7, the ideal outcome of the EKF would be to get closer to
the real orbit at every measurement time.

Xsz A A
AR X, P -
X PN 303 X, Py
A
612 6; AA
&, : X5 Ps
X3P3 545
A A —— - X P .
X _l_}fﬂ_,.--’—" X, P, 2L Actual Orbit

Figure 3.7: Extended Kalman Filter converging over time [1].

A short description of the main steps of the EKF algorithm is provided; the in-depth
derivation can be found in [1]; the notation in use is the same as Subsection 3.6.1.
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Assuming the state vector and covariance matrix at time ¢; have been estimated,
these are the steps to estimate state and covariance at time ¢;,1:

Prediction step

The estimated state X; is propagated at time ¢;;; in order to get the predicted
state X;;1. To do the same with covariance matrix the state transition matrix @
has to be computed by integrating Equation 3.10, which requires to derive the
matrix

0%,
F, =/ 3.17
J 8)2] ( )
So the predicted covariance matrix is

where Q is called "second moment of the process noise"; to compute Q we need
the process noise v, which is the uncertainty in the propagation process due to
uncertainties in the dynamics model [18]:

Q = E(wv’) (3.19)

t
v=|[ ®(tty)udt (3.20)

to
where u is the statistically measured uncertainty in the force model. So Q represents
the propagation errors due to modelling errors in dynamics.
The prediction step and therefore the whole EKF algorithm is computationally
expensive because the integrator has to be run at every observation time.

Update step

The observation matrix H; 4 is computed:

0211
Hj, = a]ij (3.21)
Then the Kalman Gain matrix Kj; is calculated:
_ — -1
Kj;1 =P H (Hj+1Pj+1H;~r+1 + R) (3.22)

where R is the measurement noise matrix, that contains the uncertainties in the
measurements:

o2 0 0
R=1|0o -. 0 (3.23)
0 0 o2
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Eventually the Kalman Gain is used to correct the predicted state vector:

0Xjt1 = Kji1bja (3.24)

)/Ej—l—l - ij—i—l + 55&]’4’_1 (325)

where bj is the residual at time ¢;,1:
bji1 =211 — HjiXjn (3.26)

The Kalman Gain is also used to correct the predicted covariance matrix:

~

Pj1 =P — K H;j Py (3.27)

As it can be seen in Equations 3.24 and 3.27, if the Kalman Gain is small, the
corrections of the predicted state and covariance are also small, reducing the con-
tribution of the j + 1-th measurement; the following explanation on the role of the
Kalman Gain comes from [19].

Another way to compute the Kalman Gain is:

K= fet (3.28)
€est + €meas

where €. is the error estimate and €,,.,s is the uncertainty in the measurements.
The value of K ranges between 0 and 1: if the value is close to 1, it means the error
in the estimate is far bigger than the measurement uncertainty, so we trust more
in the new measurement and apply a big correction to the estimate; if the Kalman
Gain is close to 0, it means the uncertainty in the measurement is big compared to
the error of the estimate, so we trust the previous estimate more ignoring the new
measurement and applying only a small correction (or a null one if the value of K is
equal to 0); this second behaviour of the filter is called saturation or smugness and
it becomes a problem when it happens too soon ignoring too many measurements.

One drawback of the EKF is that it does not need only xy as input, but also
the matrixes Pg, R and Q, where Q can be difficult to compute (see [19] for the
methods implemented in SPOOK); also if the measurements are very noisy, R is
too big and leads the filter to smugness.

3.6.4 Unscented Kalman Filter

The Unscented Kalman Filter (UKF) is a method that works especially well in
models where the process noise is not enough to model the uncertainties in the
system dynamics [18].
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In order to understand why the UKF can be better than the EKF', the nonlinearity
of the Orbit Determination problem has to be mentioned: according to [2], the
propagation of the state vector x is influenced by the process input and the model
noise, while measurements z are influenced by measurement noise; so the following
nonlinear equations are used to propagate x and z to discrete times:

(3.29)

where u is the process input, w is the model noise and v is the measurement noise
[2]. During the prediction step the Extended Kalman Filter linearizes Equation
3.29 around the mean of a Gaussian distribution and propagates the state and
covariance through this linearized model; instead the Unscented Kalman Filter
uses a technique called unscented transform, i.e it computes a set of points, called
sigma points, that completely capture the mean and covariance of the Gaussian
distribution, and propagates them through the nonlinear model: then the predicted
mean and covariance are calculated from the propagated points. Typically with
UKF the accuracy of the estimate increases while the computation time decreases
w.r.t. EKF [2].

Here follow the steps of the UKF to estimate the state vector and covariance
matrix at time ¢;; the equations and comments come from [2].

Prediction step

The state vector x is augmented in order to include the components of the process
noise and measurement noise; the augmented state vector is indicated as x* and its
size is L, which is equal to the sum of the sizes of the original state vector, model
noise vector and measurements noise vector.
Xji-1
X1 = | Oy (3.30)
O’U

The advantage of augmenting the state vector is that the sigma points are selected
from x“, so the nonlinear effects due to the two types of noise are captured and
represented with the same accuracy as the "original" state. The covariance matrix
is augmented to the L? size:

Pi,=E [<X§X—1 - ’A(?—l) (X;’X—l B i?‘l)T}
P .o o (3.31)
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Now 2L + 1 sigma points are formed; they are computed in the form of the columns
of a matrix x“:

Xij-1 = X5 1 i=0 (3.32)

X5 = X5y + (/LIPS ). i=1,..,L (3.33)
X3 = X5, — (a\/ﬁ)i_L i=L+1,..,2L (3.34)

where 7 is the index of the columns of x“. The tuning parameter a belongs to the
interval (0,1] and defines the spread of the sigma points; « is usually set to a low
value (around 0.001) in order to guarantee positive semidefinite covariance matrices
and avoid the sampling of non-local features. The calculation of the square root of
P, is the most coputationally expensive part of the UKF.

The x§_; matrix can be decomposed in xj_; rows, which contain the state, xj_,
rows, which contain sampled process noise, and xj_; rows, which contain sampled
measurement noise. Each sigma point is also assigned a weight for mean and a
weight for covariance, indicated with the apexes (m) and (c) respectively.

” 1 .
[0
1
w? =4 = —a? i=0 (3.36)
[0
1
wi™ =l = ST i=1,..,2L (3.37)
(6]

Eventually the sigma points are propagated through Equations 3.29 and the
predicted state, covariance matrix and estimated measurements are computed as
weighted averages:

X; =1 (X w, X)) (3.38)
2L
<= w"x?, (3.39)
=0
_ 2L (c) T
P =Y w [xi -%| [x] - %] (3.40)
=0
Z;=h (X} X)) (3.41)
2L
2, =Y wZs, (3.42)
=0
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Update step

The state-measurement cross-correlation matrix P,, and the measurement covari-
ance matrix P, are calculated and used to compute the Kalman Gain:

2L

P.. =Y w [xi; — %] 1Zi; - 2]" (3.43)
=0
2L

P.. =Y w [Zi; - 2] (Z,; - 2] (3.44)
=0

K; =P, P (3.45)

Eventually the state vector and covariance matrix are updated:

)/Ej = ij + Kj (Zj — /Z\]) (346)

P, =P, -K,P.K/ (3.47)

3.6.5 Unscented-Schmidt Kalman Filter

The Unscented-Schmidt Kalman Filter (USKF) is very similar to the UKF: it
augments the state vector and the covariance matrix to sizes Lyskr and Ligpp
respectively; then the sigma points are formed and propagated to the next timestep
and the predicted state and covariance are computed; eventually the state vector
and covariance matrix are updated. The difference with the UKF is that in the
USKF the state vector is additionally augmented by a number n. of consider
parameters ¢, so Lyskp = L + n.. Thus 2n. sigma points more than in the UKF
are formed; these additional sigma points are propagated in the same way as
the others during the prediction step; however, in the update step the consider
parameters are not updated [18]. Although it is similar to the UKF, the USKF
probably gives different results because the additional sigma points affect the
predicted state and covariance. See [10] for the full algorithm.

USKF gives different results from UKF only if the state vector is augmented
to include the consider parameters: in particular the one implemented in SPOOK
can consider Cp and Cgp as consider parameters and estimate them along with
the "regular' components of the state vector; however this thesis focuses on the
estimation of the not augmented state vector written in Equation 3.1, so no special
test has been performed on the USKF method; the few tests performed on the
implemented USKF algorithm just proved that it and the UKF algorithm return
exactly the same results if the state vector does not include C'p and Cgp.
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3.7 Orbit Determination success criteria

Five methods to check the success of orbit determination were implemented in
SPOOK by F. Fiusco [15].

After orbit determination SPOOK converts the estimates of the state vector into
observable quantities, i.e. measurements of the same type of the real or simulated
ones that have been used as input for OD (see Subsection 3.4.1); output measure-
ments and input measurements are compared and the residuals are computed; most
of the implemented OD success tests act on the residuals.

Here follows a brief description of the implemented OD success tests:

o X2 test: this test checks whether the assumption of Gaussian distribution of
the OD errors is true or not. Mean and standard deviation are computed for
each residual type and a test statistic x? is computed; then the computed
statistic is compared with the theoretical x? that would give a confidence level
of 95%: if the theoretical x? is smaller than the computed one, the assumption
of Gaussian distribution is accepted;

o Weighted Root Mean Square (WRMS): it consists in computing

N ) 7"65(27L)2
WRMS = | —— % 3.48
N (3.45)

which is the RMS of all the N residuals averaged with the proper sensor
accuracy o;. WRMS should be the smallest possible in order to have a
successful OD, but it should never be lower than 1 (otherwise it would mean
that the final result is inside the sensor noise [15]);

o Self consistency test: this test can be used only for filters and it verifies if
the filter’s estimate is coherent with the orbit of the target object. Given N
measurements, after OD the estimated state vector and covariance matrix at
time N — 1 are propagated to time N and turned into observable quantities;
so it is computed how far the real N** measurement is from the propagated
one;

o McReynold’s filter-smoother consistency test: this test can be used only if
OD is performed with a filter and a smoother (a technique that improves the
filtered state); it computes the difference between filtered and smoothed state
vectors and between filtered and smoothed covariance matrices for each time
step ¢; in order to check if the smoothed state is consistent with the filtered
state;
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o 30 enwelope test: it checks if at least 99% of the residuals are smaller than 3o,
being ¢ the sensor’s accuracy for the considered observable, in order to verify
the assumption of Gaussian distribution.

The described methods have not been used in this thesis because Fiusco himself
concluded them to be unreliable and in need of being tested more; see [15] to read
the tests he performed and his conclusions about them.

3.8 Orbital regions

Earth-orbiting objects’ trajectories fall into orbital regions, whose classification is
based on the altitude, i.e. the distance from the Earth surface. An orbital region
classification is also implemented in SPOOK in order to perform statistical analysis,
simulations or other functions if needed; this classification is a modified version
of the one from ESA Space Situational Awareness programme [5] and is shown in
Table 3.1.

Name Perigee [km]  Apogee [km]

Min Max Min Max

LEO resident 0 2000 0 2000
LEO transient 0 2000 2000 %)

Low MEO resident 2000 16000 2000 16000
Low MEOQO transient 2000 16000 16000 00

High MEO resident (GNSS) 16000 33786 16000 33786
High MEO transient 16000 33786 33786 00
GEO resident (i < 20°) 33786 37786 33786 37786
GEO resident (i > 20°) 33786 37786 33786 37786
GEO transient 33786 37786 37786 00
HEO 37786 o0 37786 %)

Table 3.1: Orbital region classification [14].

For the tests of Chapters 4 and 5 GPS satellites have been used as target objects to
perform OD. GPS satellites have been chosen because they belong to the class of
MEO objects and so they are not as affected by atmospheric drag as LEO objects,
leading to less complex results. GPS satellites have been chosen also because it is
easy to find their ephemerides and TLE files; in particular Airbus has open access
to very accurate ephemerides of GPS satellites, so in the tests of Chapter 5 they
have been used as "ground truth" for error evaluation.
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Chapter 4
Work carried out

This chapter presents the modifications made and the new functions implemented
in SPOOK during the works for this thesis; these extensions were needed to reach
the end goal of the thesis, i.e. the definition of the settings to perform OD in the
best way. Two improvements have been made on the Sensor Simulation mode in
order to obtain better measurements: the augmentation of the accessibility report
writing function and the implementation of a function to write optical output files.
Also three OD analysis tools have been implemented: a function to evaluate the
errors of OD and Covariance Propagation modes w.r.t. ephemerides, a function to
perform OD with randomized initial states and a function to run OD faster from
the Python interface.

4.1 Expansion of the Accessibility Report

As mentioned in Section 2.2, Sensor Simulation mode makes SPOOK simulate at
least one observer and produce simulated measurements of one or more objects.
When it works in this mode, SPOOK can produce output files called accessibility
reports if the user enables the corresponding option in the parameters configuration
file.

One accessibility report file is produced for each simulated observer and it
consists of three sections:

o the first section is related to the observer and is a list of the constraints applied
to it (that are set by the user in the observers configuration file), like the
maximum elevation considered for the Sun, the minimum and the maximum
elevation considered for target objects, the weather and illumination models
and so on;

« the second section provides a list of all the objects (among the ones written
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in the objects configuration file) that have crossed the field of view of the
observer during a certain time interval, called crossing time, and so have been
observed, producing measurements;

the third section is just a list of the objects (from the objects file) that have
not been observed at all during the observation time.

An example of accessibility report is shown in Appendix B.

We are interested in the second section of the document, that does not only
list the crossing objects, but also provides a set of data for each one. Before the
start of this thesis the data associated to each crossing objects were:

the object’s name and its international identification codes, that SPOOK
extracts from the objects configuration file;

the start time, the end time and the duration of the object’s crossing time
interval;

the azimuth and the elevation of the object at the start and at the end of the
crossing time frame;

the apogee and the perigee of the object’s orbit and the orbital region it
belongs to (based on the classification of Section 3.8).

In this thesis the function to write the accessibility report has been modified in
order to write additional data for each crossing object. The added values are:

the altitude range, i.e. the minimum and maximum altitude reached by the
object during the crossing interval;

the minimum angular motion n,,;, and the maximum angular motion ny4x,
computed with the equation n = /%, where r is the distance between the
object and the Earth center;

the minimum and maximum shadowing parameter during the crossing time,
i.e. an index that is equal to 1 if the object is fully illuminated by sunlight, is
equal to 0 if the object is totally inside the Earth’s shadow, and has a value
between 0 and 1 if the object is in penumbra [19];

the minimum and maximum Signal to Noise Ratio (SNR), which is the ratio
of the power of the signal coming from the object over the noise;

the minimum and maximum phase angle, which is the angle Sun-object-

observer, nearly equal to the angle Sun-object-Earth if the observer is ground-
based [27].
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We can see that all the data (both the old ones and the new ones) in the second
section of the accessibility report, except for the objects’ names and identifiers, are
simulated measurements or are derived from them; the shadowing parameter of
the object is computed with a function implemented by Cirillo [19].

The data added to the accessibility report are useful because they enable the user
to optimize the generation of observation plans: if the user wants to observe a target
object with a specific observer during a certain time frame, first he can perform
a test by simulating the observation and reading the corresponding accessibility
report; basing on whether the object has crossed the observer’s field of view (in the
simulation) and on the object related values added to the accessibility report, the
user can decide if it is worth planning and performing that observation for real (e.g.
it is not convenient if the simulated SNR is too low or if the object is in Earth’s
shadow). Additionally the values of minimum and maximum altitude can be used
to compute the exposure time of the camera.

4.2 The Optical Output file

The work that has been carried out in the thesis includes the implementation
of a new function in the frame of Sensor Simulation mode: if the corresponding
option in the parameters configuration file is enabled, the new function produces
so-called optical outputs files; one optical output file is generated for each couple
observer-observed object. Appendix B provides an example of this file.

Given a step size that is written in the parameters configuration file, the optical
output file provides some object related parameters (that are derived from the
simulated measurements) for each time step from the beginning to the end of the
crossing time. Here follows the list of the values:

altitude of the object;

o phase angle;

o elevation;

e range, which is the distance between the object and the observer;

o angular velocity of the object, computed as the 2-norm of the first derivative
of the angular measurements vector;

» apparent magnitude of the object;

« SNR.
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The SNR is function of the other values contained in the file, so the optical output
makes it possible to plot and visualize how the parameters evolve in time and how
their evolution affects the value of SNR; thus we can evaluate the performances
of the measurements estimation model: for example we can detect errors in the
model if we see that certain values of the parameters lead to unexpected values of
SNR. We can also use the optical output to optimize observations plans along with
the accessibility report.

4.3 Errors evaluation with ephemerides

In the frame of this thesis a function for errors evaluation has been implemented
both for the Covariance Propagation mode and for the Orbit Determination mode.
If the corresponding option in the parameters configuration file is enabled, at the
end of OD or propagation the new function compares the propagated or estimated
state vector to an ephemeris from an input OEM file and computes the errors; of
course this function should be used only if the ephemeris is accurate enough to
be assumed to be the ground truth, and this is the case for the GPS satellites’
ephemerides used in Chapter 5.

OD and covariance propagation modes return the state vector and covariance
matrix of the object at times set by the user (as he or she sets the start and end
times and the size of the time step), which are usually different from the epochs of
the ephemeris: so the first step performed by the function is the interpolation of
the ephemeris at the times of SPOOK’s output; a Lagrange interpolator of ninth
order is used, the same as in Sensor Calibration mode. Once the interpolation
has ended, the function derives the following values for each time of the OD or
covariance propagation output:

the estimation or propagation error of every component of the state vector,
ComPUted aS Tj ephemeris — Li,estimates

« the standard deviations and variances (i.e. the diagonal components of the
covariance matrix) of the state vector’s components, that are simply extracted
from the outputs of OD or propagation;

« the total errors in position and velocity, computed as the 2-norm of the position
error vector and the 2-norm of the velocity error vector respectively;

« the total standard deviations in position and velocity, i.e. the 2-norms of the
corresponding standard deviation vectors.

All these values are computed in the RTN reference frame. Eventually the function
writes the computed values in an output file called ephemeris errors file, that can
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be used to plot the behaviour of the errors and standard deviations in time; in

particular these files have been used to plot and compare the errors and the 3os

(that in SPOOK are assumed to be estimates of the real errors) in Chapter 5.
Appendix B contains an example of ephemeris errors file.

4.4 Randomization of the initial state vector

As discussed in Section 3.5, the orbit determination process always requires an
initial state vector. During this thesis’ work a function has been implemented that
'randomizes" a given initial state vector xy by creating random initial state vectors
X0, rana and performs one OD run for the original state vector and one OD run for
each new state; so if IV is the number of new initial states, that is set by the user
in the parameters configuration file, SPOOK performs N + 1 orbit determinations.
Performing multiple runs of orbit determination where only the initial state changes
can be useful to analyze the sensitivity of the chosen OD algorithm to the initial
state itself.

The randomizing function creates the new initial state vectors assuming the origi-
nal xq to be the mean of a Gaussian distribution, i.e. assuming that each of its
components g, is the mean of a Gaussian distribution with variance o? which is
the corresponding diagonal element of the initial covariance matrix Py. So the
function uses Py to create N state vectors X ,qna that should follow a Gaussian
distribution centred around x( for each of their components.

It follows that if the assumption of Gaussian distribution of the new initial
state vectors is true, for each OD output time the average of the estimated state
vectors for the runs with the random initial states should be equal to the theoretical
mean, i.e. the estimated state vector for the run with the original x,. Whether the
assumption is true or false is verified in Section 5.1.

4.5 User interface for orbit determination

One of the contributions given to SPOOK by this thesis is the implementation of a
Python function to perform orbit determination without having to write or modify
the configuration files manually.

Before this thesis the user had to write or modify the configuration files and
execute SPOOK every time he wanted to use the OD mode; this process was very
time consuming, especially when the user wanted to run orbit determination several
times with different settings. Instead the new Python function writes the configu-
ration files almost completely by itself: of all the entries in the configuration files,
only a few are read and used when running SPOOK in Orbit Determination mode;
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so the Python function writes the files by assigning default values to the "useless"
entries and requiring the user to input only the values of the "useful" entries. The
advantage of the Python function is that if the user wants to perform multiple runs
of orbit determination with different settings, now he or she can just call the Python
function from command line or in a script many times as needed and change only a
few input arguments at every call instead of manually writing a great number of files.

The implemented Python function does not set only the "useless" entries of the
configuration files to default values, but also some of the entries that affect the
orbit determination process; in particular:

o corrections of light time delay and diurnal aberration (more information in
[11]) are enabled by default when real measurements are used,;

o ART is set as the default observer (because it is the one used by Airbus to
perform tests) and so all the entries of the observers configuration file are set
to its parameters;

 Initial Covariance Propagation is set as the default method to compute the
initial state vector and covariance matrix because the methods for Initial Orbit
Determination have not been fully tested yet.
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Chapter 5
Tests and comments

This chapter presents and discusses the main tests that have been performed on
orbit determination: test on the randomization function, comparison between Orbit
Determination and Covariance Propagation modes’ results, test on the sensitivity
of the WLS method to xqg, comparison of the performances of EKF and UKF. In
all the tests the RTN reference frame has been used, so the state vector of the
object is

TR
rT

N

X = on (5.1)
vt
LUN

5.1 Tests on the randomization function

As explained in Section 4.4, the assumption of Gaussian distribution of the "random"
initial state vectors is true if at every OD output time the mean computed from
the estimated states of the runs with the new xgs is equal to the estimated state of
the run with the original x,. The same logic can be applied to the errors: the error
of the run with the original xq should be the mean of the errors of the runs with
the randomized initial states if the distribution is really Gaussian. In this section
two tests are described that verify if the true mean error is equal to the error of
the run with the original xg.

In the first test xg was one of the entries of an OEM file and the initial co-
variance matrix Py has been manually written in the objects configuration file. The
target object was the GPS satellite with NORAD ID 40105 (this is the identification
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number assigned by US Space Command [28]).

125 km? 0 0 0 0 0 ]
0 100km?> 0 0 0 0
0 0 25 km? 0 0 0
Po=1 0 0 10 ku? 0 0 (5.2)
0 0 0 0 4 %1076 k2 0
0 0 0 0 0 1076 km?

The randomization function has been used to generate 100 initial state vectors and
for each one of them and for the original xy an Orbit Determination with EKF has
been performed, for a total of 101 runs; then the function presented in Section 4.3
computed the errors of each run with respect to the ephemeris from an OEM file
(the same from which the original x, has been extracted); eventually the average
errors of the 100 "randomized" runs have been computed for each component of
the state vector at every output epoch.

The results of this test are shown in Figure 5.1, where for each state’s com-
ponent the true average error (i.e. the average of the 100 errors) is plotted together
with the error of the run whit the original state vector, that is the theoretical mean;
the two vertical lines in the figure mark the beginning and the end of a tracklet; in
the figure the 30 of the run with the original initial state and the 30 computed
from the errors are different because the former has been estimated by the EKF
while the latter has been calculated with Equation A.1.

In Figure 5.1 it can be seen that the lines of the true and the theoretical mean
are almost completely overlapped in the time interval inside the tracklet, where OD
has been performed, and completely overlapped after the end of the tracklet, where
the state vectors have been simply propagated forward. So it can be concluded that
the distribution of the 100 random initial state vectors is almost Gaussian (and
would be Gaussian if more than 100 initial states were generated) if the original x
comes from an ephemeris; the conclusion is reinforced by the fact that for every
run the total errors read in the ephemeris errors file are smaller than the respective
30, as expected from a Gaussian distribution.

The second test had the same settings as the first one except for the original
initial state vector that was extracted from a TLE file. Figure 5.2 shows the results.

It is clearly visible that the true average and the theoretical average are different
for most of the time for all the components, so the distribution is not Gaussian;
this is also proved by the fact that 88 runs out of 100 have bigger total errors than
the respective 30.
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Figure 5.1: Average components’ errors of 101 runs; x, from OEM file.
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Figure 5.2: Average components’ errors of 101 runs; x, from TLE file.

While it can be concluded that 100 randomized initial states do not follow a
Gaussian distribution if the original xy comes from a TLE file, it is also true that if
the randomizing function produced more than 100 states, there would be a number
of initial states for which their distribution would be Gaussian. However, tests for
more than 100 randomized states have not been performed because they would have
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been too computationally expensive: the reason is that the state vector extracted
from the TLE file has to be propagated to the time of the first measurement; in
the case of this test the TLE and the first measurement were more than one day
apart (and the TLE file was the closest of the available ones), leading to a very
long propagation; it took almost two hours to perform just 101 runs.

5.2 Comparison between OD and Propagation

This section discusses the tests performed to compare the accuracies of OD and
simple propagation of the space vector and covariance matrix. In general orbit
determination methods should be more accurate than propagation because they
either improve the initial state and propagate it (Least Squares methods) or correct
the state after every propagation step (Kalman Filters); however, the aim of the
following tests is to analyze what happens if the initial state vector is already very
accurate: in these tests the initial state vector is one of the entries of the ephemeris
in the OEM file used as ground truth for the error calculation, so the OD error and
the propagation error at time t; are null. The target object is the GPS satellite
with NORAD ID 25933.

The first test was a comparison between the Extended Kalman Filter and simple
propagation. At first four runs of orbit determination have been performed with
different initial covariance matrices, whose non-diagonal components were null
while the diagonal components (i.e. the variances) are written in Table 5.1. The
plots of the errors and 3¢ of each run are shown in Figure 5.3.

Run ol On.  On. O o o
km?] [km?] [km?] [km?s7?] [km?s7?] [km?s7?]
1071 1 1071 107° 107° 107°
107 1072 1073 1078 1078 1078

107 107 107° 10710 10710 10710
10°7 107 1077 10712 10712 10712

W N =

Table 5.1: Variances of the initial covariance matrix for each run.

Then for each component of the state vector the "best" variance has been chosen
from Figure 5.3: what is meant by "best" variance is that the corresponding 3o is
bigger than the real error (because we want 30 to be a conservative overestimation
of the error) for most of the time but also that 3¢ is very close to the real error (in
order to not overestimate it too much making the OD results seem too inaccurate);
when two or more variances satisfied the requirements, the one that returned the
smallest error was chosen. So a new initial covariance matrix has been formed with
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Figure 5.3: EKF errors for different covariances.

the selected best variances in its diagonal:

1077 km?> 0 0 0 0 0
0 lkm> 0 0 0 0
0 0  107km®> 0 0 0
Po=1" 0 0 10%k 0 (5:3)
0 0 0 0 10712kl 0
0 0 0 0 0 10712 k.

Eventually OD and propagation have been run with the Py from Equation 5.3 as
initial covariance matrix and the errors and 30 have been plotted in Figure 5.4. The
plots of Figure 5.4 show that for every component of the state vector the 3o from
OD is lower than the 30 from propagation for nearly all the time and both are larger
than the respective errors (except for the tangential position in the first 20 minutes
of the EKF run): this means that in both cases 30 overestimates the error (as we
want) but the EKF overestimates it less. Regarding the errors, we can see that
propagation always returns the smallest errors, except for the normal components of
position and velocity where propagation errors are similar to EKF errors; the lower
accuracy of the filter may be due to the influence of the non-diagonal elements of the
covariance matrix, that are null at ¢, but acquire non-null values in other time steps.

The same test has been repeated for the WLS method, using the same settings and
the variances from Table 5.1; the errors of the four runs have been plotted in Figure
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No process noise, cov. pos. R: 10~ T: 109 N: 10~7 [km?], cov. vel. R: 1076 T: 10712, N: 10~12 [km?/s?]
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Figure 5.4: EKF vs propagation.

5.5, the "best" variances have been chosen and the new initial covariance matrix
has been formed (Equation 5.4). Eventually Po has been used to run propagation
and orbit determination; Figure 5.6 contains the plots of the errors and 3os.

(1075 km?> 0 0 0 0 0
0 1 km? 0 0 0 0
0 0 107" km?> 0 0 0
Po=1" 0 0 1wtk g 0 (54)
0 0 0 0 10712k 0
0 0 0 0 0 10712 k|

The results are similar to the test with EKF: WLS returns a 3¢ that is smaller
and closer to the error than propagation’s one for every state’s component, but
the propagation is more accurate because it returns mostly smaller errors than
WLS (which also presents bigger errors than 3o for tangential position and radial
velocity). So the same comments as the test with EKF can be repeated.

The conclusion that could be derived from these two tests is that if the ini-
tial state is very accurate, it is more convenient to perform propagation rather
than OD in order to minimize the error; this would be true if we knew that the
accuracy of the initial state is very high, but in real applications the accuracy of
the initial state is usually unknown and there is no way of computing the real error,
so it is worth doing orbit determination because it gives a smaller 30, i.e. a smaller
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Figure 5.6: WLS vs propagation.

error, than propagation.
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5.3 WLS sensitivity to the initial state

The tests in this section were aimed at analyzing how much sensitive the Weighted
Least Square method is to the accuracy and variations of the initial state vector.
The target object of the performed orbit determinations was the GPS satellite
with NORAD ID 32711. The initial covariance matrix used in the following tests
is shown in Equation 5.5; although the WLS method does not need an initial
covariance matrix because it computes Pq at every iteration with Equation 3.8,
the algorithm implemented in SPOOK can receive an initial covariance matrix as
input, like in this case, and skip the computation of Py during the first iteration.

10 km? 0 0 0 0 0
0 10°km> 0 0 0 0
0 0  10km®> 0 0 0
Po=1"1 0 0 100k 0 (5:5)
0 0 0 0 100k
0 0 0 0 0 1076 ko’

The measurements in the TDM file used for these tests were split into 13 tracklets,
whose start and end times are marked with vertical lines of the same colour in the
plots of Figures 5.7 and 5.8.

In the first test orbit determination with WLS method has been run twice: first
using an initial state vector from the OEM file used for error computation, so that
the error at time ¢ is null; then extracting the initial state vector from a TLE file,
leading to a quite inaccurate xo. The total errors and the corresponding 3¢ of the
two runs are plotted in Figure 5.7.

Looking at Figure 5.7 it seems that only the plots of the run with the initial
state from the TLE file have been drawn; actually, also the plots of the run with
the initial state coming from the OEM file are in the figure, they are just totally
overlapped with the corresponding plots of the other run. Looking at SPOOK
output files it turns out that the two runs return exactly the same state vectors (and
therefore the same errors) and covariance matrices at every output time, except for
the initial states, that are not plotted in the picture (time 0.00 in the figure is the
relative time of the first measurement).

The second test consisted of the randomization of the initial state vector from the
same TLE file as before by using the function of Section 4.4: 100 new initial state
vectors were formed and 101 (including the original xo) OD runs with the WLS
algorithm were performed. The total errors and 3os of all the runs are shown in
Figure 5.8.
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N_32711, cov. pos. R: 10*! T: 102 N: 10*! [km?], cov. vel. 10~° [km?/s?]
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Figure 5.7: Total WLS errors for TLE input and OEM input.
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Figure 5.8: Total WLS errors for 101 runs.

From the thickness of the lines we can see that in Figure 5.8 all the plots of
the same type are overlapped for all the runs; also the output files show that the
estimated states, errors and covariances are the same at every time step for all the
101 runs (except for the initial states, that have not been plotted). Repeating this
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test using an initial state vector from the OEM file gave the same outcome.

From these tests it can be concluded that the Weighted Least Squares method is
insensitive to the accuracy and the changes of the initial state vector: a possible
explanation may be that since the implemented WLS algorithm propagates the
initial state vector to the time of the first measurement and then improves it
at every iteration, it manages to correct the state vector at the point of getting
the same improved state whatever the initial one is (and then the outputs of the
propagation will be the same). This hypothesis needs to be tested more, maybe
by finding a way to reduce the computational costs of the extraction and initial
propagation of xy and performing more than 100 runs.

Anyway, even if the WLS output were really the same independently of which
Xq is given as input, the choice of the initial state vector would still be important
because it affects the number of iterations and the computation time needed to
perform the extraction of xq from its file and propagate it to the first measurement
time.

5.4 Comparison between EKF and UKF

Several comparative tests have been conducted to assess the differences between the
outputs of the Extended Kalman Filter and the outputs of the Unscented Kalman
Filter: runs of orbit determination with both methods have been performed on four
GPS satellites, whose NORAD IDs were 25933, 26360, 32711, 40105, using different
settings in terms of source of the initial state vector, values of the elements of the
initial covariance matrix, length and number of tracklets in the TDM files, length
of propagation time at the end of OD and so on. The outcome of all these tests
was that EKF and UKF gave very similar results for both estimated states, errors
and estimated covariance matrices.

Figures 5.9 and 5.10 are shown here as examples: they contain the plots of
the errors and 3os of two tests conducted on the GPS satellite 32711 with the
same initial covariance matrix of Equation 5.5; in the first test the initial state
vector came from an OEM file, in the second test xy came from a TLE file; the
measurements came from a SPOOK simulated TDM file, like all the tests of this
section.

In the pictures it is clearly visible, and it is also confirmed by SPOOK output
files, that for both tests the errors (and so the state vectors) resulted from UKF
and EKF are very similar, especially in the time intervals inside the tracklets
(delimited by vertical lines of the same colors) where the error plots of the two
methods are almost overlapped; in particular the 3os from UKF and EKF are so
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between EKF and UKF
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Figure 5.9: UKF and EKF errors; x; from OEM file.
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Figure 5.10: UKF and EKF errors; x, from TLE file.

similar that their plots are completely overlapped in both figures. More or less the

same outcomes have been gotten for all these kinds of tests.

One possible explanation of the similarity of the outputs of EKF and UKF could
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be the goodness of the physical model used for orbit determination: as explained
in Subsection 3.6.4, the UKF works better than the EKF if the physical model
used to perform orbit determination is not accurate; when it is run in Orbit De-
termination mode with simulated measurements, SPOQOk uses a physical model
to generate measurements and another physical model to perform OD; the two
models are set by the user in the parameters configuration file, where he or she
can decide to enable or disable certain orbital perturbations and can choose how
to model them (for example the user can set the maximum degree and order of
Earth’s spherical harmonics). In these tests the two physical models had the same
settings, so the model used for OD was accurate because it was equal to the model
where measurements had been "taken" from and this was why EKF could work as
effectively as UKF.

In order to verify the previous explanation, comparative tests should be per-
formed in which the OD model is less accurate than the measurements model (e.g.
not considering the third body effects of Venus and Mars or using a less accurate
model for the atmosphere, etc.); if EKF results were less accurate than UKF ones
with these settings, it would mean the explanation is correct.
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Chapter 6
Conclusions

In the frame of this thesis the following improvements have been performed on
SPOOK:

 the function to write accessibility reports has been modified in order to include
additional information in these output files, making them useful to help
planning real future observations;

« a new type of output file has been introduced, i.e. the optical output, whose
information can be used to study the influence of certain parameters on the
SNR and to optimize observation strategies along with the accessibility report;

« a function to compute the errors of Orbit Determination and Covariance
Propagation modes has been implemented, making it possible to test the
accuracy of OD results if an accurate ephemeris of the target object is available;

 a randomizing function for the generation of multiple initial state vectors and
the performance of multiple OD runs has been implemented and tested: if
the original state vector comes from an OEM file, 100 new states are almost
enough to have a Gaussian distribution; if the original state vector is extracted
from a TLE file, more than 100 new states are needed for their distribution to
be Gaussian;

« the Python wrapper has been enriched with a function that speeds up the
process of launching an Orbit Determination run.

Also several tests have been performed on the OD section of SPOOK’s code; these
are the conclusions of the tests:

« if the initial state vector is very accurate, propagation of the state vector
returns smaller errors than orbit determination; however, if the accuracy of
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the state vector is unknown and the real error cannot be computed, it is more
convenient to perform orbit determination because it returns a lower 3o than
propagation;

the accuracy of the Weighted Least Squares method is not affected by the
accuracy of the initial state vector; so the main criteria for choosing the
initial state should be the minimization of the number of iterations and the
minimization of the time needed to extract the initial state and propagate it
to the first measurement time;

Extended Kalman Filter and Uscented Kalman Filter seem to give very similar
results when the physical model used for orbit determination is very accurate
with respect to the physical model used to simulate measurements.
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Chapter 7

Future Projects

Here some suggestions are presented for people who will follow up on this thesis:

the Python function for launching orbit determination should be improved by
automatizing even more settings and adding calls to functions that plot the
results automatically;

the Python function should be used several times in order to create some
statistics and define the best OD settings for different scenarios (e.g. what is
the best OD method for certain tracklet lengths and certain sensors’ accuracy)
and orbital classes of the objects;

the tests to compare EKF and UKF should be performed with less accurate
physical OD models than the physical model for measurements simulation in
order to prove if UKF really is better when the model is inaccurate;

it could be possible to improve the number of orbit determinations performed
by the randomization function without having a large computation time by
implementing code parallelization in the function, so that it could perform
multiple runs simultaneously;

the OD success tests implemented by Fiusco [15] should be accurately tested
in order to enable them and use them with confidence;

tests on the implemented IOD methods should be performed to evaluate how
accurately they estimate the initial state vector and covariance matrix and
whether they improve the whole OD process;

the implemented methods for wrong measurements (called outliers) removal
should be tested and improved.
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Appendix A

Fundamentals of Statistics

The aim of this appendix is to explain some of the statistical concepts that have
been used in the previous chapters. The following definitions are taken from [15].

Given a random variable x and N samples z;, the mean of x can be computed as
m = E(z) and the variance of z is

1 N

> (zi —m)? (A.1)

i=1

0? = E[(x —m)?*] =

N -1

The variance describes how close the samples are to the mean [29]; the square root
of the variance o0 = Vo2 is called standard deviation.

If two random variables x and y are considered, their covariance can be computed
as

cov(z,y) = E[(z — E(z)) (y — E(y))] (A.2)

and represents the tendency of the two variables to be linearly correlated; comparing
Equations A.1 and A.2 it is clear that the variance is just the covariance of a variable
with itself.

It is worth introducing the correlation coefficient p of two variables [26] to better
understand the meaning of covariance; considering the two variables x and y, their

correlation coefficient is

Hay = M (A.3)

040y
The correlation coefficient can range from —1 to +1: if positive, the two variables
have a direct correlation (if one increases, the other one increases too); if negative,
the variables have an inverse correlation (one increases if the other one decreases
and viceversa); if null, the two variables are indipendent.
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Fundamentals of Statistics

If we now consider a vector X = [X7, ..., Xy] of random variables, we can compute
the covariance matrix P:

P =E[(X - E(X)) (X - E(X))"] (A.4)

where E(X) is the vector of the expected values of the components of X. P is a
N x N matrix where every component P;; = cov (X;, X;) is the covariance between
two components of X: it results that the matrix is symmetric and the elements on
the main diagonal are the variances of the components of X.

So for example, if X = [a, 3, 7], the covariance matrix is

2

Oa Hap0a0p  HayOaTy

P = |lag0a0s  0F  pp,0p0,
2
HayO0aOy  Hpy0p0y Ty

In this thesis it is assumed the errors in measurements and OD process to be
Gaussian distributed for every component of the target object’s state vector [11],
so that their mean is null (because the mean of each component of the state vector
corresponds to its exact value) and their standard deviation is approximately equal
to the sensor accuracy [15]. The assumption of Gaussian distribution also means
that most (at least 99.7%) errors are lower than 3o (for each component of the state
vector) and that the object’s position should be inside a region called covariance
ellipsoid [11], whose shape and size depend on the covariance matrix.
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Appendix B

Examples of files

This appendix provides examples of the files described in the previous chapters.

B.1 Object definition files

B.1.1 OEM file

The following two pictures show two sections of an OEM file: in Figure B.1 the
state vector is given for each epoch; Figure B.2 shows the covariance matrix at
every epoch.

|ECSDS_OEM VERS = 2.0

COMMENT WRITING CRBIT EPHEMERIS MESSAGE V=2.0 SPOCK
CREATION DRIE =Z018-01-01T12:00:00

CRIGINATOR = AIRBUS DEFENCE & SPACE

META START

CBJECT_NAZME = DebrisOb
OBJECT_ID = yyyy-nnnl
BEF_FRAME = GCRF
CENTER_NAME = EARTH
TIME SYSTEM = TTC
START TIME = 2015-01-01T07:12:10.000
USEABLE START TIME 2015-01-01T07:12:10.000
USEABLE STOP TIME = 2015-01-04T07T:12:10.000
STOP_TIME = 2015-01-04T07:
INTERPCLATION = NA
INTERPOLATION DECEKEE = NA
META_STOP
2015-01-01T07:12
5-01-01T07:
—01-01T07:1
—01-01T07:
—01-01T07: 1

—3348.
—-33&0.
—3370.

-41025%
.4858432
- 590405
-3377. .615118
—-3381. 459334
—3383.53%357 -6724.035106
—-3382.650552 -€759.263770
—3370.061197 -£7809.0823501
.660434 —3372.758033 -6513.430448
.583323 -3363.736452 -6832.25140%9
.241046 -3352.000455 -E845.617898
235.138963 -3337.558%2% -6853.407164
521.325458 -3320.430116 -6855.661968

069690 -0.449748 -2.117425
137658 -0.36541G -1.953646
1995594 -0.27961T7 -1.T786067
255183 -0.192529 -1.6149%9
304135 -0.104333 -1.440789
.015233 -1.263808
074568 -1.084457
-1£4850 -0.9031E1
.255387 -0.720328
.345955 -0.536447
.436332 -0.3519&5
526277 -0.167345
.615576 0.016937

[ror

—01-01T0
—01-01T0
—01-01T07:
—01-01T07:1
—01-01T07:

[T T BT T T BT T T BT T )

Figure B.1: OEM file part 1 [16].

55



Examples of files

CD?ARIAHEE_SIBET
EPQCH — 2015-01-01T07:12:10.000
COV_REF_FRAME = GCRF
2.64960E-05
3.61859E-05  1.52291E-04
—3.73115E-05 -5.5453cE-0& T7.04512E-05

1.3335TE-08 1.62344E-08 -2.17914E-08 1.32545%E-11
-8.09778E-08 -2.19120E-0T7 7.92375E-08 -T7.07396E-11 5.44220E-10
9.78294E-08 6.60055E-08 -1.65378E-O7 4.5987T6E-11 -1.8%713E-10 4.20421E-10
EPOCH = 2015-01-01T07:12:10.000

COV_REF FRAME = RTN
6.1T31TE-03
. T4519E-05 4 .85435E-05
.S6BTEE-05 —-4.16022E-05 1.378973E-04
-74010E-08 -8 .00044E-0D% 1.57707E-0DB .EOSB4E-10
.62348E-08 -2.39228BE-08 -2.T75226E-05 .32538E-11 3 OTE29E-11
-1.9333TE-08 1,33718E-0T7 -2.59838E-07 -T7.98377E-11 1.73282E-11 6. TT565E-10
EPOCH = 2015-01-01T0T7:12:40.000
CCOV_REF FRAME = GCRE
Z.636004E-05
3.32660E-0E 1.33554E-04

(8]

Bafm b B

1w

-3.38250E-05 -5.6604BE-06 5.9059TE-05
1.2T219E-08 1.39130E-08 -1.852485E-08 1.19361E-11
-E.2€41JE-08 -1.93406E-07 7.53451E-08 -€.80445E-11 5.285E5E-10

5]

-6Z465E-08 6.4245T7TE-08 -1.46B25E-07

Figure B.2: OEM file part 2 [16].

Y

-17080E-11 -1.98570E-10 4.04835E-10

B.1.2 TLE file

Here follows an example of a two-line set that can be found inside a TLE file.
Figure B.3 has been downloaded from Space-Track.Org as well as the other TLE
files used in this thesis.

IS5 (ZARYA)
1 255440 98@67A @4236.56@31392 .00020137 80800-8 16538-3 @ 9993
2 25544 51.6335 344.7760 @0O7976 126.2523 325.09350 15.70406856323006

Figure B.3: TLE element [25].

B.2 Measurements files

B.2.1 OTDF file

Figure B.4 is an example of OTDF file. It can be seen that the observer in the
picture is an optical one because there are non-zero values for the columns of
right ascension and declination; this file also contains the columns (that are not
included in the picture) for the measurements of a radar observer, i.e. azimuth and
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B.3 — Output files

elevation, that in this case have only null values (it would be the opposite for a
radar observer).

W OTOF Fila: Comtainw the rsas:rezsnc valuss chtained by ons chescver for ones trackls: |cbisce paws), slosg with soms chrecver propesciss.

# Coll Colz Coly Cold Col% Colé  ColT Cols =8 ©olll Colll Colll o113 Colld Colls

# 1-% 10-1% 1540 43-43 45-61 B3-55 Hl-€7 8577 Te-87 £9-97 &5 103-113 114-133 126-135 137-148

# Traok GSuatiom oTC Referenoge T P Humidicy Lat,®§584 Lom,WG584 Alc midean HeasType HeasgValus HeasTyps HeasValue

¥ ID Gzp IO Tims Tag Tims Flag [0 [hFPa] [%] [dug] [etag] fm}

oIDr =T

Cebzisdip SBOF I014504007-02 145045, 00003% 1 EED.O0  40.000 2. 0000 @, 0000 0, 0000 F RBiget_fso 152,8591%00 Ceolimation -1.07561%

CebrisOin SBOF J014/04007T-02145150,600040 1 EED.00  40.000 Q.0000 O, 0ooo 0,000 & BignT_Aad 152,894660 De=alimaTlon -1.094352

Cabzist SBOF 2014/04/07-02:42:252.000022 1 EES.O0  40.000 S.o0on o.0000 0.0000 2 Right Rac  1B2.BSTIOT Ceclization -1.1l0288

Debzisd SBOF 2014/04/07-02:42:23.300024 1 EED.00  40.000 o.onon o.0000 0.0000 2 Right Rac  162.9005TT Cwclization -1.123070
SBOP I014/04S0T-02 145055, 000036 1 EED.00  40.000 2. 0000 @, 0000 00000 T RBiget_fso 152,903425 Ceolization -1.14041€
SBOF 2014/04/0T-021 95056, 600008 1 EED.00 40.000 S.0000 Q. oooo 0,000 & BAQET_Aad A52,90&815 [eolimarTion -1.16GEO0E
SBOP 1014/04/07-02:45:58,000020 1 EES.O0  40.000 S.o0on o .0000 0.0000 2 Right Rac  AK2.909E13 Ceclization -1.170838
SBOF 10149/094/07-02:33:258,300032 1 B20.00  30.000 Q.2000 2,000 0.0000 2 Bight_Rac 152,91231 Ceclimation -1.1080%%
SBCF I014/04S0T-02 1460 0L, 000044 1 EED,00  40.000 . 0000 @, 0000 0, 0000 T Piget_fso 152,916307 [Deolimavion -1.201406
BGFE 2014704 0T-02 1 46002 BO0OLE L EED.O0  40.000 Q.0000 @ 0000 0. 0000 T Bighr_Aso 152 ,916251 Ceolization -1.216637
SBOF 2014/04/07-02:46:04.000028 1 BEED.O0  49.900 S.o0on o .0000 0.0000 2 Right_Rac  1EZ.9I0F1% Ceclization -1.231888
SBOF 1019/094/07-02:36:05, 300040 1 B20.00  30.000 Q.2000 2,000 0.0000 2 Bight_Rac 152,924028]1 C[eclimation -1.
GBCP I014/04S0T-02 1 46007, 00000 1 EED,00  40.000 . 0000 @, 0000 0, 0000 T Pight_fso 152,926861 [Deolimation -1 El
SBOP 1014704,0T-02 46205, 500024 1 E50.00 40.000 Q0000 [ T ] 0.0000 2 Righr Aac 152 925656 Declimation -1 4
SBOF 2014/04/07-02:46:20.0000386 1 BEED.O0  49.900 S.o0on o .0000 0.0000 2 Right_Rac  1EZ.532211 Ceclization -1.292982
SBCF 10149/04407T-02:36: 11, 30000T 1 B30.00  20.000 Q.0000 O, nono 0.00:00 I Bight Rec 182,93%007 [eclization -1.307724
B I014704S0T-02 1,00001% 1 EED.00  40.000 . 0000 @, 0000 0,000 T Bight Aso 152,93T67% [Deolimation -1.323954
BOF 2014704,0T-02 14.500031 1 E50.00 40.000 Q0000 L T ] 00000 2 Righr fac 152 .940445 Declimation -1.338346
SBOF 2018/04/07-02:46:16.000043 1 E50.00  40.000 o.onon o.0000 0.0000 2 Right_Aac  1EZ.943046 Declization  -1.333059

Figure B.4: OTDF file [16].

B.2.2 TDM file

Figure B.5 presents an example of the measurements inside a TDM file; additional
measurements like humidity and pressure can be written in these files too.

DATA START
ANGLE_1
ANGLE 2

2015-01-03T1e:10:10 138.544765301766
2015-01-03T16:10:10 45.862023764362

ANGLE 1 2015-01-03T16:11:60 139.0192791103496
ANGLE 2 = 2015-01-03Tl1l6:11:60 49.618492053123

ANGLE 1 2015-01-03T16:13:50 135.4933952T73963
ANGLE 2 = 2015-01-03T16:13:50 49.370589110805

Figure B.5: TDM file [16].

B.3 Output files

B.3.1 Accessibility report

Figures B.6 and B.7 show an example of the accessibility report produced by
SPOOK. The columns from "ALTITUDE" to "PHASE ANGLES" in Figure B.7
are the ones added during this thesis’ works.
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ACCESS1D1IITY TEPOrt SPOUK

List of constraints
Use Line of Sight: YES

MaxRange considered: NO , value: [km] 0.0000

MaxPhaseAngls considered: NO , valus: [rad] 0.0000

Minimum illuminacion considered: YES, Type (1 = sunlight, 2 = penumbra): 2
Exclude Sun zone: NO , value: [rad] 0.0000

Exclude Moon zone: NO , wvalue: [zad] 0.0000

Exclude Venus zone: NO , value: [rad] 0.0000

Exclude Jupiter zone: NO , value: [rad] 0.0000

Exclude MilkyWay zone: NO , valus: [radl 0.0000

Earth limb height considered: NO , valwe: [rad] 0.0000

Maximum Sun slevation considered: YES, valus: [deg] -9.0000

Minimum targst slevation considered: YES, valus: [degl 20.0000

Maximum targst slevation considered: NO , valus: [degl 90.0000

Local meridian crossings considersd: NO , value: [deg] 0.0000
WeatherModel: not yet implemented

Sensor Performance Model used: YES

Accessibility observer name: 2
Observer type: optical

list of visible cbjects

SPOOK_NUMBER - HAME - COSPAR _ID - NORAD ID - CAT_ID -|- START_TIME - ELEVATION - RZIMUTH -|- END_TIME - ELEVATION - AZIMUTH -
-1- [UTC] - ldegl - [deg] == [UTC] - ldegl - [deg]
0801 Debrisob 1883-0628 20169 N_2016% 2018-11-12T20:35:13.500 38.548 €.63 (NW) 2018-11-12T21:20:52.500 20.052 41.93 (NW

list of uncrossed chiects
SPOOK_NUMBER - NAME - COSPAR_ID - NORAD ID - CAT_ID

Figure B.6: Accessibility report part 1.

DURATION - APOGEE/PERIGEE - ALTITUDE - BNGULAR MOTION - SHADOWING - SNR - PHASE_ZNGLE
[s] [ere] [im] [deg/s] [0: umbra - 1: fully illuminated] [deg]
U] 2499  35620/526  (LEO Transient) €614/15787 0.936E-02/0.386E-01 1/1 2.520/3.029 10.181/55.479

Figure B.7: Accessibility report part 2.

B.3.2 Optical output

An example of optical output file is given in Figure B.8. The function to write this
file has been written in the framework of this thesis.

TIME [JD] ALTITUDE [km] PHASE ANGLE [deg] ELEVATION [deg] ANGULAR VELCCITY ["/s]  APPARENT MAGNITUDE [mag]

.36057291646 7851 55.479 38.548 33.713 14.3%96
.36059027771 4004 55.466 .545 33.732 14.395
.360607632489 55.452 .543 33.751 14.394
.36062499974 55.438 .540 33.770 14.393
36064236099 157 55.425 .538 33. 14.392
.36065972224 15763 55.411 .535 33. 14.392
.36067708302 15759. 55.397 .533 33. 14.391
.36069444427 15754. 55.384 .530 33. 14.3%0
.36071180552 15749 55.370 8.528 33. 14.38%9
.36072916631 15744 55.356 .525 33. 14.388

Figure B.8: Optical output file.

B.3.3 Ephemeris errors

An example of ephemeris errors file can be seen in Figures B.9 and B.10. The first
and last columns of the file, corresponding to the time in Julian Days (JD) and to
Pss respectively, are not included in the pictures.
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B.3 — Output files

Col 2 Col 3 Col 4 Col 5 Col 6 Col 7
time [UTC] Interpolation status (8: OK)  Tot_r err [km] sigma_r_err [Km] Tot_v_err[km/s] sigma_v_err[Km/s] delta_:
2019/03/12-01:14:42.0000 e ©.00000E+00 ©.12247E+02 ©.00000E+00 ©.24495E-02 e.
2019/03/12-01:22:26.0570 2] 0.82894E-04 08.12286E+02 0.63947E-08 ©8.24515E-82 -a.
2019/03/12-01:22:28.6965 e 0.18052E-01 ©.51014E+01 0.15446E-06 ©.24498E-02 -0.
2019/03/12-01:22:31.3525 2] 0.49775E-01 ©8.51003E+01 0.33563E-04 ©0.24484E-02 -a.
2019/03/12-01:22:33.9920 2] 0.32790E-01 0.50981E+01 8.73672E-05 0.24444E-02 -0.
2019/83/12-01:22:36.6323 2] 8.16050E+08 0.50934E+01 8.13586E-03 ©.24365E-02 2]
2019/03/12-01:22:39.2874 2] 0.12997E+00 0.50855E+01 0.10962E-03 0.24235E-02
2019/03/12-01:22:41.9287 e 9.25100E-01 ©.50740E+01 9.44265E-04 ©.24048E-02
2019/03/12-01:22:44.5829 2] 0.59942E-01 8.50587E+01 0.46657E-04 ©8.23800E-02 -a.
2019/03/12-01:22:47.2388 e 0.19239E+00 ©.50397E+01 9.15863E-03 ©.23490E-02 -0.
2019/03/12-01:22:49.8947 2] @.37791E-01 ©8.50175E+01 0.67744E-04 ©.23123€-02 2]
2019/03/12-01:22:52.5343 2] 0.21003E+00 0.49929E+01 0.19909E-03 ©9.22711E-02 2]
. .
Figure B.9: Ephemeris error file part 1.
Col 10 Col 11 Col 12 Col 13 Col 14 Col 15 Col 16
delta_r_N_RTN[km] delta_v_R_RTN[km/s] delta v_T_RTN[km/s] delta_v_N_RTN[km/s] P_RTN (1,1) P_RTN (2,2) P_RTN (3,3
0. a. 0. 0.00000000 2.50000E+01 1.00000E+02 2.50000E+01
0. -0. -08. 0.00000000 2.58211E+01 1.08018E+02 2.58956E+081
©0.81745635 -0.00000002 -0.00000004 0.00000015 2.57429E+01 2.59013E-01 2.21680E-82
©.02439457 -0.00000069 ©.00003337 0.000008354 2.57415E+01 2.53715E-01 1.78618E-82
©.03011531 -0.00000016 ©.00000183 0.00000713 2.57226E+01 2.51240E-01 1.64095E-082
0.024720830 0.000008264 -0.00013448 -0.00001314 2.56778E+01 2.49303E-01 1.56618E-82
0.82375238 0.00000214 -0.00010881 -9.00001313 2.56001E+01 2.47407E-01 1.51860E-02
0.81523859 ©.00000088 -0.00002374 -0.00083735 2.54857E+01 2.454@9E-01 1.48373E-02
0.81689984 -0.00000068 0.060004437 -0.00001442 2.53328E+01 2.43239E-01 1.45556E-82
0.88785820 -0.00000196 0.88014779 -0.00085759 2.51434E+01 2.48916E-01 1.43069E-082
9.01262419 @.00000143 -0.e0083939 -0.00005510 2.49228E+01 2.38490E-01 1.40889E-82
0.016387026 0.00000429 -0.00018617 -0.00007043 2.46789E+01 2.36032E-01 1.38682E-02

Figure B.10:
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Ephemeris error file part 2.

Col 8
_RTN[kn]
000000
80800558
00053774
03923274
00088453

. 15829582
a.
a.

12749376
81955133
857508797
19205537

.83458662
.20859073

Col 17
P_RTN (4,4)

0eeeaE-86
©3480E-086
B©3518E-86
@3558E-06
@3597E-06
03636E-06
B83675E-86
©3713E-86
@3751E-86
B@3788E-086
03824E-06
03860E-06

Ty

Col 9

delta_r_T_RTN[km]

W WL W W W W

0.00000000
-0.08008222
-0.00456844

0.01852746

©.01294127

0.08962543

©.08856938

©.00394023
-08.08046370
-0.00829481

0.08680424

©.01832366

Col 18
P_RTN (5,5)
8000OE-86
97784E-06
96996E-06
96342E-06
94464E-06
90802E-06
84877E-86
76417E-86
65307E-06
51691E-06
35937E-06
18621E-06
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