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Summary

In recent years, seventeen billion devices worldwide have been connected to inter-
net. This number is going to increase year by year. In addition, the complexity
and the quality of the services offered to the users grows incessantly. One needs
only to think, for example, that many platforms, such as Youtube, offer 4K videos,
a much higher quality than that proposed years ago. As most of this information
traffic is generated and processed in data centers, they need ever more performing
hardware. The spread of cloud computing is another important factor contributing
to the growth of the data center market. Many big companies such as Google, Face-
book and Amazon invested heavily to create an optimized and high-performing data
center network. So in light of this, short-range communication plays a crucial role
for intra-datacenter links. They require low cost, low power and high-speed trans-
mitters; all requirements met by vertical-cavity surface-emitting lasers (VCSELs).

The design and the optimization of a VCSEL is not an easy task since differ-
ent, strongly coupled, physical phenomena take place in the whole device and they
determine its operation. A complete and accurate treatment would require the
solution of three main problems: electrical, optical and thermal. Complex numeri-
cal models are needed to reach such accuracy but they are time-consuming, hence
unsuited to simulate thousands of bits. The scope of this thesis is to implement
a simple and fast model that takes into account all three phenomena providing
indications of the performance-limiting factors and, possibly, suggesting optimiza-
tions and improvements. The idea is to start from the commonly adopted rate
equations, modelling electro-optical interaction, and to introduce a simple model
for the temperature, relevant in such devices. A good thermal characterization is
important since VCSELs require large bandwidth over the entire operating range
and the temperature affects their performance. This work has been conducted in
collaboration with the industrial partner TRUMF Photonic Components GmbH (a
company based in Ulm, Germany, that designs and produces VCSELs).

The thesis is organized as follows:

❼ Chapter 1 describes VCSELs operation, structure and performance.

❼ Chapter 2 introduces, firstly, the simplest, commonly adopted, rate equation
model without any temperature-dependence. Its analytical solution is derived
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in view of obtaining relevant figures of merit. As a second step, the temper-
ature is introduced statically in the proceeding rate equation analysis with a
simple model based on a thermal resistance. Then, it is analysed the thermal
effect on the rate equation parameters. A particular attention is given to the
numerical algorithm implemented.

❼ In chapter 3 the numerical model is applied to a real device provided by the in-
dustrial partner TRUMPF. Simulation parameters are fitted in order to match
the measured results.
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Chapter 1

Introduction

1.1 VCSELs

A VCSEL is a type of semiconductor laser diode that emits light perpendicularly to
the semiconductor wafer surface. In the late 1970s a huge contribution on VCSELs
operation was done by Soda, Iga, Kitahara and Suematsu [1], but only in 1988
devices for CW operation were reported. In 1996, Honeywell was the first company
to commercialize VCSEL technology [2]. First generation VCSELs, mainly, was
made from GaAs-AlGaAs compound semiconductor relying on proton implanta-
tion for emission around 850 nm [3]. Nowadays VCSELs are widely used in several
applications, including Face ID [4], smart-glasses [5], optical mouse and fiber in-
terconnections. The global VCSEL market is rising at a compound annual growth
rate (CAGR) of 31% from ✩0.738bn in 2018 to ✩3.775bn in 2024. The smartphone
industry drives this higher rate of growth: today, up to three VCSELs dies can be
integrated in a single smartphone as proximity, front and rear 3D sensor.

1.2 VCSEL: principle of operation

The principle of operation of a VCSEL is the same of a common laser. The main
building blocks are an active medium, a pumping mechanism and an optical res-
onator. A basic laser system is shown in Figure 1.1.

The optical resonator consists of a cavity sandwiched between two reflectors who
provide optical feedback. The optical field in the cavity

1. is first reflected at the left facet

2. then propagates towards rigth for the whole cavity length

3. is reflected at the right facet

4. finally propagates toward left for the whole cavity length.

1
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Figure 1.1. Basic laser scheme.

This cycle represents a single round trip but the optical field continuously jumps
back and forward in the cavity. Clearly, assuming no losses, in the steady-state
regime a field is present in the cavity only if it sums in phase every round trip.
The last condition sets the modes in the cavity that are able to lase. The optical
resonator just described is the so called ’Fabry-Perot’ resonator.

In a real device, lasing modes amplitude decreases each cycle due to losses: an
active medium that provides gain is necessary to amplify the optical field in order
to have in the steady-state regime a constant oscillation. The pumping mechanism
gives the energy for this amplification. In a semiconductor laser such as VCSEL,
optical gain is achieved through the process of stimulated emission. An incident
photon in the active region induces the recombination of an electron-hole pair that
generates a new photon, with the same energy and phase of the incident one. There-
fore, an injection of electrons and holes must be provided to replace the carriers
involved in the process of the stimulated emission. In modern diode laser, the
pumping mechanism is achieved by a double-heterostructure (DH) able to confine
carriers (Figure 1.2). An intrinsic layer with lower bandgap is placed between a p-
and n- cladding layers, which have higher bandgap. Electrons and holes, injected
by the external electric field, are captured in the intrinsic layer where they recom-
bine creating photons with energy equal to the lower bandgap material. Since the
bandgap of the cladding layer is larger, the light generated in the active region can
not be absorbed in them and it is coupled out through one of the two facets.

1.3 VCSEL structure

A common VCSEL structure is shown in Figure 1.3. The lasing cavity consists of
one or more quantum wells (QWs) placed between two distributed Bragg reflectors
(DBRs) which provide optical feedback. DBRs consists of layers, whose thickness

2
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p i n Eg Egcl

Ec

Ev

Figure 1.2. Left: DH structure. Right: the corresponding band diagram.

is quarter of the laser wavelength in the material, alternating lower and higher
refractive indices. Typically more than 20 semiconductor layer pairs are needed for
each mirror to reach a very high reflectivity (≈ 99%) required to balance the short
amplification length.

Due to the geometry of the structure, epitaxial growth is used to create each
layer. Typical techniques employed for crystal growth are metal-organic chemical
vapor deposition (MOCVD) and molecular beam epitaxy (MBE).

Generally, a PIN-type diode configuration is used: p-type and n-type materials,
respectively, for upper and lower mirrors. A p-on-n doping is preferred to n-on-p
doping on a n-type substrate to minimize crystal defects.

Electrical pumping can be achieved contacting both mirrors with a metallic
electrode. The top one has a circular shape to allow the coupling of the light.

The structure analysed achieves longitudinal optical confinement thanks to the
presence of the two DBRs. In order to have a low divergent circular beam at the
output, current confinement and transverse optical confinement must be ensured.
Several techniques have been used to this aim: mesa-etching of the top mirror [6],
proton implantation [7] and selective lateral oxidation [8]. Figure 1.4 shows the
three techniques. Mesa-etching exposes the active region to air causing reliability
problems. Proton implantation has been the first technique used but it exhibits
unstable, current-dependent beam characteristic since there is no built-in index
guide: transverse optical confinement relies on thermal lensing. On the contrary
oxide VCSELs cover, nowadays, the whole market. Selective layers are oxidized
through wet-chemical oxidation creating a non-conducting lateral region that forces
the current to be injected in the central region. Oxidation lowers the refractive index
of the lateral region (from ≈ 3 to ≈ 1.6) creating a guiding effect that guarantees
a good optical confinement.

1.4 Material for VCSELs

VCSELs operating wavelength is determined by the bandgap of the active material
in the QWs. The most mature technology includes VCSELs operating at 850 nm,
the standard wavelength used for short-range fiber communication, whose active

3



Introduction

Laser emission

Active region

n-substrate

n-DBR

n-contact

p-DBR

p-contact

Oxide aperture

Figure 1.3. VCSEL structure.
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Figure 1.4. Current confinement technique in VCSELs. From left to right:
mesa-etching, proton implantation, oxidation.

region is generally based on GaAs/AlGaAs and InGaAs/AlGaAs designs. They
can be easily grown on GaAs substrate reducing significantly crystal defects that
lower the performance.

The presence of a little amount of Indium in the GaAs region (typically ≈ 10%)
introduces some strain that can double the achievable gain and the differential gain
enhancing the performance with respect to the unstrained QWs. Playing with the
percentage of Indium is possible to increase the operating wavelength reaching 980
nm and 1.1 µm.

During the past, an intense work has been done on long-wavelength VCSELs
(LW-VCSELs) that cover a regime above 1.3 µm. They need an InP-based active
region (InGaAsP or InGaAlAs) that cannot be grown unfortunately on GaAs sub-
strates. While short-wavelength VCSELs based on GaAs-AlGaAs usually relies on
lateral photon and current confinement via oxidized Al(Ga)As, other technologies
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have to be applied for InP. A promising solution is represented by the wafer fu-
sion technique [9] where the InP-based active region is fused to the GaAs-mirror
structure. Devices based on the previous technique have not been commercialized.
Nowadays, commercial InP VCSELs are based on a buried tunnel junction (BTJ)
for current confinement in conjunction with a DBR [10].

In application where pointing, display and scanning are relevant, visible VCSELs
below 700 nm are used. They are based on a AlGaInP system [11], whose aluminium
content increases the bandgap lowering the operating wavelength. They are lattice-
matched to GaAs substrate but very sensitive to the temperature. Visible VCSELs
are also employed as optical data transmitter in polymer optical fiber (POF) net-
work.

1.5 Success of VCSELs

VCSELs are not the only semiconductor lasers existing, they share the market with
edge-emitting lasers (EELs). Nowadays, the only EELs survived on the market
are the distributed feedback lasers (DFBs). Figure 1.5 shows a schematic EEL
structure. The working principle of the two devices is practically the same: an
active region providing gain sandwiched between two mirrors. Light is emitted in
different directions: parallel to the wafer in EELs, perpendicular in VCSELs. The
different plane of emission introduces several differences. EELs can reach higher
power since the active region is longer with respect to VCSELs, where its length is
determined by the epitaxial growth. Long active region, in turn, requires very low
mirrors reflectivity to achieve lasing: huge DBRs are needed in VCSELs, whereas
EELs can use simple cleaved facets as mirrors. On the contrary, the low volume of
the active region in the VCSEL QWs makes the threshold current low minimizing
the power dissipation. Furthermore, the circular geometry of VCSELs ensures a
circular output beam with low divergence that can be directly coupled to the optical
fiber. On the contrary, EELs produce an elliptical beam that needs a collimating
lens system for optimal fiber coupling.

Another aspect that justifies the success of VCSELs is related to the production.
VCSELs can be tested on wafer through a wafer probe setup: they don’t need to
be divided in single dies as EELs. The simple testing procedure, in turn, increases
yield for manufacturers. Moreover, VCSEL-assembly uses the same mounting and
packaging technology of light-emitting diodes (LEDs) reducing significantly the cost
of the mass production. The small size, the geometry and the production of such
devices make them suitable to be arranged in 1D or 2D arrays as Figure 1.6 shows.

This section is not intended to demonstrate the absolute superiority of VCSELs
but to justify why these devices have captured a large market share.
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Figure 1.5. Schematic EEL structure.

Figure 1.6. 1D VCSELs array.

1.6 VCSELs in optical links

In this section VCSELs performances are analysed from a telecommunication point
of view.

The speed of transmission in multi-mode optical fibers (MMFs) for very-short
distance (< 50 m) depends essentially on the transmitter modulation speed [8].
So, it is required a VCSEL with a high bandwidth regardless the number of lasing
mode. Clearly, performance must be as much as possible temperature-independent.
Several VCSELs working at 850 nm have been demonstrated to reach 50 Gbit/s
[12, 13] with -3 dB electrical-to-optical (E-O) bandwidth as high as 30 GHz [12].
An improvement, while the laser is biased at low current density, has been regis-
tered by a coupled-cavity structure with multi-electrode device reaching 37 GHz
E-O bandwidth [14]. Recently a novel device [8] operating at 940 nm has been
demonstrated to reach a record-high -3 dB E-O bandwidths of 40 GHz (room tem-
perature) and 32 GHz (85 ➦C). It allows to reach 60 Gbps over 1-m OM5 fiber under
room temperature with a bit error rate (BER) less than 10−12, without any signal
processing.

In order to increase the bandwidth of the transmitter setup, it is possible to use
more devices in parallel or to adopt special signal processing techniques. With the
help of equalization for time domain interference elimination, an optical link has
been demonstrated to reach 70 Gb/s non-return-to-zero (NRZ) transmission over
20 m OM4 MMF using a low cost device with a bandwidth of only 18 GHz [15].
Furthermore, high-level amplitude modulation formats can be adopted to increase
the maximum data rate. In 2016, using digital signal processing (DSP) technique,
112 Gb/s PAM-4 transmissions over 100-m OM4 MMF have demonstrated at 850
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nm [16]. In this work the attention will be paid more to the physical layer than
to the system level. Indeed the whole transmission setup will be always improved
starting from a better transmitter, with a higher bandwidth.

1.7 VCSELs market and future trends

The introduction of VCSELs as 3D-sensors in smartphones, starting with the image-
recognition camera on Apple iPhone X, has given a huge boost to their market [17].
It is very probable that also Android phone producers will use VCSEL technology.
A great demand from the market, billions of devices, needs a review of the manu-
facturing approach. VCSELs have always been a niche market: they are produced
in small quantity on small wafer (100/150 mm) to have a reasonable yield. The re-
quirement of more and more devices needs a mass-production that could be helped
using bigger wafer; clearly the yield must remain reasonable. This latter is only an
example to understand that not only the intrinsic device performance are the char-
acteristic required from the next VCSELs generation: reproducibility and reliability
must be taken into account. A good view of the market in the next years is given
by Figure 1.7 that summarizes the results of a study on VCSEL industry, made
by Yole Développement. After mobile market, the higher growth is the automotive
area with two main applications. One is using VCSELs as in-cabin monitoring to
track people in the car and the other is light-detection-and-ranging (LiDAR) [17]
using larger VCSEL arrays due to high power requirement. This latter could be a
good potential market but it is not so straightforward as stated by David Hall, prin-
cipal marketing manager at National Instruments. “There doesn’t seem to be much
overlap in requirements between a facial recognition system inexpensive enough to
be integrated into a smartphone and a LiDAR system that’s supposed to scan con-
tinuously much further than VCSELs could manage,” Hall said. “It remains to be
seen if either one could benefit from the approach of the other.”
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Figure 1.7. VCSEL market revenue performed by Yole Développement.
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Chapter 2

Model

The VCSEL structure described in Chapter 1 needs a very complex model. Dif-
ferent, strongly coupled, physical phenomena take place in the whole device and
they determine its operation. A complete treatment would consider the solution
of three main problems: electrical, thermal and optical. Clearly, a 3D simulation
for all the variables of interest is required to have the best analysis. Many research
groups have developed multiphysical VCSEL model like Politecnico di Torino with
its multiphysical Vcsel Electro-opto-thermal NUmerical Simulator (VENUS) [18].
It includes a three-dimensional vectorial electromagnetic code, a description of the
quantum well optical response, a heat equation solver, and a quantum-corrected
drift-diffusion simulator. Due to its complexity and its precision, the model is
time-consuming and unsuited for simulation of thousands of bits. Other models,
less realistic, can be adopted to reduce simulation time like 1D drift-diffusion code
D1ANA [19]. It is about 100 times faster than VENUS. It is of interest to have
also simple and fast models for first-order analysis that at the same time obtain
realistic simulation results. The rate equation model is one of the most common
model used since its analytical solution is known.

2.1 Rate equation model

In this section, the simplest rate equation model is described and its analytical
solution is derived. Simple analytical formulas are useful to understand better
the effect of some parameters on the device operation. Rate equation model is
simply described by two equations 2.1 and 2.2. The state variable, from which
all the performance are extracted, are the carrier concentration N and the photon
concentration Np in the active region, the region where recombinations of electron
and holes contribute to the photon emission. The spatial dependency is neglected:
a constant concentration in the whole active region is assumed. It is important to
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underline that the temperature-dependence is neglected.

dN

dt
=

ηiI

qV
− (

N

τc
+BN2 + CN3)− vgg(N)Np (2.1)

dNp

dt
= ΓβspBN2 − Np

τp
+ Γvgg(N)Np (2.2)

Equation 2.1, modelling the temporal evolution of the carrier density in the
active region, can be simplified as

dN

dt
= Ggen −Rrec (2.3)

where Ggen represents the rate of injected electrons and Rrec the rate of recom-
bining electrons per unit of volume. The first term is

Ggen =
ηiI

qV
(2.4)

where ηi is the injection efficiency, the effective fraction of current that generates
carriers in the active region, I is the input current, q is the elementary charge and
V is the volume of the active region.

The recombination term includes different effects, related to the non-radiative,
radiative, Auger recombinations and to the stimulated emission of photons.

Rrec = Rnr +Rsp +RAug +Rst =
N

τc
+BN2 + CN3 + vggNp (2.5)

Carrier lifetime τc addresses impurity recombinations (Shockley-Read-Hall re-
combination), B accounts for the spontaneous emission of photons, over the whole
bandwidth, while C takes into account non-radiative Auger contribution. The re-
combination leading to the emission of photons is modelled as the product of the
group velocity vg, the optical gain g and the photon density Np. This latter term
represents the coupling between equation 2.1 and 2.2.

The temporal evolution of the photon density Np at the lasing wavelength in
the active region is described by equation 2.2. Photon lifetime τp accounts for
net-losses, the spontaneous emission factor β represents the fraction of the photons
spontaneous-emitted having the same wavelength of the lasing mode and a direction
compatible with the field propagation. The confinement factor Γ represents the
ratio between the volume occupied by carriers and the volume occupied by photons.
It is evaluated as

Γ =

∫︁
QWs

n(z)|E(z)|2dz∫︁
L
n(z)|E(z)|2dz

(2.6)
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where the numerator is an integral on the thickness of the QWs, the denominator
is an integral on the whole length of the device, n is the refractive index and E is
the electric field.

2.1.1 Static analysis

At threshold (I = Ith), stimulated emission can be neglected (Rst = 0). In steady

state condition, forcing
dN

dt
= 0, equation 2.1 becomes

ηiIth
qV

=
Nth

τc
+BN2

th + CN3
th (2.7)

Above threshold, gain is equal to losses and a current increase results in an
increase of the emitted photons. The carrier density is clamped to the value Nth.
Therefore, above threshold, forcing a constant carrier density, equation 2.1 becomes

dN

dt
=

ηi(I − Ith)

qV
− vgg(Nth)Np (2.8)

Setting to zero the time derivate of the carrier density, a steady-state photon
density

Np =
ηi(I − Ith)

qvggthV
(2.9)

is obtained, where gth = g(Nth). The total optical energy stored in the cavity is

EOS = hνNpVp (2.10)

where ν is the central frequency and h is the Planck constant. The output
optical power can be written as

Pout = ηO
EOS

τp
= ηOhν

NpVp

τp
(2.11)

where ηO is the optical efficiency defining the fraction of power that is output
from the laser and EOS/τp is the energy loss rate. Equation 2.11 can be simplified
as

Pout = ηOηi
hν

q
(I − Ith) (I > Ith) (2.12)

Once the threshold is fixed by the losses, output power is linear with respect to
the current for every bias above threshold. Such behaviour is not respected in a
real device where temperature causes a droop in the power fo high bias as Figure
2.1 shows.
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Figure 2.1. LI curve without temperature-dependence (blue curve) and experi-
mental result with heating effect (red curve).

2.1.2 Dynamic analysis

In view of obtaining dynamic figure of merit such the -3dB bandwidth, a small
signal analysis is performed. In the static characterization gain is considered a
function only of the carrier density since the dependence on the photon density is
not so relevant. On the contrary, it has a huge impact on dynamic analysis. For
this reason, in this section, g = g(N,Np).

A small signal analysis starts exciting the laser with a small sinusoidal current
with pulsation ω applied on an above-threshold DC current I0

I(t) = I0 + δI sin (ωt) (2.13)

Since δI ≪ I0, suppose to work in linearity and assume

N(t) = N0 + δN sin (ωt) (2.14)

Np(t) = Np0 + δNp sin (ωt) (2.15)

Linearising equation 2.1 and 2.2 around (N0, Np0) and defining

12
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τ∆N = (
1

τc
+ 2BN0 + 3CN2

0 )
−1

τ ′∆N = (2βspBN0)
−1

γPN =
Γ

τ ′∆N

+ ΓvgaNp0

γPP = Γ2βspBN2
0 + ΓvgapNp0

where

a =
∂g

∂N

⃓⃓⃓
(N0,Np0)

ap =
∂g

∂Np

⃓⃓⃓
(N0,Np0)

after some calculations, it is obtained

δNp

δI
=

ηi
qV

γPN

ω2
R

H(ω) (2.16)

δN

δI
=

ηi
qV

γPP + jω

ω2
R

H(ω) (2.17)

with the modulation transfer function

H(ω) =
ω2
R

ω2
R − ω2 + jωγ

(2.18)

where ωR is the resonance pulsation defined as

ω2
R =

vgaNp0

τp
+

(︃
ΓvgapNp0

τ∆N

+
Γ2βspBN2

0

Np0τ∆N

)︃(︃
1− τ∆N

τ ′∆N

)︃
+

1

τ ′∆Nτp
(2.19)

and γ is the damping factor defined as

γ = vgaNp0

(︃
1 +

Γap
a

)︃
+

1

τ∆N

+
Γ2βspBN2

0

Np0

(2.20)

The modulation capability of a VCSEL is defined by equation 2.16. It expresses
the variation of the photon density, which is proportional to the output power,
with respect to the input modulated current. Therefore, H(ω) summarizes VCSEL
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dynamical characteristics. The intrinsic small signal transfer function is that of a
second order low-pass filter. Above threshold, equation 2.19 can be simplified as

ω2
R ≈

vgaNp0

τp
(2.21)

This new definition helps to rewrite the damping factor as a function of the
relaxation frequency fR = ωR/(2π)

γ = Kf 2
R + γ0 (2.22)

where

K = 4π2τp

(︃
1 +

Γap
a

)︃
γ0 =

1

τ∆N

+
Γ2βspBN2

0

Np0

(2.23)

The relaxation frequency increases with Np: moving to higher bias current the
bandwidth increases. Damping factor γ increases with the photon density as well.
Therefore, the modulation bandwidth increases linearly with ωR until damping
becomes strong. A huge γ compromises the bandwidth that can be reduced. It
exists an optimal value of the photon density, corresponding to the flattest modu-
lation response, that maximize the - 3dB bandwidth. The maximum -3dB intrinsic
bandwidth can be derived from the K-factor, defined in equation 2.23, as

f3dBmax =
√
2
2π

K
(2.24)

An example of the transfer function H(ω) is shown in Figure 2.2. It has been
evaluated for different relaxation frequencies and the corresponding damping factor
is calculated forcing K = 0.3 ns, a reasonable value for a commercial laser. Figure
shows clearly that for high value of fR (purple curve) the bandwidth stop to be
increased: the huge damping factor (750 ns) reduces it. The optimal value of the
-3dB bandwidth is represented by the flattest modulation response (yellow curve).

2.2 Temperature-dependent rate equation model

Temperature affects significantly VCSELs performances. A thermal characteriza-
tion is useful to have consistent simulated results. The model subsequently analysed
follows this aim. It is a rate equation model, temperature-dependent, described sim-
ply by equations 2.25, 2.26 and 2.27. The first two represent the same equation 2.1
and 2.2 with the introduction of the temperature. The spatial dependency is al-
ways neglected: a constant concentration in the whole active region is assumed. The
temperature is described by equation 2.27. It is evaluated as the product between
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Figure 2.2. Intrinsic modulation transfer function for different relaxation frequen-
cies with K = 0.3 ns. The corresponding damping factors are 4.8 (blue), 51 (red),
235 (yellow) and 750 (purple) ns.

dissipated power and a thermal resistance Rt. Dissipated power is simply the differ-
ence between input electrical power (current I times voltage V) and output power
P. Since the model described is not able to generate the voltage-to-current (VI)
characteristic, V is considered an input and must be taken from measurements.
Temperature is not treated dynamically since thermal time constants are at least
1000 times slower than all of the ones involved in VCSEL simulation [20]. It is of
interest to underline that the gain is a function of the wavelength λ. Its shift can
be evaluated starting from the temperature rise.

dN

dt
=

ηiI

qV
− (

N

τc
+Rsp(N, T ) + C(T )N3)− vgg(N,Np, T, λ)Np (2.25)

dNp

dt
= ΓβspRsp(N, T )− Np

τp(T )
+ Γvgg(N,Np, T, λ)Np (2.26)

T = Rt(I · V − P ) (2.27)

Next sections will explain in detail the model used for some physical quantity
present in the rate equation model.
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2.3 Active region model

Active region strongly determines the operation of the device; particularly the
semiconductor alloy used as active material defines the optical response of VCSELs.
Therefore, a precise model is useful to have a correct characterization of the optical
response of the active semiconductor as a function of temperature and wavelength.
The main ingredients that must be modelled are gain, spontaneous emission, Auger
coefficient and volume of the active region.

2.3.1 Gain

The model used for gain is a three-parameter logarithmic model commonly adopted
in laser modelling:

g(N,Np, T, λ) =

g0(T, λ) · log(
N

Ntr(T, λ)
)

1 + ϵNp

(2.28)

where g0 is an empirical gain coefficient, Ntr is the transparency carrier den-
sity, i.e. g(Ntr) = 0, and ϵ is the gain compression factor describing non-linear
dependency of the material gain on Np, caused by spectral holeburning and carrier
heating effects. In this model, only the first two parameters depend on tempera-
ture and wavelength. In view of extracting g0 and Ntr some reference curves are
needed. Since gain measurements are not available and, in general, they are not
so easy to be performed, reference curves are evaluated with a more sophisticated
solver. It requires the computation of the band structure of the QW active re-
gion. A 4-band k · p method has been used, including electrons, heavy holes, light
holes and the split-off band. An eigenvalue problem is solved for each transverse
electron wavevector k in order to obtain the QW subbands. The optical gain g is
obtained from the imaginary part of the carrier-induced permittivity change ∆ϵQW

of a QW. This latter can be computed by Fermi’s golden rule as the sum of all of
its electron/hole subbands l,m

∆ϵQW (n, p, λ, T ) =
∑︂
l,m,k

|ê ·Ml,m(k)|2(fc,l − fv,l)L(∆E) (2.29)

where k is the wavevector, Ml,m(k) is the transition dipole matrix that can be
evaluated from the overlap of the eigenfunctions resulting from the computation of
the band structure, and ∆E = El,m(k− hω) [18]. An example of the gain spectra
of InGaAs QW is shown in Figure 2.3.

The routine saves gain in a 3-D (electron density, wavelength and temperature)
look-up table (LUT) that will be interpolated during the simulation of the rate
equation model to extract g0 and Ntr. It is of interest to analyse in details the ex-
traction of the parameters characterizing the gain whose flowchart is summarized in
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Figure 2.3. InGaAs gain spectra for different temperatures and a fixed carrier
density N = 5E18 cm−3. Blue, red and yellow refer to 20, 50 and 80 ➦C.

Figure 2.4, left. The first step is to pass from a 3-D LUT to a 1-D one that depends
only on carrier density. It is possible to do it by means a spline interpolation at a
fixed wavelength and temperature. After the interpolation, a vector containing all
the values of gain at the query carrier density points is ready to be fitted with 2.28.
During the simulation, the fitting with respect to the reference gain curves is per-
formed in a small range of carrier density near the threshold forcing ϵ = 0. The two
parameters g0 and Ntr are analytically evaluated with two simple formulas (2.30).
They represents the analytical solution of a 2× 2 system derived by imposing the
passage of the logarithmic curve through two points (NA,gA) and (NB,gB) of the
reference curve. ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

g0 =
gB − gA

log

(︃
NB

NA

)︃
Ntr = NB exp

(︃
−gB
g0

)︃ (2.30)

An example of gain fit is shown in Figure 2.5, left. The range of carrier density
on which the fit is performed is very large to demonstrate the strengths and the
weaknesses of the model. A good fit is lost when the gain curves do not follow a
logarithmic behaviour as the curve for 20 ➦C suggests. Generally, it happens for
very low threshold carrier density. A more realistic scenario, above threshold, is
represented in 2.5, right. Now, fit for 20 ➦C is no more a problem since the range of
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interpn(N,λ,T,’spline’)
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g0 Ntr

Equation 2.10

g(N,λ,T)

1-D vector
g(N)

interpn(N,λ,T,’spline’)

3-D LUT
g(N,λ,T)

Spline

gspline

g(N,λ,T)

1-D vector
g(N)

Figure 2.4. Left: Flowchart of the extraction of g0 and Ntr using logarithmic fit.
Right: Flowchart of the extraction of the 1-D spline.

interest is significantly reduced. During the simulation, the range of carrier density
is very small since, above threshold, N is fairly constant. Moreover, g0 and Ntr

are updated at each bias points; above threshold, the bias mesh can be done dense
enough that the variation of carrier density, from one bias point to the other one, can
be reduced significantly enhancing the quality of the fit. As seen, logarithmic model
can fall in a specific range of carrier density, where the gain changes curvature. In
order to test its validity and verify its speed, logarithmic model is compared with
a very precise but more time-consuming gain model, based on a cubic ’spline’
interpolation. Its flowchart is represented in Figure 2.4, right. In mathematics, a
cubic spline is a special function defined piecewise by third-order polynomials. A
cubic polynomial is defined by four coefficients. Given a number of interpolating
points n, at each interior knot four constrains are needed to define each polynomial
giving 4n coefficients in total. Both polynomials that meet at the same interpolating
point must take the same value, the same first and second derivative. At the
end, parametrizing polynomials, a tridiagonal system of size ∝ n must be solved.
Therefore, it requires much more time with respect the logarithmic fit previously
analysed that uses two analytical formulas. Figure 2.6 shows a comparison between
cubic spline and logarithmic fit for a specific temperature and wavelength where
gain has a change of curvature with gth = 590cm−1. As stated before, reducing
the range of carrier density both models match. See Chapter 3 for a qualitative
comparison of both models in the simulation.
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Figure 2.5. Left: gain fit for T = [20,50,80] ➦C at λ = 850 nm. Right: a refine fit
in a small range of carrier density.
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2.3.2 Spontaneous emission

A common model adopted to represent the total spontaneous emission Rsp as a
function of the carrier density is a quadratic model. Generally the linear term is
neglected but, in this work, it is taken into account to achieve a better fit:

Rsp(N, T ) = Bq(T )N
2 +Bl(T )N (2.31)

The same QWs optical solver used to create the gain reference curve is able to
provide also the total spontaneous emission. It is saved in a 2-D LUT (temperature
and carrier density); Bq and Bl are extracted with the same gain algorithm. Clearly,
the equation to evaluate Bq and Bl are different since here is a quadratic model
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and not a logarithmic one. The solution of the 2× 2 system gives⎧⎪⎪⎨⎪⎪⎩
Bq =

1

(NB −NA)

(︃
RspB

NB

−
RspA

NA

)︃
Bl =

RspA

NA

−NBBq

(2.32)

where (NA,RspA) and (NB,RspB) are the interpolating points of the reference
curve.

An example of InGaAs fit is represented in Figure 2.7.
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Figure 2.7. Left: total spontaneous emission fit for T = [20,50,80] ➦C. Right: a
refine fit in a small range of carrier density.

2.3.3 Volume

The shape of the active region defines the carriers volume. It is evaluated as

V = FNQWdQWπr2 (2.33)

where F is a fitting parameters, NQW is the number of QWs, dQW is the height of
a single QW and r is the radius of the oxide aperture. The transverse area in which
the carriers are confined is unknown: the model uses an equivalent area defined by
the circular oxide aperture multiplied times F . This latter is set to match dynamic
measurements. See Chapter 3.

2.3.4 Auger recombination

Auger recombination may play a crucial role at high carrier/current density, leading
to current droop in VCSEL. For this reason, a model to characterize its behaviour
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versus the temperature is needed. The model used in this work

C(T ) = C0 exp

(︃
T − T0

100K

)︃
(2.34)

follows an exponential behaviour [21]. T0 is the stage temperature and C0 is the
corresponding Auger recombination factor.

2.4 Thermal roll-over model

In order to understand how to model the thermal droop, let us recall the analytical
equation 2.12. Power can be lowered playing on the threshold current Ith or on the
differential efficiency (the product of ηO and ηi) . Threshold current is affected by
the gain model previously analysed. Indeed, temperature and wavelength variations
change the shape of the active material gain since g0 and Ntr depends on them. As
a consequence the threshold gain gth changes the corresponding threshold carrier
density Nth, and Ith in turn varies with temperature and wavelength. The effect
induced by the gain-model is not able to lower significantly the power in the devices
analysed. So, the idea is to try to increase gth enhancing phenomenologically the
optical losses. They can be increased lowering the photon lifetime τp. On the
other hand, it is also possible to play on another parameter, the injection efficiency.
It acts both on the power-current slope and on Ith. Next sections introduce the
modelling of ηi and τp analysing their effect on light-to-current (LI) curve. It is key
to understand which of the two parameters affect more the device operation.

2.4.1 Photon lifetime

The first attempt is made varying photon lifetime. It is determined by the modal
losses in the cavity. Higher temperatures enhance losses, leading to a reduction of
the photon lifetime. The model adopted assumes the following empirical depen-
dence

τp(T ) =
τp0

T − T0

Tτ p

+ 1
(2.35)

where τp0 is the photon lifetime at a temperature T0 whereas Tτ p represents the
temperature above T0 at which the photon lifetime is halved. A parametric analysis
for different Tτ p.

2.4.2 Injection efficiency

Injection efficiency accounts for lateral leakage currents and carrier overflow over
confining barrier. Temperature affects the fraction of current that recombines in
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Figure 2.8. Photon lifetime as a function of temperature for various values of Tτ p

with τp0 = 6.7 ps at T0 = 25 ➦C.

the QWs so that ηi(T ) has a crucial role to model the dependences on temperature
in lasers [22]. The model adopted for the injection efficiency (2.36) follows a Fermi
function behaviour. Such function maintains a fairly constant behaviour for low
temperatures and a decreasing behaviour for higher temperatures. Furthermore,
its value is between 0 and 1.

ηi(T ) =
ηi0

1 + exp

(︃
T − Tη

Tth

)︃ (2.36)

The value of the efficiency at low temperature is dictated by ηi0, Tη represents
the temperature at which the injection efficiency is halved whereas Tth controls the
shape of the Fermi function. The effect of the last two parameters is shown in 2.9.
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Figure 2.9. Left: injection efficiency for various Tth with Tη = 150 ➦C and
ηi0 = 0.8. Right: injection efficiency for various Tη with Tth = 30 ➦C and ηi0 = 0.8.
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2.4.3 Injection efficiency VS photon lifetime

In order to understand the effect of both parameters on the LI curve a parametric
analysis is performed compared with measured results. Figure 2.10 shows the effect
of the injection efficiency when the photon lifetime is set constant versus tempera-
ture (Tτ p = ∞) while Figures 2.11 and 2.12 does the opposite (Tη = ∞). A good
match is obtained just considering internal efficiency droop. Photon lifetime should
change a lot (from ≈ 5 ps to less than 1 ps) in order to have a good match. The
corresponding threshold gain in 2.12, right, is dramatically varying like the carrier
density behaviour in Figure 2.11, right. The photon lifetime effect seems to be too
strong. As a consequence, the model uses only ηi as the main ingredient to cause
thermal roll-over. It would be of interest to have some measurements of ηi and τp
in view of verifying the correctness of such phenomenological approach.
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Figure 2.10. Left: LI curves for various Tth with Tτ p = ∞ and Tη = 93 ➦C. Right:
the corresponding ηi for various Tth with Tη = 93 ➦C.

0 2 4 6 8 10 12
Ibias [mA]

0

1

2

3

4

5

P ou
t [m

W
]

Photon lifetime Effect

Tth = 10 °C

Tth = 14 °C

Tth = 18 °C

Measure

0 2 4 6 8 10 12
Ibias [mA]

0

1

2

3

4

N
 [c

m
-3

]

1019 Photon lifetime Effect

Tth = 10 °C

Tth = 14 °C

Tth = 18 °C

Figure 2.11. Left: LI curves for various Ttp with Tη = ∞. Right: the correspond-
ing carrier density for various Ttp with Tη = ∞.

23



Model

0 2 4 6 8 10 12
Ibias [mA]

0

1

2

3

4

5

p [p
s]

Photon lifetime Effect

Tth = 10 °C

Tth = 14 °C

Tth = 18 °C

0 2 4 6 8 10 12
Ibias [mA]

0

2000

4000

6000

8000

10000

g th
 [c

m
-1

]

Photon lifetime Effect

Tth = 10 °C

Tth = 14 °C

Tth = 18 °C

Figure 2.12. Left: photon lifetime for various Ttp with T1/2 = ∞. Right: the
corresponding threshold gain for various Ttp with T1/2 = ∞.

2.5 Temperature-dependent steady-state solution

The behaviour of a laser is well-described by its LI curve. It shows the amount
of power emitted under a constant input current. The steady-state solution of the
coupled equations 2.1 and 2.2 gives the LI curve. They are solved numerically using
the Runge-Kutta 4th order method, which provides the temporal evolution of the
carrier and photon density in the active region. A constant current over a given
time window, sufficiently large to reach the steady-state, is set as input and the
corresponding output power is evaluated from the steady-state photon density as

Pout = ηOhν
NpV

Γτp
(2.37)

where ηO is the optical efficiency, defining the percentage of the light coupled
out, h is the Plank constant and ν is the VCSEL frequency.

The algorithm used to contruct the LI curve uses the following steps:

1. At the k-th step, rate equations are solved for a given bias point Ik at a
temperature Tk−1 and a wavelength λk−1.

2. Temperature at step k is evaluated as

Tk = Rtk(Ik · Vk − Pk) (2.38)

where Rtk is the thermal resistance, Vk is the voltage and Pk is the output
power at the k-step.

3. Wavelength at step k is evaluated as

λk = λ0 +∆λ(Tk − T0) (2.39)
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where λ0 and T0 are, respectively, the initial wavelength and initial tempera-
ture and ∆λ is a coefficient that measures the wavelength shift due to temper-
ature. For VCSEL in the range of 850 nm, the mode shift ∆λ ≈ 0.07nm/K
[23].

4. All parameters are updated with λk and Tk.

2.5.1 Runge-Kutta 4th order method

This section focuses on the briefly introduction of the numerical method used to
solve the differential equation 2.1 and 2.2.

The Runge-Kutta 4th order method is an iterative numerical method used to
find approximate solutions of ordinary differential equations (ODEs). Equations
2.1 and 2.2 are two 1st order ODEs and they can be generalized as follows

⎧⎪⎪⎨⎪⎪⎩
dN

dt
= f(N,Np, t)

dNp

dt
= g(N,Np, t)

(2.40)

Let a time interval [t0, tf ] be defined. It is divided in N subintervals whose size
is h > 0. An uniform mesh is used so that

h =
tf − t0
N

At the initial time t0 the corresponding (N ,Np) values are (N0,Np0) and they are
given. Starting from t0 is possible to arrive to the final step tf using the following
formula for i = [0,1, ..., N ]

⎧⎪⎨⎪⎩
Ni+1 = Ni +

1

6
h(k0 + 2k1 + 2k2 + k3)

Npi+1 = Npi +
1

6
h(l0 + 2l1 + 2l2 + l3)

(2.41)
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where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k0 = f(Ni, Npi, ti)

l0 = g(Ni, Npi, ti)

k1 = f(Ni +
1

2
k0, Npi +

1

2
l0, ti +

1

2
h)

l1 = g(Ni +
1

2
k0, Npi +

1

2
l0, ti +

1

2
h)

k2 = f(Ni +
1

2
k1, Npi +

1

2
l1, ti +

1

2
h)

l2 = g(Ni +
1

2
k1, Npi +

1

2
l1, ti +

1

2
h)

k3 = f(Ni + k2, Npi + l2, ti + h)

l3 = g(Ni + k2, Npi + l2, ti + h)

(2.42)

Looking only at the first equation of 2.41 (same considerations hold for the
other), the solution at each point of the mesh Ni+1 is approximated as the sum of
previous values Ni and the average of 4 slopes:

❼ k0 is the slope at the beginning of the subinterval [ti, ti+1]

❼ k1 is the slope at the midpoint of the subinterval [ti, ti+1] using k0 as increment

❼ k2 is the slope at the midpoint of the subinterval [ti, ti+1] using k1 as increment

❼ k3 is the slope at the end of the subinterval [ti, ti+1] using k2 as increment

The previous explanation is clearer remembering that f is the time derivate of
N and that g is the time derivative of Np.

Fourth-order method means that the local truncation error is on the order of
(O(h5)).

2.6 Temperature-dependent dynamic analysis

Dynamic behaviour summarizes the capability of a VCSEL to act as a transmitter;
in fact, the bandwidth of the laser determines the maximum achievable modulation
speed.

Small signal analysis is performed numerically to find the intrinsic E-O transfer
function Hint(w). As first step, steady-state solution is found for a given bias
point I0, defining all the initial state-variables at the correct temperature around
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which the small perturbation is applied. Then, for each frequency point, rate
equations are solved using as input a sinusoidal signal with small amplitude. The
corresponding optical output, normalized on the input current, will define Hint(w).
The temperature variations, determined by the sinusoidal input, are not considered
since they are small: thermal time constant are much slower than all the others
involved in the simulations. For this reason, numerical solver is needed only for the
static characterization since temperature changes only the initial conditions at I0.
Once they are fixed, the analytical solution of the small signal analysis is exactly the
same of that explained in section 2.1.2. As expected, Figure 2.13 shows a perfect
match between numerical (dotted curves) and analytical (solid lines) solution for all
temperatures. The result obtained is very useful since analytical formulas require
a very fast execution time and they can replace the numerical solver.
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Figure 2.13. Analytical and numerical small signal analysis comparison for
three different temperatures and four different currents. From left to right:
25, 60 and 85 ➦C. Circles refer to numerical simulated results whereas solid
lines refer to the analytical solution. Blue, yellow, green and red refer,
respectively, to 2, 4, 6 and 8 mA.

2.6.1 Parasitic response

The procedure illustrated in the previous section provides the intrinsic transfer
function that is not the one measured from a real device. Indeed, the bandwidth
of a VCSEL is affected by parasitics, especially when dealing with high-frequency.
Therefore, it is necessary to introduce a model for the parasitics, whose effect is
described by a transfer function Hext.

The model adopted is shown in Figure 2.14. The VCSEL is described by four
elements: Cp, Rm, Cm and Rj. Moreover, it is driven by a voltage source Vs with
a characteristic impedance Z0. The pad capacitance Cp represents the capacitance
between the signal and the ground, Rm takes into account the mirrors and the
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contact resistance, Cm is the sum of the oxide capacitance and the diode junction
capacitance of the active region while Rj is the junction resistance.

Figure 2.14. Parasitic model.

Considering the circuit in Figure 2.14, the extrinsic transfer function is

Hext(w) =
ia(w)

Vs

=
1

a0 + jωa1 − ω2a2
(2.43)

where

a0 = Z0 +Rj +Rm

a1 = (RmRjCj + Z0(Rj(Cp + Ca) + CpRm))

a2 = Z0CpRjCjRm

that is commonly approximated with a single-pole low-pass filter transfer func-
tion:

Hext(w) =
1

1 + j
ω

ω0

(2.44)

where ω0 is the parasitic roll-off frequency, easy to use as fitting parameter when
measurements of the parasitic are not available.

Finally, the overall frequency response H(w) is

H(w) = Hext(w) ·Hint(w) (2.45)

The parasitics parameters Cp, Rm, Cm and Rj can be easily extracted from
measurements de-embedding S11-parameter through a commercial RF tool. A
schematic circuit, i.e. Figure 2.15, left, is given to the RF software. Using an opti-
mization tool, it changes the four parameters in order to match the measurement.
A result is shown in figure 2.15, right.
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Figure 2.15. Left: schematic circuit used for de-embedding. Right: a comparison
between measurement and de-embedding result.
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Chapter 3

Simulation

In Chapter 3 the temperature-dependent rate equation model is applied to a real
VCSEL provided by industrial partner TRUMPF Photonics. The device is a 850
nm InGaAs-AlGaAs multimodal laser with a 7 µm oxide aperture.

3.1 Active region

The first task to perform a simulation is to identify the correct type of semiconduc-
tor alloy and the shape of the QWs used for the active region in order to extract the
gain and spontaneous emission curves. More precisely, in this case, it is necessary
to fix the width of the QWs and the percentage of Indium. These are the two main
ingredients used to create gain reference curves. The width of the QWs is fixed by
the nominal value declared by TRUMPF while the percentage of Indium (%4.8) is
changed in order to match the photoluminescence (PL) measurement. TRUMPF
declared a peak of the PL at 837.5 nm at room temperature. PL is performed as
follows. A beam of photons is focused on the semiconductor. If the energy of pho-
tons coming from the source is greater than the energy gap of the semiconductor,
the sample emits photons. These are collected and analysed. PL can be considered
directly proportional to the spontaneous emission spectrum at low carrier density.
Figure 3.1 shows the matching between the PL measurement and the active region
spontaneous emission spectrum at low pumping evaluated by the VENUS routine.

3.2 LI Curve

As first step, static characterization is performed. The list of parameters used in
the simulation is summarized in Table 3.1. Starting from 0 mA to 12 mA with a
non-uniform mesh, more dense near threshold, a step of current for each bias point
is applied until the steady-state value is reached. Figure 3.2 shows an example of
the time evolution of carrier density, photon density and gain in the active region
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Figure 3.1. Spontaneous emission spectrum at low carrier density at room tem-
perature with 4.8% of Indium.

when a step current of 6 mA is applied. This figure explains in a clear manner the
behaviour of a laser. When the carrier density is lower than the threshold value,
gain is negative and the corresponding photon density is very low, only dominated
by spontaneous emission. An increase of carrier density is required to have positive
gain inducing so stimulated emission. N must increase so that gain compensates
losses: device starts lasing.

Parameters Value Unit
ηi0 0.8 •
Tth 28 K
T1/2 437 K
ηO 0.43 •
τc 2.2 ns
λ0 848.5 nm
∆λ 0.067 nm/K
T0 298 K
Rt 2666 K/W
Γ 0.028 •
ϵ 2E-17 cm3

τp0 6.7 ps
Tτp ∞ •
V 1.1E-12 cm3

vg 9.08E7 m/s
β 0.01 •
C0 5E-31 cm6/s

Table 3.1. List of parameters used in the simulations.
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Figure 3.2. Left: time evolution of carrier (blue) and photon (red) density with
a current of 6 mA. Right: the corresponding gain evolution.

Steady-state values of carrier and photon density are used to construct LI curve
for different temperatures shown in Figure 3.3. The parameters are fitted at 25
➦C; for all other temperature they are evaluated with equations discussed in Chap-
ter 2. Figure 3.4, left, shows a LI curve zoom near threshold (coloured curves)
compared with the interpolation of the first two measured powers above threshold
(black curves). Interpolation is useful to extract correctly the value of the thresh-
old current. As figure shows, a good match in the threshold is obtained only for
25 ➦C (blue curve) where ηi0 and τc are tuned. For 60 (red) and 85 ➦C (green),
threshold is much higher with respect to the measured results. No parameters
can be changed to reduce the high threshold since all the parameters at low bias
are very close to the value at 25 ➦C and they can only be degraded. To evaluate
the responsible of such high threshold, an investigation on the gain can be per-
formed since it fixes the threshold carrier/current density and it is a function of
temperature and wavelength. It is important to underline that temperature and
wavelength shifts match the measured results as Figure 3.5 justifies. It is expected
since Rt and ∆λ are evaluated from measurements; only a little bit of tuning on
λ0 is performed. As a consequence, only the gain shape can be the responsible of
such high threshold. Figure 3.4, right, evidences the big variation of the threshold
carrier density Nth, taken from the gain-LUT evaluated at threshold. Nth is the
carrier density at which the three coloured curves intersect the threshold modal
gain (black curve). Blue curve refers to 25 ➦C and λ = 848.5 nm, red curve refers
to 60 ➦C and λ = 851.5 nm and green curve refers to 85 ➦C and λ = 852.5 nm.
The equally spaced Nth, induced by the gain, are the responsible of the equally
spaced threshold currents. As expected, Nth variation matches the corresponding
values taken from the simulation as Figure 3.6, left, demonstrates. At the end, it
seems that the gain has not been evaluated in the correct wavelength range where
InGaAs shows a temperature-independent behaviour. A new parameter dλ can be
introduced to achieve a better matching. See next section.
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Figure 3.3. LI curves for different temperatures near threshold. Coloured solid
lines encode numerical results. Blue, red and green refer respectively to 25, 60
and 85 ➦C. Black symbols encode measured data. Circle, star and triangle refer
respectively to 25, 60 and 85 ➦C. Solid black lines are interpolating curves passing
through the first two symbols above threshold.
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Figure 3.4. Left: LI curves for different temperatures. Coloured solid lines
encode numerical results. Blue, red and green refer respectively to 25, 60 and
85 ➦C. Black symbols encode measured data. Circle, star and triangle refer
respectively to 25, 60 and 85 ➦C. Solid black lines are interpolating curves passing
through the first two symbols above threshold. Right: modal gain as a function
of the carrier density at threshold for the three different temperatures. Black
horizontal line represents threshold modal gain.

On the contrary, a very good matching is obtained for high bias when thermal
roll-over appears. Fitting is achieved changing the shape of ηi varying Tth and
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Figure 3.5. Left: temperature against current for different temperatures. Right:
wavelength against current for different temperatures. Blue, red and green refer
respectively to 25, 60 and 85 ➦C. Black symbols encode measured data. Star and
triangle refer respectively to 60 and 85 ➦C.
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Figure 3.6. Left: carrier density versus current for different temperatures. Right:
injection efficiency against current for different temperatures. Blue, red and green
refer respectively to 25, 60 and 85 ➦C.

T1/2; the final ηi(T ) behaviour is visible in Figure 3.6, right. For all the initial
temperatures, output power droop happens when the internal efficiency is lower
than 0.7, approximatively a decrease of ≈ 10% from the initial value 0.8. So, the
injection efficiency reduction, as a function of temperature, lowers the LI average
slope efficiency from 0.48 W/A (25 ➦C) to 0.34 W/A (85 ➦C). It would be of inter-
est having some measures of ηi to understand exactly if this is the most important
parameter to determine roll-over in such bias range. As stated in Chapter 2, the
decrease of photon lifetime must be too strong to determine a droop in the out-
put power. In fact, output power is inversely proportional to the photon lifetime:
decreasing τp increases Pout. In order to have a reduction of the output power, pho-
ton lifetime must increase the threshold gain such as the corresponding threshold
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carrier/current density is very high. For this reason, photon lifetime variation is
neglected imposing Tτp = ∞. It is important to remind that, as a consequence, the
absorption losses, and so the optical efficiency ηO, are kept constant against tem-
perature and bias. The constant value of the photon lifetime used has been taken
from other simulations provided by TRUMPF obtained from more sophisticated
models. The same happens for Γ that is generated by a 1D optical mode solver
based on coupled-mode theory whose input is the epitaxial structure of the device.
The need of advanced extra-model or extra-measurements indicates the weakness of
such simple rate equation model: some parameters must be known a priori and not
all the whole set of parameters can be used for fitting pretending to have consistent
physical results.

The last parameter ηO is used to fit the slope of LI curve at 25 ➦C; its value is
set constant for all the temperatures since reduction of slope can be attributed to
the internal quantum efficiency.

3.2.1 A new parameter: dλ

In the previous section, threshold matching between measurements and results is
not achieved due to the gain shape. A new parameter dλ is introduced in the model
to obtain a better threshold fit. It represents an offset to the wavelength where gain
is evaluated. Let λ0 be defined as the lasing wavelength stated by measurements.
Gain parameters should be extracted at λ = λ0 but now they are evaluated at
λ = λ0 + dλ. The effect is a variation in the behaviour of the threshold versus
temperature. Figure 3.7 shows Ith and Nth against temperature for different values
of dλ. Considering no offset (blue curve) the threshold current has a very huge
increase that does not follow the measurements where the maximum Ith is 0.73
mA at 85 ➦C. Increasing dλ is possible to have a smoother behaviour introducing a
minimum of the threshold current around 50 ➦C (yellow curve). The idea to have a
threshold fairly constant versus temperature follows the aim to have a temperature-
independent laser. A better fit could be achieved using dλ = 7 nm.

Figure 3.8, right, shows a comparison between the old gain-LUT curves with dλ
= 0 (dashed curves) and the new one with dλ = 7 nm (solid curves). Blue, red and
green colours refer to 25, 60 and 85 ➦C, respectively. Dashed curves are evaluated
at the wavelength near threshold with no offset: 848.5 (blue), 851.5 (red) and
852.5 nm (green). Solid curves, instead, are evaluated with an offset of 7 nm: 855.5
(blue), 858.5 (red) and 859.5 nm (green). Dashed curves are equally spaced meaning
that they have been affected a lot by temperature and wavelength shifts. On the
contrary, the introduction of dλ makes solid curves closer, as expected, so that
25➦C (blue) and 60 ➦C (red) overlap near threshold. It is the wanted temperature-
independent behaviour. As a consequence, the corresponding threshold currents
are much closer as Figure 3.8, left, demonstrates. Numerical value are summarized
in Table 3.2.
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Figure 3.7. Left: threshold carrier density against temperature for different dλ.
Right: the corresponding threshold current. Blue, red, yellow and purple curve
refer to different dλ, respectively 0, 3, 7 and 11 nm.
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Figure 3.8. Left: LI curves for different temperatures with dλ = 7 nm (solid
curves) and dλ = 0 nm (dashed curves). Blue, red and green refer respectively
to 25, 60 and 85 ➦C. Black symbols encode measured data. Circle, star and
triangle refer respectively to 25, 60 and 85 ➦C. Solid black lines are interpo-
lating curves passing through the first two symbols above threshold. Right:
the corresponding modal gain against carrier density. Black horizontal line
represents the threshold modal gain.

The final LI evaluated with the introduction of dλ is shown in Figure 3.9. All
the parameters from Table 3.1 remain the same except for τc, Tth and Tη that are
respectively 3 ns, 32 K and 441 K. The first one is changed to match the new
threshold and the others to achieve the best fit around the thermal roll-over.

Now, results fit much better both near threshold and thermal roll-over. Fitting
quality can be considered enough for such simple model.
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T dλ = 0 nm dλ = 7 nm Measure
25 ➦C 0.67 0.65 0.61
60 ➦C 0.92 0.65 0.67
70 ➦C 1.00 0.70 0.71
85 ➦C 1.15 0.82 0.73

Table 3.2. Threshold current (mA).
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Figure 3.9. LI curve for different temperature using dλ = 7 nm. Blue, red and
green refer respectively to 25, 60 and 85 ➦C. Black symbols encode measured data.
Circle, star and triangle refer respectively to 25, 60 and 85 ➦C.

3.3 Small signal response

The device under test has been developed to be adopted in a communication link
aiming to reach 25 Gb/s. The prediction of modulation speed, clearly, gives a
great relevance to the dynamic analysis. The measurements taken into account for
dynamic analysis are the one related to the scattering parameters S11 and S21. From
the first, it is possible to extract parasitics by means a de-embedding procedure as
shown in Chapter 2. Values are not shown since they are confidential results. From
the second, it is possible to extract some relevant figures of merit as the resonance
frequency and the damping factor.

The intrinsic small signal response of a laser is a second order type response that
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Figure 3.10. Square of the resonance frequency versus current for different tem-
peratures. The inset shows a zoom around 2 and 4 mA. Coloured solid lines encode
numerical results. Blue, red and green refer respectively to 25, 60 and 85 ➦C. Black
symbols encode measured data. Circle, star and triangle refer respectively to 25,
60 and 85 ➦C. Solid black lines are interpolating curves passing through them.

can be expressed as

Hint(ω) =
ω2
R

ω2
R − ω2 + jωγ

(3.1)

where ωR is the relaxation frequency and γ the damping factor. Fixing both
parameters, the intrinsic dynamic response is defined. So, from the S21 measure-
ments, eliminating the contribution of the parasitics, it is possible to extract ωR

and γ for each bias and each temperature. Therefore, interpolating them, graphs
that summarize the global dynamic behaviour of the device can be created. It is
of interest to represent the square of the resonance frequency versus the current
and the damping factor versus the square of the resonance frequency since both
show a linear dependence. Simulations are compared with the one taken from S21

measurements in Figure 3.10 and 3.11. These results take into account the intro-
duction of dλ = 7 nm. The range of current of interest is the one used to bias
the device, far from threshold and far from thermal roll-over. For what concern
resonance frequency in Figure 3.10, simulated results show an higher ωR for blue
curve (25 ➦C) and for high bias, a good fit for red curve (60 ➦C) and an optimum fit
for the green one (85 ➦C). It is appreciable around 4 mA a cross between blue (25
➦C) and red curve (60 ➦C) both in measurements and simulation results. This result
gives more relevance to the goodness of the adoption of dλ. Indeed, as Figure 3.12
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Figure 3.11. Damping factor versus the square of resonance frequency.
Coloured solid lines encode numerical results. Blue, red and green refer re-
spectively to 25, 60 and 85 ➦C. Black symbols encode measured data. Circle,
star and triangle refer respectively to 25, 60 and 85 ➦C. Solid black lines are
interpolating curves passing through them.

justifies, setting the wavelength offset to zero the cross is no more present between
blue and red curves since the three coloured solid lines are equally spaced.

For what concerns damping factor, shown in Figure 3.11, the independent be-
haviour of γ is respected in simulations: all the curves more or less overlap each
others.

A global perfect fit is very complex to be achieved since rate equation model is
very simple. Furthermore, the device under test, in the bias range of interest, has
many lasing modes.

It is key to understand which parameter affects the behaviour of ωR and γ. It
helps to use analytical formulas. They can be considered correct since numerical
results match analytical formulas for what concerns the dynamic analysis. Above
threshold

ω2
R = vga

Np

τp
= vga

PoutΓ

V hfηO
(3.2)

with

a =
a0

1 + ϵNp

(3.3)

where a0 is the differential gain evaluated in the corresponding bias point. Not
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Figure 3.12. Square of the resonance frequency versus current with dλ = 0 nm.
The inset shows a zoom around 2 and 4 mA. Coloured solid lines encode numerical
results. Blue, red and green refer respectively to 25, 60 and 85 ➦C. Black symbols
encode measured data. Circle, star and triangle refer respectively to 25, 60 and
85 ➦C. Solid black lines are interpolating curves passing through them.

considering the differential gain, the only factors that change with the current are
Pout and f . Since the frequency variation is very small, the overall behaviour of ωR

should be linear for all the temperature and not only for 25 ➦C since it is dictated
by the output power that is linear in the considered range. As a consequence,
the differential gain is the only factor that can decrease so much the variation
versus the current of the square of the resonance frequency. Figure 3.13 shows the
behaviour of a and a0 as a function of the current. Only at 25 ➦C an increasing
behaviour is observed for low bias, while the other two curves show a monotonically
decreasing trend. Differential gain limits the bandwidth for high bias. Setting ϵ is
to zero (dashed curves), the behaviour of the intrinsic differential gain of the active
material a0 can be appreciated. It also decreases with high current/temperature
limiting the device intrinsic bandwidth. Clearly, at higher current (> 8 mA) Pout

starts to decrease limiting the modulation speed of the laser too.

For what concerns the fitting procedure, in order to match measured datas, the
parameters F defining the volume (2.33) has been used as a fitting parameter.
Figures 3.10 and 3.11 show results for F = 2, the same value used for LI curve
evaluation. Without the presence of F (setting F = 1) it would be not possible to
have a reasonable fit as Figure 3.14 demonstrates. Indeed, no matching is obtained
between coloured (numerical) and black (measures) curves. The introduction of
F = 2 makes possible the volume to be doubled so that the square resonance
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Figure 3.13. Differential gain a (solid curves) with gain compression fac-
tor and differential gain a0 (dashed curves) without gain compression fac-
tor versus current for different temperatures. Blue, red and green refer
respectively to 25, 60 and 85 ➦C.

frequency halves as stated from equation 3.2. Physically, it suggests that carriers
are spreading after the oxide aperture reaching the active region with an increased
area lowering the performance.

The next step is to analyse the damping factor behaviour. Above threshold,

γ = Kf 2
R + γ0 (3.4)

where

K = 4π2τp

(︃
1 +

Γap
a

)︃
γ0 =

1

τ∆N

+
Γ2βspBN2

0

Np0

(3.5)

and

ap =
∂g

∂Np

⃓⃓⃓⃓
⃓
Np

=
ϵ

1 + ϵNp

(3.6)

The only parameter that can be changed to fit the damping factor is the gain
compression factor ϵ. This latter has a direct impact on the definition of γ since
both measure the height of the amplitude peak in the small signal response. The
damping factor also depends on other parameters such as Γ and τp, but they have
already been fixed to match all the previous fits. Since the analysed device shows a
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Figure 3.14. Square of the resonance frequency versus current with F = 1.
Coloured solid lines encode numerical results. Blue, red and green refer respec-
tively to 25, 60 and 85 ➦C. Black symbols encode measured data. Circle, star and
triangle refer respectively to 25, 60 and 85 ➦C. Solid black lines are interpolating
curves passing through them.

temperature-independent behaviour for γ, a parametric analysis of ϵ is performed
only at 25 ➦C. Figure 3.15, right, shows an increase of the damping factor as ϵ
increases with a good match for ϵ = 2E-17 cm3. The behaviour of the four curves
is the one expected: higher gain compression factor due to spectral hole burning
or carrier transport effect limits more and more the frequency response making it
more damped. For high bias, the overall response is dictated predominantly by γ
with respect to ωR. The variation on ϵ does affect the resonance frequency as shown
in Figure 3.15, left. It seems that higher ϵ guarantees a better match but it is not
completely true for two reasons. On one hand, choosing higher ϵ (purple curve)
damping factor does not follow the measurements (black curve). On the other
hand, looking at ωR, also other temperatures (60 ➦C and 85 ➦C) will be affected by
the bigger ϵ and the good matching previously obtained for ϵ = 2E-17 cm3 would
be lost. So ϵ = 2E-17 cm3 remains a good trade-off between resonance frequency
and damping fitting.

The previous considerations show a global view of the intrinsic small response
by means of two main parameters γ and ωR. It is also important to give a look to a
local comparison between the numerical H(ω) and the measured one. Results are
illustrated in Figure 3.16. The numerical transfer function shown is the total one
that takes into account also parasitics. Bias points chosen are the one of interest:
where the device will be biased for a direct modulation. Results agree with all the
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Figure 3.15. Left: square of the resonance frequency versus current at 25➦C for
various ϵ. Right: the corresponding damping factor. Coloured lines encode nu-
merical results. Black circle refers to measure at 25 ➦C. Solid black line is an
interpolating curve passing through them.

previous considerations.
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Figure 3.16. Top left: transfer function at 25 ➦C and 6 mA (blue). Top right:
transfer function at 60 ➦C and 7 mA (red). Down: transfer function at 85 ➦C and
8 mA (green). Black symbols encode measured data.
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At system level, the main parameter of interest is the -3dB bandwidth. Fig-
ure 3.17 shows it against current for different temperatures with and without the
parasitics circuit. A fit can be obtained only considering parasitics (solid curves).
They affect dramatically the modulation capability that could be higher than 50%
(dashed curves). Considering solid lines, a global good match is obtained only for
85 ➦C: it is expected due to the fit of Figure 3.10. Generally, the bandwidth eval-
uated numerically at 25 ➦C and 60 ➦C is higher with respect to the measured one
with a maximum error of the ≈ 20 %. At 7 mA and 8 mA a good matching is
obtained for all the three temperatures since here the bandwidth is determined by
the damping factor that, as stated before, shows a good match with measurements.

2 3 4 5 6 7 8
Ibias [mA]

8

13

18

23

28

f 3d
B

 [G
H

z]

T = 25 °C

With parasitics
Without parasitics
Measure

2 3 4 5 6 7 8
Ibias [mA]

8

13

18

23

28

f 3d
B

 [G
H

z]

T = 60 °C

With parasitics
Without parasitics
Measure

2 3 4 5 6 7 8
Ibias [mA]

8

13

18

23

28

f 3d
B

 [G
H

z]

T = 85 °C

With parasitics
Without parasitics
Measure

Figure 3.17. Top left: 3dB bandwidth at 25 ➦C (blue). Top right: 3dB bandwidth
at 60 ➦C (red). Down: 3dB bandwidth at 85 ➦C (green). Solid coloured curves refer
to the bandwidths with parasitics, dashed ones refer to the intrinsic bandwidth
without parasitics. Black symbols encode measured data. Solid black lines are
interpolating curves passing through them.
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3.4 Spline VS logarithmic interpolation

Chapter 2 described the logarithmic fit used during the simulations. In this section,
it is compared with spline interpolation, one of the most accurate fitting technique.
Two simulations are performed, one based on logarithmic fit and the other one
on spline. Both simulations have the same mesh points and use exactly the same
algorithmic. The only differences are related to the extraction of the gain shape
and the evaluation of the gain. To derive the gain shape in the spline case, a
system inversion must be performed, whose size is determined by the number of
interpolating points in order to extract all the coefficients to define the spline.
Instead, two analytical formulas must be evaluated in the logarithmic case to find
out g0 and Ntr. Once the gain shape is set, in the Runge-Kutta solver, in each point
of the time window a piecewise polynomial of the 4th order is evaluated in the spline

case (g = ppval(spline,N)) and a logarithmic in the other case (g = g0 log
N

Ntr

).

Figures 3.18 and 3.19 show, respectively, a comparison on the LI curve and on
ωR using the two different interpolation techniques. They match perfectly as a
demonstration of the high quality of the logarithmic fitting. Average relative error
between solid and dashed curves is of the order of 0.01 %.

In order to verify the power of the logarithmic interpolation technique, a look
to the execution times of both algorithms is needed. The processor used for the
simulation is an Intel Core i5-5200U (2 core). The results, for each temperature
using a mesh of 271 bias points and 1000 time points for Runge-Kutta solver, are
summarized in Table 3.3. Logarithmic algorithm is approximatively twenty times
faster than the spline one. Higher computational time for spline is related to the
evaluation of gain with the ’ppval’ routine since it is performed for each bias and for
each time in the Runge-Kutta solver. As shown, a very simple analytical model can
significantly reduce simulation times providing the same results of a more complex
interpolation algorithm.

T Log Spline
25 ➦C 28 s 535 s
60 ➦C 29 s 555 s
85 ➦C 38 s 656 s

Table 3.3. Execution time for logarithimc and spline fit.
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Figure 3.18. Left: LI comparison logarithmic versus spline fit for T = [25, 60, 85]
➦C. Right: LI zoom near threshold.
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Chapter 4

Conclusions

4.1 Conclusions

This work focused on the implementation of a temperature-dependent rate-equation
model for VCSELs. The idea was to start from a commonly adopted rate equa-
tion model, whose analytical solution is known, and to introduce a simple model
for thermal effects that are relevant in real devices. The addition of tempera-
ture highlighted the need for a more accurate model for the optical response of
the active region. So in light of this, particular attention has been given to the
modelling of the gain. Its variation induced by temperature was not enough to
model the characteristic power droop of real devices. Therefore, a phenomenologi-
cal temperature-dependent model for the injection efficiency has been introduced.

Application of the implemented model to real devices showed the way for the
introduction of new parameters. Gain shape greatly affected the threshold current
so that a new parameter dλ has been introduced in the model to achieve a good
fit near threshold. It stressed the importance of having a particular material in
the active region to reach a temperature-independent behaviour. The adoption of
another new parameter F , modelling the active region volume, has been relevant to
reach a fit for what concern dynamic analysis. It suggested that, in the device under
test, carriers are spreading after the oxide aperture reaching the active region with
an increased area lowering the performance. Above all, the parasitics have been
the main limiting factor in the modulation performance.

The proceeding analysis has been appealing due to its simplicity but still provid-
ing intuitive insights. On one hand, the model has been able to identify the main
limiting factors of the performance: the injection efficiency for static analysis and
the parasitics for the dynamic one. On the other hand, the model has been also
able to show the effect of a particular material as active region, through gain and
differential gain, on figures of merit, such as the threshold current and the resonance
frequency. It is key to highlight that the real device used was a multimodal one
while the model is simply single mode. At the end, agreements with experimental
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results can be considered enough for such simple model that also showed a fast
execution time.

It would have been interesting to have some measures on the gain to verify
the introduction of dλ and on the internal efficiency to test the phenomenological
approach adopted.

4.2 Future scenario

Stemming from this work, the model could be used to simulate a direct large signal
modulation in a TX/RX (transmitter/receiver) system with different modulation
schemes in order to obtain eye diagrams relevant from a telecommunication point
of view.
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