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S U M M A R Y

At the end of 2019 a novel virus -later called SARS-CoV-19- began circulating
in the Chinese area of Wuhan, causing a few months later the COVID-19 pan-
demic.
The new disease, which causes severe pneumonia, stirred up problems in the
health system of many countries, with hospitals overcrowded with people,
many of them not receiving the necessary care due to the limited number of
respiratory machines. Having spread across the entire globe, the disease cap-
tured the attention of scientists of any type. In the domain of machine learn-
ing, researchers applied their knowledge in image diagnosis for classifying a
Covid-19 case from other pneumonia cases, or in forecasting methods, to know
in advance the number of future diseased people or also in research with thera-
peutical aim, studying possible usable drugs among some already available on
the market, and much more.
Today, 10 months after the discovery of the virus, it continues to be pretty un-
known. It spread severely in some countries and less harshly in others.
Moreover, in European territories such as Spain, France, or Italy, the spread
of the virus is not homogeneous within the regions and provinces. More
precisely, considering the Italian situation, the first period of the pandemic
(26th February- 17th April) showed an extremely different situation among the
Northern, Center and Southern areas. In particular, Northern Italian territories
counted a number of infected which was nine times greater than the infections
in the South. Also, the mortality rate changed areas by areas having been 14%
in the North, 8.6% in the Center and 8.2% in the South. The large discrepancy
of Covid-19 diffusion within the Italian territories has been the inspiration for
this work.
The aim of this study hence was to take Italy as a case study, considering first
provinces and then regions, and finding the features, among some selected
ones that mostly affected the virus spread in the territory.
The selected features vary from health fields such as the number of doctors and
nurses, distribution of physical condition of the population through the num-
ber of overweight, underweight, normal weight and obese people, the number
of nursing homes (hosting the elderly), to mobility information as airport flow,
car traffic and usage of public transport, to the average income, to meteoro-
logical data, to the number of Severe Accident Risk (S.A.R.) industries present
and the number of animals farmed, to the demographic data as the population
mean age, number of inhabitants and population density.
Among these features, the goal was to find the most relevant ones that explain
the virus diffusion among provinces and regions, in terms of total cases, daily
variation of cases and deaths.



To cope with the problem, several regression methods were used: linear models
(Linear Least Squares, Lass and ridge), ensemble trees (Random forest and Ex-
tremely random forest) and Gaussian process regressions. All three supervised
machine learning methods, once chosen the target variable to regress, output
the regressed value and the feature relevance: in this way feature selection was
possible. The period of study was from February 26th to April 17th for regions
and February 16th, March 11st, 21st and 31st and April 11th for provinces, due
to the unavailability of some data.
For each regression method, some performance indicators are considered, specif-
ically: r2 (r-squared), RMSE (Root Mean Squared Error) and error variance.
From the analysis, it results that linear regression methods are not accurate
enough and that the best methods, in terms of accuracy and error, are ensem-
ble trees for regions and ensemble trees and Gaussian process regression for
provinces.
The analysis of the most important features, aim of the study, reveals that at
provincial level the most relevant are: number of inhabitants and number of
S.A.R. for the regression of new positive cases; while, features as S.A.R., number
of farmed animals are the most important for regressing total cases.
Concerning regions instead, the number of deaths seems to be explained espe-
cially by the number of nursing homes and mobility. These two features are
also the most relevant for the cumulative number of diseased; finally, the regres-
sion of new positive cases revealed as the most important features the nursing
homes and S.A.R. .
To sum up, for regions the mobility resulted as a feature promoting virus diffu-
sion both in terms of deaths and cumulative cases of Covid-19; hence the gov-
ernment measures to monitor and limit mobility resulted efficient. Moreover,
nursing homes feature was also expected to be relevant for the virus diffusion
since many diseased and dead were elderly from nursing homes. However, its
relevance is high only at regional level.
On the other hand, the meteorological data (temperature, wind, rain,..) avail-
able only for provinces, did not show a good relevance with the virus diffu-
sion within this analysis, as many tried to claim especially at the beginning of
the epidemic. The relevance that S.A.R. and number of farmed animals have
on the virus diffusion over the provinces is interesting and it might be worth
analyzing more in-depth.

Although the obtained results, it has to be pointed out that the COVID-19

pandemic situation can rapidly change and that the results obtained with this
thesis are strictly bounded to the observation period of the case study previ-
ously specified.
However, the results of this analysis can be seen as a starting point for further
investigations for those features that appear to be the most related to virus
diffusion in Italy.



C O N T E N T S

1 introduction 9

2 state of the art 15

3 regression algorithms review 18

3.1 Linear Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Regression trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Gaussian process regression . . . . . . . . . . . . . . . . . . . . . . 23

4 results 26

4.1 RESULTS - REGIONAL LEVEL . . . . . . . . . . . . . . . . . . . . 28

4.1.1 Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.1.2 How the results are presented . . . . . . . . . . . . . . . . 30

4.1.3 Regressand: number of deaths . . . . . . . . . . . . . . . . 32

4.1.3.1 Conclusions on deaths regression . . . . . . . . . . 34

4.1.4 Regressand:number of positive cases . . . . . . . . . . . . . 36

4.1.4.1 Regressand: total cases . . . . . . . . . . . . . . . 36

4.1.4.2 Conclusions on total cases regression . . . . . . . 39

4.1.4.3 Regressand: new positive cases . . . . . . . . . . 41

4.1.4.4 Conclusions on new positive cases regression . . . 43

4.2 RESULTS - PROVINCIAL LEVEL . . . . . . . . . . . . . . . . . . . 45

4.2.1 Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2.2 How results are presented . . . . . . . . . . . . . . . . . . . 47

4.2.3 Regressand: new positive cases . . . . . . . . . . . . . . . . 49

4.2.3.1 Conclusions on new positive cases regression . . . 51

4.2.4 Regressand: total cases . . . . . . . . . . . . . . . . . . . . . 53

4.2.4.1 Conclusions on total cases regression . . . . . . . 55

5 conclusions 57

acronyms 60

web references 60

bibliography 63



L I S T O F F I G U R E S

Figure 1 Epidemic curve of confirmed COVID-19 cases by date of
report and WHO region through 17th April 2020. Each
bar represents the number of daily cases [14]. . . . . . . . 10

Figure 2 Epidemic curve of confirmed dead (orange) by COVID-
19 and daily new cases (blue) in Italy through 17th April
2020 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Figure 3 Epidemic curves for Northern Italian regions (Valle d’Aosta,
Liguria, Piemonte, Lombardia, Friuli Venezia Giulia, Veneto,
Emilia-Romagna, P.A. Bolzano and P.A. Trento ) . . . . . 12

Figure 4 Epidemic curves for Central Italian regions (Lazio, Marche,
Umbria and Toscana) . . . . . . . . . . . . . . . . . . . . . 12

Figure 5 Epidemic curves for Southern Italian regions (Campania,
Abruzzo, Calabria, Sicilia, Sardegna, Puglia, Basilicata
and Molise ) . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 6 Cumulative number of cases and deaths for COVID-19

through 17 April 2020 in Northern, Central and Southern
Italy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Figure 7 Lasso and Ridge penalty function regions. The curves
in red are the contours of the LLS error function. Image
from "The Elements of Statistical Learning" [50]. . . . . . . . 20

Figure 8 Correlation heatmap among data from table 1, table 2

and table 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Figure 9 Ensemble methods regression of deaths . . . . . . . . . . . 32

Figure 10 Linear regression of deaths in regions . . . . . . . . . . . . 33

Figure 11 Gaussian process regression of deaths in regions . . . . . 34

Figure 12 Feature relevance among 4 different algorithms for the
regression of deaths in regions. . . . . . . . . . . . . . . . . 35

Figure 13 Performance indicators for each algorithm when regress-
ing deaths in regions. The values of RMSE and error vari-
ance are obtained with standardized data. . . . . . . . . 35

Figure 14 Ensemble methods regression of ’total cases. . . . . . . . . 36

Figure 15 GPR regression of ’total cases’ . . . . . . . . . . . . . . . . 37

Figure 16 Linear regressions of total cases in regions. . . . . . . . . . 38

Figure 17 Performance indicators for each algorithm for the regres-
sion of total cases in regions. The values of RMSE and
error variance are obtained with standardized data. . . . 39

Figure 18 Feature relevance among 4 different algorithms for the
regression of total cases in regions. . . . . . . . . . . . . . . 40

5



Figure 19 Ensemble methods regressions of new positive cases in re-
gions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Figure 20 Linear regressions of new positive cases in regions . . . . . 42

Figure 21 Gaussian process regression of new positive cases in regions 43

Figure 22 Performance indicators for each algorithm for the regres-
sion of new positive cases. The values of RMSE and error
variance are obtained with standardized data. . . . . . . 43

Figure 23 Feature relevance among 4 different algorithms for the
regression of new positive cases in regions. . . . . . . . . . 44

Figure 24 Correlation heatmap for province dataset including all
the features (table 4, table 5, table 6 and table 7) . . . . . 48

Figure 25 Linear regression of new positive cases in provinces . . . . 49

Figure 26 Regression of new positive cases with Trees in provinces. . 50

Figure 27 GPR with Matérn kernel of new positive cases . . . . . . . 51

Figure 28 Performance indicators for each algorithm for the regres-
sion of new positive cases in provinces. The values of
RMSE and error variance are obtained with standardized
data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Figure 29 Feature relevance among 4 different algorithms for the
regression of new positive cases in provinces. . . . . . . . . 52

Figure 30 Ensemble methods regressions of total cases in provinces. 53

Figure 31 Linear regression of total cases in provinces. . . . . . . . . 54

Figure 32 Gaussian process regression of total cases in provinces. . . 55

Figure 33 Performance indicators for each algorithm for the regres-
sion of total cases in provinces. The values of RMSE and
error variance are obtained with standardized data. . . . 55

Figure 34 Feature relevance among 4 different algorithms when re-
gressing the total cases in provinces. . . . . . . . . . . . . . 56



L I S T O F TA B L E S

Table 1 Civil protection data for regions . . . . . . . . . . . . . . . 28

Table 2 Region characteristics data. . . . . . . . . . . . . . . . . . . 28

Table 3 Health and sanitation industry in regions. . . . . . . . . . 29

Table 4 Demographic features for provinces from [4] . . . . . . . 45

Table 5 Weather features for provinces from the site [36] . . . . . 45

Table 6 Province characteristics . . . . . . . . . . . . . . . . . . . . 46

Table 7 Civil protection data for provinces . . . . . . . . . . . . . 46



A C R O N Y M S

ANAS Azienda Nazionale Autonoma delle Strade

Business enterprise owning thousands of kilometers of streets and
highways; it joined ’Gruppo Ferrovie dello Stato’ which is a national
enterprise that operates in the public and private transport field.

ARD Automatic Relevance Determination

CART Classification And Regression Trees

Three-based method that can be used for both classification and
regression problems.

ENAC Ente Nazionale per l’Aviazione Civile

Italian authority for technical regulamentation in the field of civil
aviation.

GPR Gaussian Process Regression

Nonparametric Bayesian approach to regression

LLS Linear Least Squares

Linear regression technique

r2 coefficient of determination also known as r-squared

Metric explaining the goodness of a regression. Also used in
telecommunication to evaluate the reconstruction of the received signal

WHO World Health Organization
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1 I N T R O D U C T I O N

On 31st December 2019 Hubei, a province situated in China, informs World
Health Organization (WHO) of a series of not identified pneumonia cases in its
area. Only some time later, on 9th January 2020 China declares that the agent of
the respiratory problems is a new virus identified as SARS-CoV-2 which causes
the disease named COVID-19.
The name SARS-CoV-2 stands for Severe Acute Respiratory Syndrome - Coro-
naVirus 2 and indicates the membership of the new virus to the Coronaviridae
family. Other viruses belonging to this family are those causing the normal
cold, or the Middel East Respiratory Syndrome (MERS). It is named CoV-2
because it is the second virus after the SARS-CoV (SARS Corona Virus) dis-
covered in the 2002, which caused an epidemic in the East area of the Globe,
roping in several countries (37) especially in Chinese territory and causing the
death of 744 people.
The symptoms of COVID-19 disease are similar to the normal flu: cold, fever,
fatigue. Other symptoms can include shortness of breath or difficulty in breath-
ing, muscle aches, chills, sore throat, runny nose, headache or chest pain. As
the diffusion of the infection has evolved and reports on clinical case histories
have accumulated, a new symptom began to emerge peculiar of Sars-CoV-2:
the partial or total loss of the sense of smell and taste
Since the symptoms appear after an incubation period of 14 days, the person
does not know to be ill, and can unintentionally infect other people that get in
contact with him. This is a key element making even harder the disease con-
tainment.
COVID-19 can cause a wide range of manifestation of varying gravity in people.
Death risk generally increases with the person age but it also depends on the pa-
tients pre-existent health conditions and diseases such as serious heart diseases
(heart failure, coronary artery disease or cardiomyopathy), cancer, chronic ob-
structive pulmonary disease (COPD), type 2 diabetes, severe obesity, chronic
kidney disease, sickle cell disease or weakened immune system from solid or-
gan transplants.
The virus is highly transmissible and since it is a virus and not a bacteria, it can-
not be fought with antibiotics. The transmission has been confirmed to come
only from man to man and not trough animals. Its origin is still uncertain but it
is believed to be bounded to the fish market in Wuhan, which calls thousands
of visitors, and this would explain the fast transmission to a huge amount of
people [33].
On 23rd January 2020 in fact, the central government of China imposed a lock-
down to the city of Wuhan in order to limit the virus spread. Also other Chi-

9
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nese cities employed the lockdown as control measure and at the end, the lock-
down situation affected 57 million people [17]. Meanwhile, also many coun-
tries cancelled all the flights for and from China, in order to avoid importing
the virus that could spread in other zones.
This is the case of Italy. However, somehow the disease fastly spread out in the
Italian territory. At the beginning the situation appeared to be limited in some
cities, but it precipitously collapsed forcing the government to firstly close the
most affected provinces, and then the entire country (9th March), following the
example of China. Some time later, on 20th March 2020 the WHO stated the
global emergency and the COVID-19 disease pandemic was officially declared.
Until 17th April 2020 the pandemic affected 219 areas among countries and
territories all over the world: Africa, Americas, Eastern Mediterranean, Europe,
South East Asia and Western pacific. The outbreak situation up to that date is
explained by WHO with the following image (fig. 1):

Figure 1: Epidemic curve of confirmed COVID-19 cases by date of report and WHO
region through 17th April 2020. Each bar represents the number of daily
cases [14].

As it can be noticed, the outbreak in the Western Pacific areas begun to be
reported to the WHO in the week between 13th and 20th January 2020; until
13th April, the peak of the virus diffusion occurred on February 12 2020, count-
ing roughly more than 15000 diseased only on that day. When the number of
infected started decreasing for Western pacific zone, the outbreak started for all
the other regions and in far greater numbers: America and Africa result to be
the most affected territories counting about 90000 cases in a day (10th April),
followed by Eastern Mediterranean and Europe.
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The general answer to the ongoing outbreak has been the limitation of mobility,
in order to avoid crowded space where the virus could be spread. On 11st April
2020, which has been the day with the highest daily contagious (according to
fig. 1), 167 countries, territories and areas have implemented additional health
measures mostly interfering with international traffic. An updated summary is
outlined in the ‘Subject in Focus’ in the WHO report [15].
For what concerns the Italian situation, fig. 2 shows the number of daily re-
ported cases and cumulative deaths from the beginning of the pandemic (24th
February) until 17th April 2020:
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Figure 2: Epidemic curve of confirmed dead (orange) by COVID-19 and daily new
cases (blue) in Italy through 17th April 2020

The peak of the daily new cases curve has been reached on 21th March 2020,
counting 6557 diseased. Until the 17th April there have been 22745 deaths.
The Italian case is interesting because the virus spread differently over the coun-
try. The most affected Italian regions have been the Northern ones and the less
affected have been the Southern’s; the Central regions instead have been mod-
erately affected. Focusing on the three main areas of the country, the Italian
situation until the 17th April is described by fig. 3 (Northern Italy), fig. 4 (Cen-
tral Italy) and fig. 5 (Southern Italy):
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Figure 3: Epidemic curves for Northern Italian regions (Valle d’Aosta, Liguria,
Piemonte, Lombardia, Friuli Venezia Giulia, Veneto, Emilia-Romagna, P.A.
Bolzano and P.A. Trento )
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Figure 5: Epidemic curves for Southern Italian regions (Campania, Abruzzo, Calabria,
Sicilia, Sardegna, Puglia, Basilicata and Molise )

It is clear that the virus affected the Northern Italian population more harshly
than the two other Italian areas. In fact, both the numbers of deaths and the
total cases are significantly greater.
This can be better appreciated in fig. 6 that reports the cumulative cases (both
deaths and diseased) for the three areas:
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Figure 6: Cumulative number of cases and deaths for COVID-19 through 17 April 2020

in Northern, Central and Southern Italy

It is interesting to notice that the number of cases in Northern of Italy is
almost nine time greater than the number of diseased in the Southern Italy.
Moreover, since the population is 27774970 in the Northern regions (data re-
ferred to 2019), 11986958 in the Central and 20482711 in the Southern territory,
the percentage of the people that got ill has been approximately: 5% of the
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population in the North, 0.17% in the Centre and 0.07% in the South. Finally,
among the total cases, the 14% died in the North, the 8.6% in the Centre and
the 8.2% in the South.
The clear discrepancy about the virus diffusion among the three main Italian
areas raised up several questions about why such a difference, what made the
virus more diffused in the Northern Italy.
Behind this study there is the idea to try answering this questions by research-
ing, among some selected features, those that could have caused a more severe
virus diffusion in the North and a more thigh one in the Centre and South of
Italy.



2 S TAT E O F T H E A R T

Since the beginning of the COVID-19 pandemic, the disease captured the atten-
tion of all sort of scientists. After ten months from the discovery and although
the high effort of biologists, virologists and other specialists, the virus is still
fairly unknown and it seems to behave randomly.
Machine Learning is one of the sciences exploited in the fight against the virus
spread. In fact, the government scientist crew has used it since the first weeks
of the pandemic to predict the infection curve, which explains the number of
diseased people over time. This curve is used to predict the spread of the
virus over a region and the numbers are used to understand the medical effort
needed to treat ill people. The infection curve has a bell shape: starting from
zero, it increases exponentially as people get infected; after a certain time, the
curve begins decreasing because the hypothesis is that a person that gets ill can
die or recover becoming immune to the illness, and in both cases cannot infect
others - hence with the time passing the ’herd immunity’ phenomena occurs.
Because the COVID-19 forces people to hospital treatments in most cases, it is
important that the pick of the curve, which is the maximum number of simul-
taneous infected people, stays below the maximum capacity of the hospitals,
otherwise, health crisis occurs, having many people that cannot be helped in
the proper way.
The infection curve is also obtained considering some boundary conditions.
For instance, the government simulated the infection curve by adding the re-
duction of mobility to study the effect on the number of infectious [16]. The
curve is obtained with the application of the SEIR model which is not a novelty
in modeling and forecasting epidemic phenomena. It has been widely used to
model the spread of infective viruses such as in the case of Ebola ([5]), Zika
([37]) and also for other coronaviruses such as SARS ([2]) and MERS ([6]). SEIR
models have several versions depending on the disease itself and also on the
hypothesis. The scientists try to adapt the model to the current epidemic to ob-
tain more realistic curves. An example is a study carried out by A. Godio et al
([47]) that improves the SEIR model for the case of Italian regions of Piemonte
and Veneto by adding a stochastic approach (the Particle Swarm Optimization
solver) to improve the reliability of predictions in a period of 30 days.
SEIR models are used not only to predict the infection curve over time but also
to estimate the R0 coefficient, known as Reproduction Number. This coefficient
tells about the number of people that an ill person can infect on average. The
R0 is revaluated over time because its value continuously changes: if it is under
1 and keeps decreasing it means that the epidemic is vanishing.
During the Sars-Cov-2 pandemic, machine learning has been largely exploited

15
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not only by employing mathematical models but also in the field of deep learn-
ing for imaging classification. Several studies ([18],[25]), have used neural net-
works to distinguish a Sars-Cov-2 infected person from other known pneumo-
nia cases, using chest X-ray imaging. Another study in particular obtained
the 99% accuracy in the classification by utilizing the DenseNet121 neural net-
work feature extraction with Bagging Tree classifier [28]. These researches are
notably interesting because the automatic classification could be an effective al-
ternative to other testes (serological and swabs), helping to recognize a COVID-
19 case and immediately address him to the proper treatment without risking
other infections.
Similarly to the previous classification problems, another research used neu-
ral networks based classifier to diagnose COVID-19 people by analyzing their
respiratory pattern [3].

An additional machine learning application is the therapeutical one. The
proper cure to this disease has not been found yet and there is a certain hurry
to find the right antiviral treatment because of the high impact the virus has on
the worldwide population and the number of deaths it is causing. On the other
hand, traditional drug research requires time, especially due to the complexity
of drug design and clinical trial protocols. Machine learning can also help in
this regard. In [42] Sovesh Mahapatra et al. exploit a model based on the Naive
Bayes algorithm that has an accuracy of the 73% to predict the drugs - among
the ones already available on the market- that can be used for the SARS-CoV-2
treatment.
Similarly, Yiyue Ge et al. in [1] used the past SARS-CoV and MERS-CoV data
to demonstrate that their model - which is based on both machine learning
and statistical analysis- successfully predicts effective drug candidates against
a specific coronavirus. Being already used in other diseases such as epilepsy
[24], or for the prediction of the cancer immunotherapy response [39], this kind
of machine learning application is not a novelty.
The primary objective for most of the studies is hence to develop predictive,
diagnosis and therapeutical models, whose primary goal is to address the hos-
pital resources for the best or accelerate the drug research in the case of the
therapeutical application.
Besides those kinds of studies, researchers are attempting to find the causes be-
hind the virus spread among different countries. Many regions have been only
scarcely interested by the virus diffusion, many others instead, were drastically
affected by it.
Many scientists studied the case of Italy, being, in the first period of the world-
wide virus spread, the second most affected country after China. Moreover,
the case of Italy raised interest because the diffusion of the virus has not been
homogeneous over the country itself, distinguishing the gravity of the infection
diffusion in North, South and Center of the country. Many experts indicated,
among the theories, the pollution as the first cause. The areas counting more
cases of COVID-19 in fact are also the most polluted ones. The reason should
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lie in the fact that a long-lasting exposition to the pollution is the first cause of
several health issues, that make people more susceptible to respiratory infec-
tions [49].
A study made in Harvard University focused on the United State territory,
pointed out that an increase of 1µg/m3 in PM2.5 is associated with an increase
of 8% of mortality of COVID-19 [21].
Other theories take into account the role of the sunlight UV-rays, that annihi-
late the virus infectious power, in the same way that the UV-rays are used to
activate or deactivate some molecules by changing the genetical material (DNA
or RNA). The study proposed by Shanna Ratnesar-Shumate et al. in Simulated
Sunlight Rapidly Inactivates SARS-CoV-2 on Surfaces [19] pointed out that the
virus in simulated saliva exposed to the simulated sunlight is inactivated for
the ninety percent every 6.8 minutes, while the virus present in culture media
is deactivated each 14.3 minutes.
Many other experts instead, especially in the field of health, try to find the
cause of the virus diffusion in the pre-existing health condition of the afflicted
population. Since the beginning of the epidemic, the highest ranks of public
health, such as Epicentro at the Italian level, constantly update the demographic
information regarding the people affected by the virus [9]. That news tells
about the mean age of the ill people, the percentage of people with a certain
number of pre-existing health problems such as obesity or chronic disease.
All these information and hypothetical causes such as pollution, UV-sunlight
and its effect, pre-existing disease, mean age, and also the lifestyle that people
conduct, are typical of a limited territory. For instance, also the incidence of a
particular disease is often circumscribed, differing from region to region.
Although the studies made focused on a particular hypothetical cause of the
virus spread, there are not researches focusing in understand the overall fea-
tures that could be related to virus diffusion. The aim of this study is precisely
this one: exploiting machine learning algorithms in the attempt to understand
the features that mostly contributed to the virus spread considering limited ar-
eas.
The features selected for this study are chosen both by listening news and read-
ing articles -e.g. the percentage of uncovered sky, taking inspiration by the
UV theory- and both by intuition -e.g. the rain, which is thought to contribute
in limiting the virus spread. Many data that were meant to be included -for
instance the map of some pre-existing chronic disease, data about the eating
habits, other data about gathering centers and flow of people and the pollution
itself- but there was not the possibility to collect them. And this is also the
limitation of this thesis.



3 R E G R E S S I O N A LG O R I T H M S
R E V I E W

One of the approach for feature selection is exploiting regression techniques
that output feature relevance. Regression methods in fact, are the ones used to
cope with the goal of this thesis.
The algorithms of concern in this specific context are Linear regression (LLS,
Lasso and Ridge), ensemble trees (Random forest and Extra trees) and Gaussian
process regression. The following section will cover the theoretical part of the
used algorithms.

3.1 linear regression
Linear regression is the widest used machine learning technique that exploits
the linear relation among the target variable -the one to be estimated which is
also called regressand and is the dependent variable- and the observed features
- which are called regressors and are the independent variables.
In this context the regressand is the number of infected people or the deaths,
while the regressors are province or region characteristics, such as the popula-
tion density, the population mean age, etc. Given N observations (a set of cities
with the corresponding target variable) and F features, the linear regression
problem finds how much a feature ’weighs’ on the estimation of the regres-
sand.
Once found the weights for each feature, they can be interpreted as feature
importance for the algorithm.
Since the dependent variable can be explained by the independent variables
multiplied by a certain weight (to be found), plus a random measurement er-
ror, it can be written:

y = Xw + ε

where y indicates the observations and it is a column vector ε RN where N
is the number of observations, the matrix X represents the input data, so the
value of the features for each observation and X εRNxF where F is the number
of features.
To find the weights, the linear regression algorithm aims to minimize the error
of the estimation of y starting from the observations X; this can be written as:

f (w) = (y− Xw) (1)

18
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Different regression techniques find different values of weights because the
problem they solve, hence, the cost function to minimize (eq. (1)) is different.
In the Linear Least Squares (LLS) problem, the cost function is represented by:

min
w
|| y− Xw ||2 (2)

This minimization problem is simply solved by finding the gradient of the
function f (w), setting it equal to 0 and finding w. The final solution is then
given by:

f (w) = yTy− yTX(XTX)−1XTy (3)

Sometimes the LSS can be affected by overfitting. This happens when some
features assume very large values so that w takes large values too and overfit-
ting occurs because the model is trying to model also the noise. Some regu-
larization that increases the LSS stability exists and these are ridge and Lasso
regression. Both add a simple term to the LLS cost function such that it is
enough to reduce model complexity and prevent from overfitting [8] eq. (4):

min
w
|| y− Xw ||2 +λ || w ||q (4)

That is equal to write:

min
w
|| y− Xw ||2 s.t.

F

∑
i=0
| wq

i |< c, for c > 0 (5)

According to the value of q the above equation eq. (4) becomes Lasso or
ridge regression. When q = 1 eq. (4) is also called L1 regularization and it is
Lasso regression; instead when q = 2 eq. (4) is also called L2 regularization
and it is ridge regression. So in the case of Lasso regression, the LLS function
is optimized by adding a penalty term that considers the magnitude of the
weights; with ridge instead, the square magnitude of the weight is considered.
The term λ is a positive scalar and its value is to be found with trial and error
procedure. In general, it is important to notice that when λ is equal to 0, one is
again in the case of LLS regression for both L1 and L2 regularization.
Last thing to say is that Lasso regression can be used for feature selection [8],
[50]. Focusing on the penalty term in eq. (5) and imaging to be in a two-
dimensional problem, hence when F = 2, the constraints for Ridge and Lasso
become, respectively eq. (6):

(Ridge) | w1 |2 + | w2 |2< c,
(Lasso) | w1 | + | w2 |< c

(6)

where the first is the expression of a circle and the second is the expression of a
diamond. Considering the contour of the LLS error function (a contour are the
ensemble of points where the function has the same value), where the center
corresponds to the LLS solution (w that minimizes the error). The estimate of
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Ridge and Lasso is simply given by the points in which the contour lines hit
the diamond (Lasso) and circle (Ridge) regions. The fact is that the diamond
has corners while the circle has not. If the solution occurs in the corner, one
weight has a non zero value, while the other is not. In a feature space greater
than 2, the occurrence of the corner with the contour line of the LLS function
can happen more easily. This means that there is a greater possibility that
more parameters go to 0. From here, the feature selection. Figure 7 shows the
example with 2D feature space.
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ŵ .
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(a) Ridge constriant region
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w2

LLS error function contour

ŵ.

c
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(b) Lasso constraint region vector

Figure 7: Lasso and Ridge penalty function regions. The curves in red are the contours
of the LLS error function. Image from "The Elements of Statistical Learning"
[50].

The advantage to use liner regression is given by its simplicity. However, the
supposition about the linear relation between the regressand and regressors is
sometimes very harsh. Nevertheless, these algorithms are usually the first to be
applied in problems where the relation between the features and observation
is to be guessed.

3.2 regression trees
The Trees methods belong to the family of non-linear and non-parametric learn-
ing algorithms. One of the advantages to use Trees is the interpretability of their
results. They natively include the ’feature importance’ attribute that allows
defining which characteristic about the input data is relevant for the model.

There are many tree-based methods, differing for some decision rules. The
most famous ones are Classification And Regression Trees (CART) and C4.5. In
this context the focus is given to the CART method.
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Given a dataset of N observations and F inputs for each observation, the re-
gression trees work in a manner that the feature space is iteratively divided
into multiple regions and for each region, a constant value is assigned. At the
end of the building phase, the constant value for each region corresponds to
the prediction for an observation given its inputs X. More in detail, imagining
to have some observations and a feature space of 2 inputs x1 and x2 such that
xiεI, where I indicates a finite fixed input dimension. First, the feature space is
split into two regions R1 and R2 and constant value is assigned to each region
to model the response y. The splitting rule is based on finding first the split
feature j and then the splitting point s to achieve the best fit. The splitting
process is repeated for each region and subregions until some stop condition is
met. This method is called recursive binary splitting. In the end, there will be a
number M of regions and for each of them, a constant value cm is assigned for
the response variable y such that:

f (x) =
M

∑
m=1

cm I(x ε Rm) (7)

Where f (x) in eq. (7) represents the modelled continuous response variable
*, as a constant cm for each region Rm. The best cm is found as the average of yi
in region Rm eq. (8):

ĉm = avg(yi | xiεRm) (8)

For each split i a region Ri is split in Ri1 and Ri2 given a splitting feature f
and a splitting point t; the half-planes Ri1 and Ri2 are defined as:

Ri1( f , t) = {X | X f < t} and Ri2( f , t) = {X | X f > t} (9)

Where X represents the entire features space and X f represents the feature f of
the feature space X.
That said, the feature f for the splitting and its threshold point t are found
solving the greedy optimization eq. (10)

min
f ,t

[min
ci1

∑
xiεRi1( f ,t)

(yi − ci1)
2 + min

ci2
∑

xiεRi2( f ,t)
(yi − ci2)

2] (10)

Where the inner minimizations are solved by using eq. (8) for both regions:

ˆci1 = avg(yi | xi ε Ri1) and ˆci2 = avg(yi | xi ε Ri2) (11)

So intuitively, the CART algorithm the splits are chosen to minimize the resid-
ual sum of squares between the observation and the mean in each region. By
repeating this procedure for all the subregions, the final tree is built.

* Recall that for regression problems the response variable is continuous and thus can be mod-
elled as a continuous function, in fact, differently that classification problems, regressions’ can
take whichever value.
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At the end of the procedure, the algorithm outputs also the feature importance
which is a weighted sum over the features that takes in consideration how
many time a feature was selected for the best split, being the one that brings
more information for the regression.

The greatest problem with regression trees is their instability due to the high
variance. In fact, even a small change in the dataset can be reflected in a com-
pletely different tree at the end of the learning process. This is mainly expli-
cable with the fact that an error at the top has an impact on the entire tree
construction. In order to reduce variance and not sacrificing the use of trees,
the ensemble learning can be used [50].
Ensemble method refers to a procedure in which instead of relying on one single
model, a bunch of models is trained, so that, if the first reached a weak perfor-
mance, the predictive performance of the ensemble is much more strengthened.
Ensemble learning is defined homogeneous if the base model is the same, or het-
erogeneous if the models composing the ensemble are different. Moreover, two
types of ensemble learning exist: sequential ensemble and parallel ensemble.
When using the former, one model in the ensemble is trained at time and be-
comes the starting point of the next model, this exploits the dependence of the
base models; when using the latter instead, many models are trained at the
same time, this exploits the independence of the base models [23].
Bagging is an example of ensemble learning. It is used for decreasing the vari-
ance of a model. Bagging (bootstrap aggregation) is based on bootstrapping,
which refers to a statistical technique for the resampling of the data to train
with. With bagging, starting from a dataset, many subsets are created and a
model for each of them is trained. These subsets are also called bootstrap sam-
ples. Once the bootstrap models are trained, the outputs of the base learners’
models are averaged. This technique is mostly used for unstable models, such
as decision trees. Examples of bagging model are Random Forest and Extra
trees.

Random Forest works as follow: many bootstrap samples are retrieved from
the original dataset and for each of them a decision tree is trained. The boot-
strap samples are built by randomly choosing a subset of features. The final
prediction is drawn from the average of the outputs of all trees. It is called
Random forest because a set of random trees is built.

Extra Trees (or Extreme Random Forest) operates in a similar way as the
random forest, but it adds more randomness: the splitting threshold for all the
features is picked randomly instead of being searched to minimize the node
(region) impurity †. This is why it is called extreme random forest (extremely
randomized forest).
The randomness introduced with this algorithm reduces variance. Extra Trees
that bring even more randomness with respect to Random Forest, in fact, presents
usually less variance, and both are much better than a single decision tree.

† The impurity measures the heterogeneity of the labels
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3.3 gaussian process regression
‡ The Gaussian Process Regression (GPR) is a non-parametric Bayesian approach
algorithm, hence, the regression output is not a numerical value but a probabil-
ity distribution of all possible values.
By applying the Bayes approach to the linear regression problem, the param-
eter w is not estimated as a numeric value but as a probability distribution of
the possible values. This is done through the Baye’s rule eq. (12):

p(w | y, X) =
p(y | X, w)p(w)

p(y | X)
, (12)

Where p(w | y, X) is the posterior probability of parameter w given the ob-
servation y and inputs X, p(w) is the prior distribution of w, that express the
belief of data before observing them, p(y | X, w) is the likelihood probability
deducted from the dataset and p(y | X) is the marginal likelihood.
In the case of GPR the prior distribution over the parameters w is 0 mean and
covariance matrix Σp eq. (13):

w ∼ N
(
0, Σp

)
, (13)

The posterior distribution is then used to predict the distribution of new
unknown given new input x∗ eq. (14):

p ( f∗ | x∗, X, y) =
∫

p ( f∗ | x∗, w) p(w | X, y)dw (14)

Where ( f ∗ represents the predicted distribution given the new input x∗, the
old input (training data) X and the target vector y.
The predictive distribution is again Gaussian with a mean given by the poste-
rior mean of weight multiplied by test input, while the variance is a quadratic
form of the test input with the posterior covariance matrix; this leads to infer
that the predictive uncertainties grow with the magnitude of the test input.
This is the idea behind the Bayesian approach. In the case of GPR, the only
thing to do is specify the prior distribution of the data, which is assumed to be
Gaussian. Since a Gaussian process f (x) is completely described by its mean
m(x) and covariance k(x, x′) described, it can be written as the following:

f (x) ∼ GP
(
m(x), k

(
x, x′

))
(15)

where, the mean and the covariance are defined as:

m(x) = E[ f (x)]
k
(
x, x′

)
= E

[
( f (x)−m(x))

(
f
(
x′
)
−m

(
x′
))] (16)

‡ Most of the equations are from [51] and [34]
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The covariance function is also called kernel. It specifies the covariance be-
tween pairs of random variables:

cov
(

f
(
xp
)

, f
(
xq
))

= k
(
xp, xq

)
(17)

The covariance function of the outputs is evaluated between the inputs data.
In the case of regression, the covariance function of the training target data is
evaluated as a function of training features data.
Many covariance functions exist and one has to select the most appropriate one
for the data that is handling.
A general covariance function can be expressed as the following (eq. (18)):

K
(
x, x′; θ

)
= θ1 exp

[
−1

2

I

∑
i=1

(
xi − x′i

)2

l2
i

]
+ θ2 (18)

the term θ1 indicates the elongation of the function along the vertical axis; the
term θ2 indicates the offset of the function from the 0; the term li is the length-
scale and indicates how much the function y, which is the expected value of
the target variable, is fluctuating along with the space of feature xi. It indicates
the relative sensitivity of the model to change when the feature value changes.
Low fluctuations (large values of li) means that y does not change much for
high variation of xi, hence, the feature xi is irrelevant for the model. On the
contrary, frequent fluctuation (low values of li) means that the y is particularly
affected by the changing value of xi [34].

The kernel functions can be distinguished in stationary kernel and non-
stationary kernel. The former assumes that the function depends only on the
distance of data and not on their absolute value. It can furthermore be di-
vided between isotropic, where data are also invariant to rotation in the input
space, and anisotropic kernel. When the kernel is isotropic, all the features are
assumed to be as well relevant in the model fitting, and the lengthscale in the
covariance function is a scalar. Instead, when the kernel is anisotropic, the term
lengthscale in the covariance function is a vector whose length is equal to the
number of features. This allows the model to look at the lengthscale of each
feature with respect to the expected outcome of y. By imposing an anisotropic
kernel, the Automatic Relevance Determination (Automatic Relevance Determi-
nation (ARD)) is applied, and this allows to analyze, after training, the feature
relevance.
In the context of this thesis, the covariance function exploited is the RBF (Radial
Basis Function, also known as ’squared-exponential’ or ’Gaussian’ kernel), and
the Matérn kernel because they resulted to be the best fitting ones. The RBF is
defined as (eq. (19) from [46]):

K
(
x, x′

)
= exp

(
−‖x− x′‖2

2l2

)
(19)

Note that the numerator of the exponential is the Euclidean distance of the
two variables x′ and x. This kernel is infinitely differentiable, which implies
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that Gaussian processes with this kernel as a covariance function are very
smooth.

The Matérn kernel is defined as (eq. (20) from [45]):

k
(
xi, xj

)
=

1
Γ(ν)2ν−1

(√
2ν

l
∥∥x− x′

∥∥2

)ν

Kν

(√
2ν

l
∥∥x− x′

∥∥2

)
(20)

The Matérn kernel is a generalization of the RBF. The parameter ν regulates
the smoothness of the covariance function: the higher the value, the smoother
the function. For a very large value of ν (ν → ∞), the Matérn kernel is equiv-
alent to the RBF kernel. ν = 1.5 and ν = 2.5 are two important values that
indicate that the function is (respectively) once or twice differentiable.
The function Γ(·) is the gamma function and Kν(·) is a modified Bessel func-
tion.
The GPR is an extremely powerful machine learning tool which only requires
the specification of the covariance function. Another advantage is that differ-
ent than other algorithms, it provides itsown measurement uncertainty on the
predictions.



4 R E S U LT S

This chapter reports the results obtained with the supervised learning algo-
rithms introduced in the previous chapter (chapter 3). The regressions tech-
niques are applied twice: for provinces and regions. The datasets used in the
two cases are different due to the unavailability of some data; hence most of
the features are not the same in the two geographical levels.
Details about the features composing the datasets are given in the proper sec-
tions (section 4.1 reporting regions results and section 4.2 wiring provinces
results), where also the data sources are given.
Sci-kit learn library [44] available for python, is the tool exploited for the imple-
mentation of the regression methods. Before applying the regression, the data
have been pre-processed. First thing, the dataset was cleaned by dropping all
the non-valid entries (such as missing data). The entire dataset (hence both
the data used for training and testing) then was standardized so that all the
features values had a 0 mean and standard deviation of 1. This technique pre-
vents errors in the prediction of features belonging to different lengthscale. For
instance, by standardizing, the features that take large value -e.g. the number
of people living in a city- are not taken as more important than features that
instead have lower values - e.g. the mean age of a population. Standardization
of features allows also to compare the results of different algorithms, in terms
of feature importance. In the end, the dataset was shuffled.
After this procedure, the dataset was divided into training and test set. The
training set was in any case chosen to be 70% of the total. Since the data was
shuffled, the training and test sets contain both recent and less recent observa-
tions.
The results concerning the regions are presented in section 4.1 while those re-
lated to province level are presented in section 4.2.
Results include a true vs predicted scatter plot, in which, other than the scatter
points, two lines are present: one is the perfect prediction line (bisector of the
Cartesian plane) and the other is the best fit line. The latter is a regression line
drawn starting from the scatter plot. It is obtained by exploiting the numpy
library; in a few words it is obtained by evaluating the slope and the intercept of
a line that minimizes the OLS (Ordinary Least Squares) error of all the points.
Once the slope m and the intercept b are found, the best fit line is simply de-
rived as: y = m ∗ x + b. The closer the best fit line is to the perfect prediction
line, the better the regression. Flanked to this regression figure, there is another
one concerning the feature importance (ensemble trees) or the weighted vector
(linear regression) or feature relevance (GPR), depending on the algorithm.
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Furthermore, in order to compare different algorithms RMSE (Root Mean
Squared error) , coefficient of determination also known as r-squared (r2) and
error variance are chosen as evaluation metrics.

• RMSE Root Mean Squared Error is defined as:

RMSE =

√√√√ N

∑
i=1

(ŷi − yi)
2

N

where ŷ is the predicted value, y is the true value and N is the number of
samples. Since the RMSE indicates the error in the prediction, the less is
its value the better the model.

• Variance: defined as the average of the squared deviations from the mean,

var = σ2 =
∑N

i=1 (ŷi − µ)2

N

where µ is the mean of the predicted values. The variance indicates how
much the model predictions are spread far from the mean value. The
lower the value, the more precise the estimation. A high value of variance
is associated with overfitting problems, especially if the models show also
low biases.

• r2 is defined as:

r2 ≡ 1− SSres

SStot
= 1− Σ(y− ŷ)2

Σ(y− ȳ)2

where SStot indicates the total sum of squares, which is proportional to
the variance of the data, and SSres is the square of residual (error in pre-
diction). Moreover, y represents the true value of the target, ŷ is the
predicted value, ȳ is the mean value among the true values. The metric
r2 can be thought of as a metric that tells about how good a model fits
the data. The highest value is 1 and is obtained when there is no residual,
hence the model perfectly fits the data. Instead, values of r2 outside the
range [0, 1] can occur when the model fits the data worse than a horizontal
hyperplane [10].

Finally, at the end of the regression of a specific target, there is an analysis of
the most important features among the different algorithms. For this purpose,
an image (for each target) is used: this illustrates, as a percentage, how many
times a feature appears to be among the most important ones (among the first
four) output by the regression methods. Additional information is given in
specific sections.
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4.1 results - regional level

4.1.1 Data acquisition

The data related to regions can be categorized in three groups: Civil protection
data, region characteristics and health-sanity data.
Civil protection is a department of Presidenza del Consiglio dei Ministri, that oper-
ates with regions and autonomous provinces to coordinate national resources
in order to guarantee assistance in case of severe emergencies [40]. This depart-
ment in collaboration with regions and autonomous provinces, collects data
about the Italian situation of COVID-19 cases and provides it through a public
Github repository ([27]), updated every day. The data of interest include the
following information (table 1):

Feature name Name meaning
deaths cumulative number of deaths
tot cases cumulative number of positive cases
new positive tot cases current day - tot cases previous day

Table 1: Civil protection data for regions

Data related to region characteristics are wide and include those listed in
table 2:

Feature name Name meaning Data source
mobility car traffic [20], [11]
n ani farm total number of animals farmed [29]
n inhab number of inhabitants [41]

pop density
population density

(inhabitants divided per squared kilometer)
[38]

income average per-capita income [12]

nurs home
total number of available beds in
residential house for old people

[32]

S.A.R. number of Serious Accident Risk (industries) [35]
mean age mean age [13]
old index index of oldness [13]

Table 2: Region characteristics data.

Where the oldness index is defined as

population over 65

population under 14

∗ 100
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Going more in-depth about mobility, it has to be clear that the data are re-
trieved in this way: during the lockdown phase, Google companies made avail-
able daily data on a certain period, [11]) related to the mobility trend. In partic-
ular, the big company collected data about daily traffic aggregated per region
by exploiting its users. What is available on the site is not the correct traffic
number measure, but the difference in percentage with respect to a baseline,
which is assumed to be the amount of traffic held the January 13th 2020. The
data are in a tabular form whose most relevant headers are: ’regions’, ’date’
and ’percentage change from baseline’.
The date, at the moment of the download, went from February 15th to April
17th. On the other hand, data from the GitHub repository starts from Febru-
ary 26th and is updated every day. For this reason, the data that make up the
dataset is from February 26th to April 17th.
Since Google did not provide the baseline of the traffic quantity, another solu-
tion was adopted. Azienda Nazionale Autonoma delle Strade (ANAS) website
([20]) makes available data on mobility utilizing the mean number of cars that
cross a road in a day; the period of observation is the year 2018. ANAS pro-
vides the mobility information for the streets and highway that it holds, city by
city. At the region level, the values of the mobility of the cities belonging to the
specific region have been aggregated by sum. In this way, ANAS mobility data
are considered the baseline to which the Google mobility trend refers to, and
so, Google data are handled so that they are not a percentage variation but a
number; in other words:

mobilityday i = google mobility ∗ baseline(%), baseline = ANAS mobility (21)

Data about health and sanitation are included in table 3:

Feature name Name meaning Data source
obese, underweight
normal, overweight

percentage of people with
a certain body constitution

[30]

health workers
number of health workers

(medical staff)
[48]

nurses number of nurses [48]
doctors number of doctors [48]

Table 3: Health and sanitation industry in regions.
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Figure 8: Correlation heatmap among data from table 1, table 2 and table 3.

Figure 8 illustrates correlation among features belonging to table 1 , table 2

and table 3 . As it can be seen, there are features highly correlates such as
’number of inhabitants’ with ’number of doctors’ and ’nurses’, and generally
among ’nurses’, ’doctors’ and ’health workers’.
Among all features composing the dataset, there are time-variant and invariant
ones. The time-invariant ones are related to health and to region characteristics
except for mobility, which, together with civil protection data, constitute the
time-variant part of the dataset. Finally, the dataset is made up of 21 regions *
54 days = 1134 entries

4.1.2 How the results are presented

In the following, there are several sections. Each of them describes the results
of the regressions for different target variables. Those are deaths, total cases
and new positive. When analysing the features explaining the deaths, the total
cases and the variation of new positive are dropped from the dataset. On the
other hand, when regressed the total cases, the deaths and the new positive
cases are dropped; the same is done when regressing the new positive, where
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this time, the total cases and the deaths are dropped from the dataset. The
reason is clear: the three data are highly correlated so the performance of te
algorithms would be overrated, and the most important features would be the
number of cases rather than the territorial ones.
Results regarding the features explaining the deaths are shown in section 4.1.3.
Instead, the results for positive cases are presented in section 4.1.4.1 for tot cases
and section 4.1.4.3 for new positive cases.

In each section, there are 3 paragraphs: one dedicated to the random for-
est (RF) and Extra trees (ET), one for linear regressions and one for Gaussian
process regression (GPR).
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4.1.3 Regressand: number of deaths

In this section the aim is to analyze the features that explain the deaths in the
regions.

ensemble trees Results are shown in fig. 9.
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(c) Random Forest regression: r2: 0.78
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Figure 9: Ensemble methods regression of deaths

The most important feature is the mobility followed by number of inhabi-
tants and nursing homes for ET and RF, number of animals in the farms. The
regression figures (fig. 9a and fig. 9c) are very similar and in fact, the r2 of the
regressions are close too, reaching 0.76 (and ET) and 0.78 (RF).
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linear regression Results are shown in fig. 10.

0 2000 4000 6000 8000 10000 12000
True values

0

2000

4000

6000

8000

10000

12000

Pr
ed

ict
ed

 v
al

ue
s

r2: 0.46

LLS regression - target: deaths
perfect prediction
best fit line

(a) LLS regression r2:0.47

0.6 0.4 0.2 0.0 0.2 0.4 0.6 0.8
mobility

n_anim_farm
n_inhab

pop_density
income

obese
normal

underweigth
overweigth

S.A.R.
old_index

mean_age
health_workers

nurses
doctors

nurs_home

fe
at

ur
e

Regression vector - LLS regression

weights

(b) LLS regression weigth vector
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(c) Lasso regression r2: 0.44
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(d) Lasso regression weigth vector

0 2000 4000 6000 8000 10000 12000
True values

0

2000

4000

6000

8000

10000

12000

Pr
ed

ict
ed

 v
al

ue
s

r2: 0.46

Ridge regression - target: deaths
perfect prediction
best fit line

(e) Ridge regression r2: 0.46

0.4 0.2 0.0 0.2 0.4
mobility

n_anim_farm
n_inhab

pop_density
income

obese
normal

underweigth
overweigth

S.A.R.
old_index

mean_age
health_workers

nurses
doctors

nurs_home

fe
at

ur
e

Regression vector - Ridge regression

weights

(f ) Ridge regression weigth vector

Figure 10: Linear regression of deaths in regions

R2 associated with linear regressions with dataset decreases a lot, reaching
about 0.47, and the regressions are not so good in the end. It is worth notic-
ing that the most weighted features are the same among the three algorithms:
nursing homes, doctors and nurses, even if the signs assigned to the weights
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are different. This could be explained with the high correlation among the
features.

gpr The kernel used is the RBF, while the constant kernel is 10
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Figure 11: Gaussian process regression of deaths in regions

Parameter r2 is equal to 0.60 and hence is not high. From the feature rele-
vance, it appears that the only feature counting for the model is mobility. Note
that many points are always predicted close to 0. The predicted value is about
300 and corresponds to the mean value of the deaths in the dataset. The error
bar instead represents the standard deviation of the deaths column . So in the
end, for those points, the method predicts only the mean value of the dataset.

4.1.3.1 Conclusions on deaths regression

To give a measure of the most important features this procedure was followed:
the feature was counted in each algorithm only if it was among the first four
most relevant. The number of times that a feature was counted was then di-
vided by the number of algorithms and multiplied for 100, to have a percent-
age measure. Since linear regression algorithms gave the same results in terms
of feature relevance, only one of them is considered in the calculation (more
specifically, Lasso is chosen). Hence, the total number of algorithms is four
(GPR, Random Forest, Extra trees and Lasso).
Findings of this analysis are shown in fig. 12, which illustrates that more than
70% of times there are ’nursing homes’ and ’mobility’ among the most impor-
tant ones, followed by ’doctors’ and ’number of inhabitants’ (50% of times),
and in the end (25% of times) there are ’health workers’, ’S.A.R.’ and ’nurses’.
The best performing algorithms are the ensemble methods, in order Random
Forest (r2=0.78) and Extra Trees (r2=0.76). The two methods in fact show the
lowest error in terms of RMSE and variance (fig. 13).
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Figure 12: Feature relevance among 4 different algorithms for the regression of deaths
in regions.
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Figure 13: Performance indicators for each algorithm when regressing deaths in re-
gions. The values of RMSE and error variance are obtained with standard-
ized data.

Note that the values about error variance and RMSE are obtained with nor-
malized data.
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4.1.4 Regressand:number of positive cases

The analysis is repeated with the positive cases of COVID-19 as the target vari-
able. Two sections are present, one concerning the study of the cumulative
number of positive cases (section 4.1.4.1), and one section concerning the re-
gression of the daily variation of positive cases (section 4.1.4.3). Note that
within these analysis, the used datasets are the same used to regress the deaths
in section 4.1.3, they just differs from the target variable.

4.1.4.1 Regressand: total cases

In this section, the regressor variable is the total cases. Recall that this variable
indicates the cumulative number of infected people, including the ones that
healed from the illness, the deaths and the current positive.

ensemble trees Results are reported in fig. 14.
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(b) Extra Trees feature importance
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(c) Random Forest regression r2: 0.83
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Figure 14: Ensemble methods regression of ’total cases.
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The regression is not bad, reaching an r2 of 0.82 (ET) and 0.83 (RF). The most
important features are the mobility, the nursing homes, the number of animals
in farms and inhabitants.

gaussian process regression Result of the regression is shown in the
following fig. 15
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(a) GPR r2: 0.62
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Figure 15: GPR regression of ’total cases’

The resulting regression shows an r2 of 0.62 and the only relevant feature is
the mobility.

linear regression Results are shown in fig. 16
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(a) LLS regression r2: 0.54
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(b) LLS regression weight vector
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(c) Lasso regression r2: 0.52
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(d) Lasso regression weight vector
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(e) Ridge regression r2: 0.54
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Figure 16: Linear regressions of total cases in regions.

The linear regression methods do not work excitingly, presenting an r2 metric
of 0.54 (LLS and Ridge) and 0.52 (Lasso). Again, the largest weighted features
are nursing homes, doctors and nurses.
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4.1.4.2 Conclusions on total cases regression

Also in this case the best performing algorithms are the ensemble methods. It
is worth mentioning that for both ensemble methods and linear regression, the
most relevant features (and the highest weighted in linear regression) are the
same obtained with the regression of deaths (section 4.1.3): mobility, nursing
homes, number of animals per farm for ensemble methods and nursing homes,
doctors, nurses and health workers for linear regression.
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Figure 17: Performance indicators for each algorithm for the regression of total cases
in regions. The values of RMSE and error variance are obtained with stan-
dardized data.

Figure 17 that reports the performance indicators of all the algorithms, il-
lustrates that ensemble methods do have the highest r2 value and the lowest
RMSE and error variance; in second place in terms of r2 and RMSE is GPR
which however reports the highest error variance.
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Figure 18: Feature relevance among 4 different algorithms for the regression of total
cases in regions.

Again, linear regression algorithms output the same ordered features rele-
vance, so the results of only one of the three methods (LLS, Lasso and ridge)
is considered in the calculation. Figure 18 shows that ’nursing homes’ and
’mobility’ have been the most important more than the 70% of the cases (three
times out of four), at the second place there is ’nurses’ (50% of times), followed
by ’doctors’, ’health workers’, number of animals farm, ’S.A.R.’ and ’number
of inhabitants’. Note that the results are similar to fig. 12.
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4.1.4.3 Regressand: new positive cases

This section covers the regressions results when regressing new positive cases
target. Also in this case the dataset used is table 2. The new positive cases target
is actually the daily variation of the total cases previously regressed. The aim is
to understand if the relevant features change in the two cases.

ensemble trees In fig. 19 the results about ensemble methods are pre-
sented.
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(c) Random Forest regression r2: 0.77
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Figure 19: Ensemble methods regressions of new positive cases in regions

Regressing the ’new positive cases’ gives a worse performance concerning
the ’total cases’ in terms of r2 metric reaching 0.75 (ET) and 0.77 (RF). The most
important features are again the mobility, the number of inhabitants, the S.A.R.,
the number of animals in farms and nursing homes.
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linear regression Results of linear regressions are reported in fig. 20
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(c) Lasso regression r2: 0.69
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Figure 20: Linear regressions of new positive cases in regions

For linear regression, the results are better than the linear regression applied
to the ’total cases’ (section 4.1.4.1), increasing the accuracy r2 of about 0.2 points.
The most weighted features are the usual ones: nursing homes, doctors, nurses.
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gaussian process regression Gaussian process regression is shown in
fig. 21
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Figure 21: Gaussian process regression of new positive cases in regions

The regression shows that r2 is 0.59. Again, the algorithm could not regress
many points, and these are the ones horizontally aligned close to the 0.

4.1.4.4 Conclusions on new positive cases regression
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Figure 22: Performance indicators for each algorithm for the regression of new positive
cases. The values of RMSE and error variance are obtained with standard-
ized data.

Figure 22 illustrate that the best algorithms are the ensemble methods in terms
of all the three performance indicators (RMSE, error variance and r2). Very
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similar outcomes are given by the linear regressions algorithms. GPR instead
is the one with the highest RMSE and error variance and lowest r2, resulting to
be the worst method.

The results are similar to fig. 12 (illustrating the features relevance for deaths
regression) and fig. 18 (illustrating the features relevance for total cases regres-
sion)
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Figure 23: Feature relevance among 4 different algorithms for the regression of new
positive cases in regions.

Concerning features importance, again, only one linear regression method
results are considered, since the three algorithms gave the same outcome. Fig-
ure 23 illustrates that three times out of four (more than 70%) nursing homes
has been among the most important features, followed by S.A.R., mobility in-
habitants the 50% of times. Features like ’doctors’, ’health workers’ and ’nurses’
have been among the most important only one time out of four, corresponding
to the linear regression that, as already seen, always elect them as the most
weighted features.
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4.2 results - provincial level
This section reports the results of the relevance of the virus diffusion in the
provinces, in terms of total cases and new positive cases, corresponding in the
daily variation of Covid-19 cases.

4.2.1 Data acquisition

The dataset includes different features with respect to the region level dataset.
This is manly due to the difficulty in retrieving and finding some of them.
The features can be divided in demographic information (table 4), weather
information (table 5)and province characteristic (table 6):

Feature name Name meaning
mean age mean age
n inhab number of inhabitants
pop density population density
old index oldness index

Table 4: Demographic features for provinces from [4]

All the demographic information are from ADMINSTAT Italia ([4]).

Feature name Name meaning
min T min temperature
max T max temperature
rain rain in millilitres
cloud percentage of NOT covered sky
wind wind in km

h

Table 5: Weather features for provinces from the site [36]

The weather information was retrieved from the site [36]. The research for
each city was done manually because the site did not provide a suitable way to
search for all the Italian cities at once. It must be said that the meteorological
information provided by the site are not observed data: they come from the
estimation given 10 years of historical observations.
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Feature name Name meaning Data source
n ani farm total number of animals in all the farms ISTAT [29]
income average per-capita income [12]
pub transp per capita usage of public transportation ISTAT [31]
airport flow number of people in the airports [7]
S.A.R. Serious Accident Risk industries [35]
com industry commerce indusry (wholesale, retail trade) ISTAT [43]
accom rest number of accommodations and restaurants ISTAT [43]
nurs home number of sanity and social assistance services ISTAT [43]

Table 6: Province characteristics

Concerning the airport flow, the site of ASSAEROPORTI was consulted. The
data are related to the flights of January 2019. However, since the lockdown
limited also the airway traffic, the data of [7] are assumed to be the baseline
of common airway traffic and the dataset, in the different dates, is handled in
such a way to reflect the Italian situation.
For this purpose, the Ente Nazionale per l’Aviazione Civile (ENAC) website
was consulted too [22]. In this website, the organization notifies the changes
and limitations of airflow required by the d.p.c.m. (Decreto del Presidente del
Consiglio dei Ministri, i.e. an ordinance by the prime minister). On 11 March
ENAC informs of the closure of all Italian airports from 14th March onwards,
hence from that date the entire civil airport flow was stopped. Among the
flights still feasible there are those for emergencies such as governmental flights
or organ transfer. For this reason, from 14th March onwards the airport flow is
assumed to be close to 0 until April 11th, which is the latest date of the dataset.

Feature name Name meaning Data source
positive cumulative number of infected people [26]

Table 7: Civil protection data for provinces

For the provinces, the civil protection, through the same Github repository
exploited for region data, only provides data about the number of total positive
people (table 7).
In this context, both the ’total positive’ and the ’new positive cases’ are re-
gressed. The latter is not directly provided from the civil protection source but
can be obtained by subtracting the total positive of the previous day to the total
positive of the current day.

The dataset is hence formed by a set of features that are time-invariant and
some that are time-variant. The latter is related to the number of infected peo-
ple, the usage of public transportation, the airport flow and meteorological
information. All the others are time-invariant.
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Differently than the case of the regional level, the observation time in which
the time-variant data are observed is limited to four single dates, and they are:
16/02, 11/03, 21/03, 31/03 and 11/04. The reason is that to observe an event,
time-variant features are needed, and for the provincial level these are scarce.
In fact, data about airport flow are given not daily based, but aggregated by
months. Instead, the meteorological information, which is the only feature
that could be taken on different days, could not be retrieved once for all the
provinces, but the process of collecting data was done manually. To have a
longer dataset, more days of observation were needed; however, because of the
unfeasibility to manually grow the dataset, only four dates were chosen.
The final dataset is composed of all the Italian provinces (107) analyzed in 6

different days; however, for 4 provinces some data is missing, hence the total
records of the dataset is 103*6= 618.
The dataset is analyzed with regression algorithms. The objective is twofold:
estimate the new positive cases and the estimation of cumulative positive cases.
Since, as already specified, the latter is calculated by subtracting the total pos-
itive of an old date to the total positive of the newest date, the time passing
between one day and the next almost corresponds to the incubation period of
the virus, that results to be about 10-14 days.

Finally, fig. 24 reports correlation coefficients among features composing the
province dataset. As can be seen, there is a particularly high correlation among
’nursing homes’, ’accommodation restaurants’ and ’commerce industries’.

4.2.2 How results are presented

The results are shown similarly to region results (section 4.1.2): there are two
sections, one reporting results for the new positive cases (section 4.2.3) and one
for the total positive (section 4.2.4); each section reports results with the 3 main
groups of algorithms (Linear regression, ensemble trees, GPR). At the end of
each section there is a small part of conclusion in which the results of the three
groups of algorithms are compared.
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Figure 24: Correlation heatmap for province dataset including all the features (table 4,
table 5, table 6 and table 7)
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4.2.3 Regressand: new positive cases

This section will cover the regressions results obtained when regressing the
new positive cases.

linear regression Linear regression results are reported in section 4.2.3
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Figure 25: Linear regression of new positive cases in provinces
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The weight vectors of the three linear methods are similar, in fact, the order
(decreasing module of weights) in which the features are, is the same. The
largest weighted features are accommodation and restaurants, commerce in-
dustry, nursing homes and airport flow. The r2 of the regressions are very
close: 0.57 for LLS, 0.58 for Ridge and 0.59 for Lasso.

ensemble trees Results are in section 4.2.3.
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Figure 26: Regression of new positive cases with Trees in provinces.

The regressions obtained with the ensemble methods are very good and the
r2 scores are very high. The best one is however the Extra Trees with r2=0.92.
The most important features are S.A.R. for ET and RF followed by inhabitants
and income.

gaussian process regression The kernel used with this dataset is the
Matérn kernel with ν = 2.5. Other types of kernel did not give acceptable
regression results. The GPR regression is reported in fig. 27:
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Figure 27: GPR with Matérn kernel of new positive cases

The regression is very good, reaching an r2 score of 0.86. The most relevant
features are: number of inhabitants, rain, S.A.R., min temperature, number of
animals, income.

4.2.3.1 Conclusions on new positive cases regression
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Figure 28: Performance indicators for each algorithm for the regression of new positive
cases in provinces. The values of RMSE and error variance are obtained
with standardized data.

Considering fig. 28, it shows that the lowest RMSE and error variance is given
by Extra Trees which also shows the highest value of r2; afterwards there is
GPR followed by Random Forest.
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Regarding the most relevant features, the algorithms considered in this anal-
ysis are again four (GPR, Random Forest, Extra trees and one for linear re-
gression) since all three linear regressions gave the same results. Figure 29

illustrates that the number of inhabitants and the number of S.A.R. have been
the most relevant ones 70% of the times (with three methods out of 4); soon
after comes the feature ’cloud’.
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Figure 29: Feature relevance among 4 different algorithms for the regression of new
positive cases in provinces.
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4.2.4 Regressand: total cases

This section reports the results about the regression of total cases of Covid-19.

trees Results with ensemble trees are reported in fig. 30
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(c) Random Forest
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Figure 30: Ensemble methods regressions of total cases in provinces.

The regressions are even better than before when regressing the ’new positive
cases’; the best one is still the Extra trees. The most important features are S.A.R.
for all of them, income for RF and rain for ET.

linear regression Results of linear regression are reported in fig. 31. Such
as the case of regions, also here the linear regressions show the same largest
weighted features, identical among them and identical to the ones that came
out when regressing the ’new positive cases’: accommodation restaurant, com-
merce industry, nursing homes and airport flow. Also in this case, they differ
from the signs. The r2 scores are not high, being 0.56 for LLS and Ridge and
0.57 for Lasso.



4.2 results - provincial level 54

0 2000 4000 6000 8000 10000 12000

2000

0

2000

4000

6000

8000

10000

12000

14000

r2: 0.56

Total positive - Linear regression
perfect prediction
best fit line

(a) LLS regression r2: 0.52

0.3 0.2 0.1 0.0 0.1 0.2 0.3 0.4
S.A.R.

n_inhab
income

pop_density
old_index

n_anim_farm
mean_age

T_min
T_max
cloud

rain
wind

public_transp
airport_flow
nurs_home

com_industry
accom_rest

fe
at

ur
e

Total positive - Linear regression vector
weights

(b) LLS regression weight vector
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(c) Lasso regression, r2: 0.54
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(d) Lasso regression weigth vector
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(e) Ridge regression, r2: 0.58
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Figure 31: Linear regression of total cases in provinces.
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gaussian process regression Result obtained with GPR is reported in
fig. 32. The kernel used is again Matérn with ν = 2.5.
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Figure 32: Gaussian process regression of total cases in provinces.

The regression with GP is very good reaching a high r2 score (0.97). The
most relevant features are similar to the ones obtained with new positive cases:
nursing homes, income, rain, animals, S.A.R., population density

4.2.4.1 Conclusions on total cases regression
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Figure 33: Performance indicators for each algorithm for the regression of total cases
in provinces. The values of RMSE and error variance are obtained with
standardized data.
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Figure 33 shows that the best algorithms are GPR and ensemble methods, that
report the lowest RMSE and error variance and the highest r2. The best efficient
algorithm among all is the GPR.

Also in this case, linear regression algorithms gave the same results in terms
of feature relevance, so again, only one of them is considered in the calculation.
Figure 34 illustrates the most frequently important features:
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Figure 34: Feature relevance among 4 different algorithms when regressing the total
cases in provinces.

The number of S.A.R., together with the number of animals (three times out
of four), immediately followed by the number of inhabitants and income, seem
to be the most important features.

It is interesting to notice that for both new positive cases and tot cases some
features such as ’wind’, ’mean age’, ’oldness index’, ’population density’ have
never been among the most four important features, despite the relevance that
people try to assign to them for the virus spread (as mentioned in chapter 2).



5 C O N C L U S I O N S

With the discovery of the novel COVID-19 disease which counted the first cases
of severe pneumonia during December in China, and with the fast spread all
over the globe, many scientists have worked hard trying to give a contribution
to the research in any field. Machine learning researchers, for instance, worked
in application fields from image diagnosis, to therapeutical research for drug,
to forecasting methods and so on.
Interesting studies include the investigation of the virus spread. In particular,
the fact that diffusion of the virus has been different worldwide led to think
that probably there are some characteristics bounded to the territory that could
influence the virus diffusion among the population.
In this regard, many scientists are considering climatic (presence of sun or
wind) and environmental conditions (such as pollution) as principal factors for
the diffusion of the virus.
Italian situation regarding COVID-19 disease represents an interesting case, be-
cause the virus spread differently also within the Italian soil, distinguishing
itself in the three main areas of North, Center and South. Such disparity in-
cludes both the number of contagious and the death rate.
This thesis has aimed to look deeper, at the regional level and the provincial
level, on the possible territorial characteristics, among a list of chosen ones, that
could have made the difference for the virus diffusion over the Italian territory
in terms of both number of infection and number of deaths.
For this scope, supervised machine learning algorithms were exploited. In par-
ticular, regression techniques were used.
To cope with this study, two datasets were built: one for provinces and one for
regions.
The features composing the two datasets are not the same. For instance, the
province dataset contains meteorological features (rain, percentage of not cov-
ered sky, temperature) but the regions dataset does not because it was not pos-
sible to retrieve this information; moreover, the regions dataset contains data
regarding the mobility that is not available for province level.
Features that appear in both datasets are data related to nursing homes, S.A.R.
(number of Serious Accident Risk industries), number of animals farmed and
demographic information such as mean age, oldness index, number of inhab-
itants, population density and income. On the other hand, some features that
were meant to be included such as the pollution, were not available through
open data.
News, researchers and personal hypothesis have been the sources for features
identification.

57
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For what concerns the timescale of the data, there is a difference between
provinces and regions too. At the regional level in fact, the dataset records
refer to 54 days (from February 26th to April 17th) due to the availability of
Google mobility patterns and the Github repository for COVID-19 cases data.
Provinces dataset instead only includes the meteorological data as time-variant
features and, being these manually collected for each of the 107 provinces, for
timing reasons, in the end, the collected data are related to 6 days spaced by
roughly 10 days.
The objective of the study was threefold in the case of regions and twofold
in the case of the provinces. For the former in fact, regression algorithms have
been applied to new positive cases, total cases and deaths; for the latter instead, the
regression algorithms have been applied for new positive cases and total cases.
Both linear and not linear algorithms were used for regression. The reason is
that the linear models are always an initial guess with unknown datasets; also,
they are simple and cheap from the computational point of view. However, lin-
ear models do not always capture the data patterns when data are too spread,
such as in this study. The non-linear models used are Bagging Trees (Random
Forest and Extra Trees) and Gaussian Process Regression, instead, the linear
ones include LLS (Linear Least Squares) and its variations Lasso and ridge re-
gression.
Once applied the regressions, the models have been compared with specific
performance indicators (RMSE, r2 and error variance).
All three methods (linear, Gaussian and bagging trees) output not only the re-
gression value but also the relevance that each feature has in the regression
itself. In this way in fact, it was possible to cross-check the most important fea-
tures among the different models, to reach conclusions about the virus spread,
which was the primary goal of the thesis.

• As regards the provinces, the results showed that linear models did not
prove to be sufficiently accurate, in fact for new positive cases the best per-
formant algorithms are the Extra trees and Random Forest, while when
regressing total cases with the same dataset, the best algorithm instead
is the GPR (even if the results among GPR and ensemble trees are very
close). Generally, GPR and the Bagging threes have higher accuracy when
regressing total cases instead of new positive cases, while for linear regres-
sion it is the contrary, losing some points of r2 score when regressing total
cases.

Concerning feature selection, the most important features are ’number of
inhabitants’, number of ’S.A.R.’ and ’cloud’ for the regression of new posi-
tive cases; while, features as ’S.A.R.’, ’number of farmed animals’, ’number
inhabitants’ and ’income’ are the most important for regressing total cases.

• As regards the regions the results showed that the regression of deaths,
new cases and total cases, the results showed that the most performant
algorithms are the bagging trees that report always the lowest error (in
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terms of RMSE and error variance) and higher r2 value.
Among the three targets regressed, the one regressed with the lowest er-
rors (RMSE and error variance) and higher r2 is new positive cases; the
highest error is obtained when the deaths are regressed.

Concerning feature selection, the most important features when regress-
ing the deaths are: ’nursing homes’ and ’mobility’; also total cases are
mostly explained by ’nursing homes’ and ’mobility’; when regressing
new positive cases the most important features are again ’nursing homes’,
’S.A.R.’, ’mobility’ and ’number of inhabitants’.

In the end, one can claim that the most recurrent features are ’S.A.R’, ’num-
ber of inhabitants’ and ’number of animals farmed’ for provinces, and ’nursing
homes’, ’mobility’ and ’S.A.R.’ for regions.
As already mentioned, at the province level the climatic conditions did not
prove to be correlated with the regression of positive cases. The fact that the
number of inhabitants is a good regressor for either the positive cases and the
deaths is quite obvious: the more the people, the more possible the contagious.
Moreover, the fact that ’mobility’ appears to be a good regressor too, goes along
with the Government directives followed during the lockdown, demonstrating
that the less the people move, the less the epidemic can grow.
The presence of ’S.A.R.’ and ’number of animals farmed’ among the most rel-
evant features for provinces instead is something that nobody ever mentioned.
The idea behind the choice of this feature, at the beginning of data collection,
was that these industries are the ones more correlated with air pollution and
since pollution data could not be collected, S.A.R. was included.
On the other hand, the presence of S.A.R. in the territory can increase the local
traffic, being a meeting place for many people. Hence, the correlation between
’S.A.R.’ and COVID-19 could be either the pollution and the aggregation factor.
In conclusion, it is important to highlight that the obtained results are relative
to the so called ’first wave’ of infection, regarding the disease cases held in the
period February-April (in Italy). Since the pandemic is still ongoing, and as
time goes by, the datasets built with new data (same features but considered in
different periods such as Summer or Autumn) could give other results both in
terms of regression accuracy and feature relevance.
Considering that, to have more appropriate results, it is advisable to wait until
the end of the pandemic, in view of having data related to different periods
and a different pandemic situation associated with it.

A future work that could be done is collecting data related to other countries
and applying the same methods to those data. Spain or France are countries as
well interesting as Italy: they observed the same virus diffusion diversification
among their territories. In this way, the arising results could be valuable to
enhance or undermine those obtained with this thesis.
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