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Chapter I – Introduction

The aim of this thesis is to provide a wide view of the Permanent Magnet Synchronous Motor (PMSM), from its basic principles to its applications, pointing the interest on the Field Oriented Control (FOC) scheme and proposing different digital control techniques. A Simulink model that takes into account the computing limitation of a real control device and of its hardware components, such as the 3-phase inverter, is designed and used in order to evaluate the dynamic response of the controllers developed. In order to have an example in terms of hardware parameters and limitations, it has been chosen to design the models taking as reference the TMDSHVMTRPFCKIT developer kit and the EMJ-04APB22 ESTUN Permanent Magnet Synchronous Motor (PMSM). In the first chapter the PMSM structure and its application are introduced. In the second one, it has been given a description of the theoretical concepts necessary to understand the mathematical equations behind the PMSM. As well, all the actors involved in the motor control are introduced. Furthermore, different control techniques are presented. In the third chapter, it is shown the Simulink implementation of the models developed and the design procedure followed to get each controller used. Finally in the conclusions chapter, the results obtained are briefly discussed, summarizing the advantages and disadvantages of the different techniques already explained in the previous chapters.

1.1 PMSM features and applications

Electrical motors are widely used nowadays in lots of different fields, from household appliance to industrial applications. Since different types of electrical motors exist, the right choice depends on the application usage and the budget available. It is possible to divide the electrical motors in two big families: the DC motors and the AC motors.

With respect to DC motors, the AC motors don’t need any use of commutating parts (brushes and slip rings) eliminating the related drawbacks such as maintenance, power losses, and arcing, generating heat and electromagnetic interference (EMI). DC motor were at the beginning more suitable for those application where motor speed needed
to be finely controlled, but the progress made in the control algorithm of AC motors united with the advantage of a lower inertia, greater robustness and power efficiency, is now making the use of AC motors much more popular.

AC motors can be further divided in asynchronous motors (also called Induction Motors, IM) and synchronous motors. IM are characterized by a stator alternated current that induces another current in the rotor winding, generating an interaction between the 2 magnetic field produced. The two magnetic fields run at slightly different frequency generating torque. Instead, in synchronous motors, the magnetic field of the rotor is either due to a permanent magnet or to an excitation coil and has constant direction in a reference frame fixed to the rotor. The rotor at steady state condition moves with a frequency synchronized with the one of the stator magnetic field [1].

The PMSM is a synchronous motor where the rotor flux is produced by a permanent magnet. This have several advantages with respect to the IM that, together with the decrease of the cost related to permanent magnets, have made this kind of motors the most popular nowadays.

PMSM are characterized by higher torque/inertia ratio and better dynamic response due to the presence of the permanent magnet instead of a winding at the rotor side that increases the flux density at the air gap. They are also more efficient and easier to cool down since the losses related to the rotor current are eliminated. Furthermore, their power/weight ratio is higher if compared to induction motors and the control strategy is easier to implement since there is no necessity of slip speed calculation. However, disadvantages of these motors are the variation of their property during time and at different temperature and the need of high resolution position sensors, power inverter and a microprocessor [2]. Another limitation is the excessive cost for high power applications, that is why their usage is usually limited to a few kilowatts.

All the previous feature highlighted makes these motors suitable for lots of applications, from high performance ones, such as robotics and aerospace actuators, to electric vehicles, spindle motion operations, wind generation and motion control
application related to lots of different fields such as papermaking, packaging, textiles, ceramic, glass and woodworking [3].

1.2 PMSM structure

The PMSM is made by two main components, the rotor and the stator. A 3-phase winding is sinusoidally distributed around the stator in order to get an equivalent number of coils that changes on the base of the angle $\theta$.

In a real machine it is impossible to achieve a perfect sinusoidal distribution due to the real dimension of coils and slots of the stator thus, only the first harmonic is considered to make a mathematical model:

$$N_{eq,a} = N_{eq} \sin(\theta)$$  \hspace{1cm} (1.1)

$N_{eq}$ can be computed considering the actual number of coils and a coefficient $K_d$ that depends on the number of slots and of poles P of the stator. This means that:

$$N_{eq} = K_d \frac{2}{\pi} N_1$$  \hspace{1cm} (1.2)

where $N_1$ is the actual number of coils of each phase winding.

Due to the almost sinusoidal distribution, the stator is able to generate a rotating field when its windings are fed with 3-phase current.

For what concerns the rotor, on the bases of the placement of the permanent magnets, different configuration exists. The \textit{surface-mounted topology} is characterized by magnets epoxy-glued or wedge-fixed to the rotor. Manufacture is really simple but the drawback is
that the mechanical strength of the rotor is limited by the one of the epoxy-glue, which can compromise high speed operations. The advantage is that, since the permeability of the permanent magnet is approximatively equal to the one of air, $L_q$ and $L_d$ inductances can be considered almost equal. For the surface-inset configuration the permanent magnets are placed in rotor slots making them more secured and producing a difference between $L_q$ and $L_d$ that generates what is called reluctance torque. The third type is the interior magnet topology (salient-pole PMSMs) that can be divided in interior-radial and interior-circumferential. In both, linear permanent magnets are buried inside the rotor improving the mechanical strength since the magnets can’t fly away during rotation. The first one is characterized by permanent magnets radially magnetized while in the second they are circumferentially magnetized. The advantage of the second option is that, due to the magnet distribution, the air-gap flux density is greater than the remanent magnetization of the permanent magnet itself (flux-focusing or flux-concentration). The drawback is that, to reduce the flux leakage at the inner end of the magnets, a nonmagnetic shaft or collar must be used, compromising the torsional stiffness of the shaft. The different options are shown in Figure 2 while Figure 1 shows the 3-D structure of the whole machine. [4]
2 Chapter II – Theoretical basic concepts

Before introducing the design of the model and the possible control solutions it is necessary to understand which are the basic concepts behind the PMSM control.

In the following chapter the essential background is described in detail in order to give the reader all the instruments to understand the model design and control implementation.

2.1 Rotating field generation

Considering the sinusoidal winding distribution described in (2.53) for 3 windings shifted by 120°:

\[ N_{eq_a} = N_{eq} \sin(\theta) \]  
\[ N_{eq_b} = N_{eq} \sin\left(\theta - \frac{2\pi}{3}\right) \]  
\[ N_{eq_c} = N_{eq} \sin\left(\theta + \frac{2\pi}{3}\right) \]

If the currents flowing in each winding are:

\[ I_a = I \sin(\omega_e t) \]  
\[ I_b = I \sin(\omega_e t - \frac{2\pi}{3}) \]  
\[ I_c = I \sin(\omega_e t + \frac{2\pi}{3}) \]

Remembering that:

\[ \sin(x) \sin(y) = \frac{1}{2} (\cos(x - y) - \cos(x + y)) \]

And considering the MMF produced by a single winding:

\[ MMF_a = N_{eq_a} I_a = N_{eq} I \sin(\theta) \sin(\omega_e t) \]
\[ = \frac{1}{2} N_{eq} I \left[ \cos(\theta - \omega_e t) - \cos(\theta + \omega_e t) \right] \]
It is possible to compute the total MMF:

\[
MMF_{tot} = \frac{1}{2} N_{eq} I \left[ \cos(\theta - \omega_e t) - \cos(\theta + \omega_e t) \right] \\
+ \frac{1}{2} N_{eq} I \left[ \cos \left( \theta - \frac{2\pi}{3} - \omega_e t + \frac{2\pi}{3} \right) - \cos \left( \theta - \frac{2\pi}{3} + \omega_e t - \frac{2\pi}{3} \right) \right] \\
+ \frac{1}{2} N_{eq} I \left[ \cos \left( \theta + \frac{2\pi}{3} - \omega_e t - \frac{2\pi}{3} \right) - \cos \left( \theta + \frac{2\pi}{3} + \omega_e t + \frac{2\pi}{3} \right) \right]
\]

\[
MMF_{tot} = \frac{3}{2} N_{eq} I \cos(\theta - \omega_e t)
\]  

(2.9)

Considering \( l_a \) the air gap length it is possible to compute the magnetic field:

\[
H_{tot} = \frac{MMF_{tot}}{l_a} = \frac{3}{2} \frac{N_{eq} I}{l_a} \cos(\theta - \omega_e t)
\]  

(2.10)

From equation (2.10)(2.53) it is possible to see that \( H \) is constant when \( \theta - \omega_e t \) is constant, making the derivative over time = 0:

\[
\omega_m = \omega_e
\]  

(2.11)

which means that the angular frequency of the \( H \) space vector is equal to the electrical angular frequency \( \omega_e \) of the 3-phase current flowing in the windings.

Relation (2.11) is true when the number of poles of the stator is 2, otherwise it is possible to demonstrate that:

\[
\omega_m = \frac{\omega_e}{p}
\]  

(2.12)

where \( p \) is the number of poles.

In a PMSM the number of poles of stator and rotor must be the same, the mechanical angular velocity of the rotor in steady state conditions is equal to the angular velocity of the magnetic field produced by the stator currents.
2.2 Space vector representation

Since the distribution of the stator windings is sinusoidal, it is possible to represent the phase quantities in space in the form of space vectors. Taking into account the phase shift between the windings sinusoidal distributions we can represent each phase quantity on 3 vectors shifted by 120° as in Figure 3 [5].

![Figure 3 – Space vector representation](image)

It is possible to consider each phase vector’s module changing over time with electrical frequency \( \omega_e \). Let’s consider for example (2.9), and compute the MMF at \( t = 0 \) and \( \theta = 0 \):  

\[
MMF_{tot, \theta = 0} = \frac{3}{2} N_{eq} I \cos(0) = \frac{3}{2} N_{eq} I 
\]  

(2.13)

Now the same result can be obtained considering (2.4), substituting \( t = 0 \):

\[
I_a = I \sin(0) = 0 \, A 
\]  

(2.14)

\[
I_b = I \sin\left(-\frac{2\pi}{3}\right) = -\frac{\sqrt{3}}{2} I 
\]

(2.15)

\[
I_c = I \sin\left(\frac{2\pi}{3}\right) = \frac{\sqrt{3}}{2} I 
\]

(2.16)

Considering the vectors \( I_a = I_a, \quad I_b = I_b e^{\frac{2}{3}j} \) and \( I_c = I_c e^{\frac{2}{3}j} \) summing their projection along an axis shifted from A of \( \theta \) (so coincident with A since \( \theta = 0 \ )):

\[
I_{\theta} = I_a - \frac{\sqrt{3}}{2} I_b + \frac{\sqrt{3}}{2} I_c = 0 + \frac{3}{4} I + \frac{3}{4} I = \frac{3}{2} I 
\]

(2.17)
Since the phase quantities have been introduced, now we can consider the number of turns constant and equal to $N_{eq}$ for each phase, thus:

$$MMF_{tot,0,t} = N_{eq}I_\theta = \frac{3}{2}N_{eq}I$$  \hspace{1cm} (2.18)

Which is the same result obtained in (2.13). In the next image they are shown the space vector resultant, abc components and the sinusoidal distribution to vary the angle $\theta$.

\[\text{Figure 4 - Space vector representation at time } t=0 \text{ (a) and at time } t=\frac{\pi}{\omega_e}\]
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2.3 Clark and Park transformations

In order to derive a mathematical model of the PMSM where the magnetic flux doesn’t depend on time-variant inductances, it is useful to apply to the 3-phase quantities two consecutive transformations. The first one is called Clark transform and is used to change from the reference system $ABC$ to the reference system $\alpha\beta0$, fixed to the stator with 3 orthogonal axes. The homopolar axis $\theta$ is defined in order to derive a square matrix (invertible) but has not physical meaning and usually it is not represented (Figure 5).

![Figure 5 - abc and αβ plane](image)

From simple trigonometric considerations it is possible to derive the following transformation matrix [6]:

$$ T_{clark} = \frac{2}{3} \begin{bmatrix} 1 & -\frac{1}{2} & -\frac{1}{2} \\ \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} \\ \frac{1}{2} & \frac{1}{2} \end{bmatrix} $$

(2.19)

Where, considering a general 3-phase vector and its counterpart in the $\alpha\beta0$ plane:

$$ f_{abc} = \begin{bmatrix} f_a \\ f_b \\ f_c \end{bmatrix} \quad f_{\alpha\beta0} = \begin{bmatrix} f_\alpha \\ f_\beta \\ f_\theta \end{bmatrix} $$

(2.20)

the $\alpha\beta0$ vector can be computed in the following way:

$$ f_{\alpha\beta0} = T_{clark} f_{abc} $$

(2.21)
The 2/3 gain in (2.19) is added to the matrix in order to keep the individual vector components magnitude the same after transformation when the abc input corresponds to a 3-phase sinusoidal signal.

The second transformation is done to change from the αβ0 reference frame fixed to the stator to the dq0 reference frame rotating at $\omega_e$ speed. Defining $\theta_e$ the angle between the dq0 and the αβ0 reference frame ($\theta_e = \omega_e t$), it is possible to derive the following relation [6]:

$$ f_{dq0} = T_{park} \ f_{\alpha\beta0} \quad (2.22) $$

Where:

$$ f_{dq0} = \begin{bmatrix} f_d \\ f_q \\ f_0 \end{bmatrix} \quad (2.23) $$

And:

$$ T_{park} = \begin{bmatrix} \cos \theta_e & \sin \theta_e & 0 \\ -\sin \theta_e & \cos \theta_e & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (2.24) $$

When the machine has 2 poles ($\omega_e = \omega_m$) the dq0 reference frame is fixed to the rotor.

For the sake of completeness it is also shown a different version of the abc- αβ matrix (2.25) that is used for power invariant considerations.

Figure 6 - Figure 7 - αβ and dq plane
The coefficient at the third row of this matrix and the gain are chosen in order to make it orthonormal \((T^T = T^{-1})\). Thanks to this property the electrical power can be computed after transformation leading to the same result obtained before transformation as shown in (2.26) [7].

\[
P = \begin{bmatrix} v_a \\ v_\beta \\ v_0 \end{bmatrix}^T = \begin{bmatrix} i_a \\ i_\beta \\ i_0 \end{bmatrix} = T \begin{bmatrix} V_a \\ V_\beta \\ V_0 \end{bmatrix}^T = \begin{bmatrix} v_a \\ v_\beta \\ v_0 \end{bmatrix}^T = \begin{bmatrix} I_a \\ I_\beta \\ I_0 \end{bmatrix}
\]

From (2.19) and (2.24) it is also possible to derive the inverse Clark and Park matrices:

\[
T_{\text{clark}}^{-1} = \begin{bmatrix} 1 & 0 & 1 \\ -\frac{1}{\sqrt{3}} & \frac{2}{\sqrt{3}} & 1 \\ -\frac{1}{\sqrt{2}} & -\frac{\sqrt{3}}{\sqrt{2}} & 1 \end{bmatrix}
\]

\[
T_{\text{park}}^{-1} = \begin{bmatrix} \cos \vartheta_e & -\sin \vartheta_e & 0 \\ \sin \vartheta_e & \cos \vartheta_e & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

Note that \(T_{\text{park}}\) is an orthonormal matrix.

### 2.4 PMSM dynamical model

Through the use of the transformations seen in the previous section it is possible to derive the following equation in the d-q axes:

\[
v_q = r_s i_q + \frac{d}{dt} \lambda_q + \omega_e \lambda_d
\]

\[
v_d = r_s i_d + \frac{d}{dt} \lambda_d - \omega_e \lambda_q
\]
Where the linked fluxes in the d and q axes are:

\[
\lambda_q = L_q i_q
\]

\[
\lambda_d = L_d i_d + \lambda_f
\]

With:

\(\lambda_f = \text{constant linked rotor flux}\)

\(r_s = \text{stator resistance considered equal for each phase}\)

\(L_d, L_q = \text{self inductances in the d and q axes}\)

Moreover, the motor is able to produce the following electrical torque:

\[
T_e = \frac{3}{2} 0.5p[\lambda_f i_q + (L_d - L_q) i_d i_q]
\]

Where \(p\) is the number of couple of poles of the motor.

Note that the torque produced is the sum of 2 contributions, one that depends only on a control variable, the q-current \(i_q\), and the second that depends on both \(i_d\) and \(i_q\) currents and that is non-null only when the two self-inductances along the d and q axes are different (which is the case of interior-magnet motors). This second contribution is usually called reluctance torque.

\(\omega_e \lambda_d\) and \(\omega_e \lambda_q\) in (2.29) (2.30) are the back e.m.f contribution proportional to the speed of the motor. Note that increasing the speed of the motor \(\omega_m\) also \(\omega_e\) increases (see (2.12)) and thus the back e.m.f. increases. This means that to generate the same torque at higher speed also the applied voltage \(v_q\) must increase in order to keep \(i_q\) constant.

For what concerns the mechanical domain, the following equation is valid:

\[
T_e - T_{load} - B \omega_m = \frac{d\omega_m}{dt}
\]

Where:

\(T_{load} = \text{mechanical torque generated by the load}\)

\(B = \text{viscous friction of the motor}\)
\[ J = \text{Inertia of the motor} \]

Equation (2.29), (2.30) and (2.34) can be rewritten in the state-space representation form:

\[ \frac{di_d}{dt} = -\frac{r_s}{L_d}i_d + \frac{L_q P}{L_d} 2\omega_m i_q + \frac{v_d}{L_d} \]

(2.35)

\[ \frac{di_q}{dt} = -\frac{r_s}{L_q}i_q - \frac{L_q P}{L_q} 2\omega_m i_d - \frac{P}{L_q} 2\omega_m \lambda_f + \frac{v_q}{L_q} \]

(2.36)

\[ \frac{d\omega_m}{dt} = \frac{1}{f} (T_e - T_{load} - B\omega_m) \]

(2.37)

Which in the s-domain become:

\[ i_d = \frac{1}{s} \left( -\frac{r_s}{L_d}i_d + \frac{L_q P}{L_d} 2\omega_m i_q + \frac{v_d}{L_d} \right) \]

(2.38)

\[ i_q = \frac{1}{s} \left( -\frac{r_s}{L_q}i_q - \frac{L_q P}{L_q} 2\omega_m i_d - \frac{P}{L_q} 2\omega_m \lambda_f + \frac{v_q}{L_q} \right) \]

(2.39)

\[ \omega_m = \frac{1}{sf} (T_e - T_{load} - B\omega_m) \]

(2.40)

This equation will be used in Chapter 3 to derive the Simulink model of the PMSM.

### 2.5 PWM: pulse with modulation

In order to spin the motor a 3-phase inverter is used to convert the voltage coming from a DC generator into the 3 sinusoidal voltages \( V_a, V_b \) and \( V_c \).

The 3-phase inverter is made by three legs, one for each output voltage. For each leg there is an upper and a lower switch that connects the output voltage respectively to the upper and to the lower potential side of the DC generator (Figure 8). The switches can be implemented in different ways by a back to back connection between a diode and a controllable device. Si-IGBT are used when the objective switching frequency \( f \) \(<20 \text{ kHz} \) while Si MOSFET are used for lower power application but higher frequency. SiC MOSFET can work at even higher frequency and reduce losses.
One of the possible techniques in order to control the pulses sent to the inverter gates is the PWM generation. Pulses are generated comparing the reference voltage for each leg with a triangular waveform $V_{tr}$ called carrier. Calling $q(t)$ the pulse signal the control law is the following: each time the reference signal $v_c(t) > V_{tr}$ $q(t)=1$ otherwise $q(t)=0$ (Figure 9).

Choosing the reference signal:

$$v_c(t) = \frac{\bar{V}_{tr}}{V_{dc}} v_o^*(t) + 0.5$$ \hspace{1cm} (2.41)

where $v_o^*(t)$ is the objective voltage, is possible to demonstrate [8] that, if the carrier frequency is much higher than the reference waveform frequency ($\frac{f_c}{f_o} > 20$), the mobile mean value of the voltage generated by the inverter ($\bar{V}_o(t)$) will be really close to the objective voltage.
\[ \bar{v}_o(t) = \frac{1}{T_s} \int_0^{T_s} v_0(t) dt \cong v_0^*(t) \] (2.42)

Where \( T_s \) is the carrier period: \( T_s = \frac{1}{f_s} \)

An important parameter when dealing with PWM is the amplitude modulation index:

\[ m_a = \frac{\hat{V}^*}{0.5V_{DC}} \] (2.43)

where \( \hat{V}^* \) is the peak value of the objective voltage for each leg.

\[ \bar{v}_{AO}(t) \cong v_{o,A}^*(t) = \hat{V}^* \sin(\omega t) \] (2.44)

\[ \bar{v}_{BO}(t) \cong v_{o,B}^*(t) = \hat{V}^* \sin(\omega t - \frac{2\pi}{3}) \] (2.45)

\[ \bar{v}_{CO}(t) \cong v_{o,C}^*(t) = \hat{V}^* \sin(\omega t + \frac{2\pi}{3}) \] (2.46)

with \( \omega = 2\pi f_o \).

The modulation is said to be linear when the peak value of the fundamental output voltages of the inverter is equal to the peak voltage of the mobile mean value and thus, also equal to the peak voltage of the objective voltage.

\[ \hat{V}_{AO,1} = \hat{V}^* \quad \hat{V}_{BO,1} = \hat{V}^* \quad \hat{V}_{CO,1} = \hat{V}^* \] (2.47)

Where the subscript “1” stands for: “fundamental component”.

For sinusoidal PWM the modulation is linear when \( m_a < 1 \) which means \( \hat{V}^* < \frac{1}{2} V_{DC} \).

The following graph can be considered where \( \hat{V}_{o,1} \) is the peak voltage of the first harmonic (fundamental) of any of the 3 legs output voltages.
In the linear region the dominant harmonic distortion of the output voltage has the same frequency of the carrier, therefore, it can be easily eliminated by the use of a filter without affecting the amplitude of the first harmonic since \( f_s \gg f_o \).

The Fourier spectrum at the limit of the linear region of the phase voltage \( v_a(t) \) considering \( V_{DC} = 400 \text{ V} \), setting the peak of the objective voltage \( \hat{V}^* = 200 \text{ V} \), \( f_o = 50 \text{ Hz} \) and \( f_s = 2 \text{ kHz} \) is the following:

![Fourier spectrum of the phase voltages with voltages \( \hat{V}^* = 200 \text{ V} \), \( f_o = 50 \text{ Hz}, f_s = 2 \text{ kHz} \).]
The phase current contains a fundamental component due to the phase voltage fundamental component and ripple due to the voltage harmonic distortion.

A representation of the phase current when not filtered is given in Figure 12.

![Figure 12 - Current and voltage representation for phase a](image)

\[ i_a(t) = i_{a,1}(t) + i_{a,\text{ripple}}(t) \]

\[ v_a(t) = v_{a,1}(t) + \sum v_{a,h}(t) \]

**Figure 12 - Current and voltage representation for phase a**

In the over-modulation region, the phase voltages will contain lower harmonics not multiple of 3:

\[ f_k = (6k \pm 1) f_o, \quad k=1,2\ldots \quad \left( \frac{f_k}{f_o} = 5,7,11,13\ldots \right) \]  \hfill (2.48)

This happens because the harmonics multiple of 3 that appear in the line to virtual midpoint O voltages are canceled in the phase voltages thanks to the star connection of the load, since the considered load is balanced.

In the overmodulation region the phase voltage has a trapezoidal shape that becomes a square waveform when the modulation index \( m_a \gg 1 \).

In this case the fundamental component of the phase voltage reaches the peak limit \( (P_{\text{phase},1} = \frac{4 V_{\text{dc}}}{\pi}) \) and we speak of six-step operation.
Figure 13 - Six step operation from top to bottom: line to midpoint voltage, phase voltage and fundamental component, neutral point voltage

The Fourier spectrum in Figure 14 shows the amplitude of the lower harmonics that affects $v_{AO}(t)$ and $v_{a}(t)$ when the inverter is working in the overmodulation region.

$$\tilde{V}_1 = 254.65V = \frac{4}{\pi} \frac{1}{2} V_{dc}$$

Figure 14 - $v_{AO}(t)$ and $v_{a}(t)$ Fourier spectrum in the overmodulation region

It is possible to extend the inverter linearity with the zero-sequence injection technique [8], the injection of a third harmonic in the reference voltages, which translates in an additional third harmonic in the mobile mean value of the common mode voltage $v_{n0}(t)$. The injection of the third harmonic has no influence on the phase voltages but reduces the peak of the reference voltages, increasing the amplitude of the fundamental
phase voltages at the limit of the linear region. The reference signal for each inverter leg will become:

\[
\begin{align*}
v_{cA}(t) &= \frac{\hat{V}_r}{V_{dc}} (v^*_a(t) + v_{CM}) + 0.5 \\
v_{cB}(t) &= \frac{\hat{V}_r}{V_{dc}} (v^*_b(t) + v_{CM}) + 0.5 \\
v_{cC}(t) &= \frac{\hat{V}_r}{V_{dc}} (v^*_c(t) + v_{CM}) + 0.5
\end{align*}
\]

Where \(v_{CM}\) is the third harmonic injected and can be computed for example in the following way:

\[
v_{CM}(t) = -\frac{1}{2} [\max(v^*_a, v^*_b, v^*_c) + \min(v^*_a, v^*_b, v^*_c)]
\]

In Figure 15 the computation of the common mode component when \(m_a = 1\) is shown.

Looking at Figure 16 it is clear that the resultant \(v_{cA}(t), v_{cB}(t)\) and \(v_{cC}(t)\) haven’t reach the duty cycle saturation limit (their peak is lower than the one of the carrier) thus the objective voltage \(v^*_a(t), v^*_b(t), v^*_c(t)\) peak, set to \(\frac{V_{dc}}{2}\), can still be increased.
The linear modulation area is extended as shown in Figure 17.

The phase voltages fundamental harmonic can now reach a higher peak value at the limit of the linear modulation region without being affected by low order harmonics:

$$V_{\text{phase},1} = \frac{1}{\sqrt{3}} V_{\text{dc}}$$  \hspace{1cm} (2.53)
The resultant reference waveform and objective voltages when it is chosen $\hat{V}^* = 230 V$ with $V_{dc} = 400 V$ are shown in Figure 18.

$$\hat{V}^* = 230V, \quad V_{dc} = 400V$$

**Figure 18 - Reference signals and objective voltages with $\hat{V}^* = \frac{V_{dc}}{\sqrt{3}} = 230 V$**

### 2.6 SVPWM: Space Vector PWM

The space vector modulation technique makes possible to obtain the same results of the Zero-sequence injection. The fundamental component of the phase voltage generated with either SVPWM or Zero-sequence injection is characterized by a maximum peak value equal to $\frac{V_{dc}}{\sqrt{3}}$ in the linear modulation area. Since for sinusoidal PWM the maximum peak value in the linear region is fixed to $\frac{V_{dc}}{2}$ it means that SVPWM and Zero-sequence injection increase the DC bus utilization by 15.47%.

The SVPWM algorithm can be easily translated in code. The objective of SVPWM is to approximate the reference vector:

$$\hat{V} = v^*_{\alpha} + jv^*_{\beta} = \sqrt{v^2_{\alpha} + v^2_{\beta}} e^{j\tan^{-1} \frac{v^*_{\beta}}{v^*_{\alpha}}} = |v|e^{j\Psi}$$  \hspace{0.5cm} (2.54)

Where $v^*_{\alpha}$ and $v^*_{\beta}$ are the objective voltages in the fixed reference frame.

Let’s consider now the inverter scheme in Figure 19.
The space vector related to the 3-phase voltage can be computed with the following formula:

$$\bar{v}_s = \frac{2}{3}(v_a + \bar{a}v_a + \bar{a}^2v_c) \quad \text{where} \quad \bar{a} = e^{2j} \quad \text{and} \quad \bar{a}^2 = e^{4j}$$

(2.55)

With reference to Figure 19 it is possible to derive the following equations:

$$v_A = v_{AN} = v_a + v_{nN}$$

(2.56)

$$v_B = v_{BN} = v_b + v_{nN}$$

(2.57)

$$v_C = v_{CN} = v_c + v_{nN}$$

(2.58)

Summing equations (2.56)-(2.58) and considering a balanced load, where the sum of the 3-phase voltages is null:

$$v_{nN} = \frac{1}{3}(v_A + v_B + v_C)$$

(2.59)

Then it is possible to derive for each phase voltage:

$$v_a = \frac{2}{3}v_A - \frac{1}{3}(v_B + v_C)$$

(2.60)

$$v_b = \frac{2}{3}v_B - \frac{1}{3}(v_A + v_C)$$

(2.61)

$$v_c = \frac{2}{3}v_C - \frac{1}{3}(v_A + v_B)$$

(2.62)
Remembering that for each inverter leg only one switch per time can be closed there exist only 8 possible switching configuration which are shown in Figure 20.

Switches are considered ON when closed. It is possible to assign to each configuration a binary number made by 3 digits, one for each inverter leg switch configuration from left to right. 1 is assigned when the upper switch is closed (lower one opened) and 0 when the upper switch is open (lower one closed). With reference to Figure 19, Figure 20 and equations (2.55)(2.62) the following table can be derived:

**Table 1 - Phase voltages and space vectors on the base of the switching configuration**

<table>
<thead>
<tr>
<th>State</th>
<th>Switch ON</th>
<th>Binary sequence</th>
<th>$v_a$</th>
<th>$v_b$</th>
<th>$v_c$</th>
<th>$\vec{v_s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2,4,6</td>
<td>000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1,4,6</td>
<td>100</td>
<td>$\frac{2}{3}V_{dc}$</td>
<td>$-\frac{1}{3}V_{dc}$</td>
<td>$-\frac{1}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}$</td>
</tr>
<tr>
<td>2</td>
<td>1,3,6</td>
<td>110</td>
<td>$\frac{1}{3}V_{dc}$</td>
<td>$\frac{1}{3}V_{dc}$</td>
<td>$-\frac{2}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}e^{\frac{2\pi}{3}}$</td>
</tr>
<tr>
<td>3</td>
<td>2,3,6</td>
<td>010</td>
<td>$-\frac{1}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}$</td>
<td>$-\frac{1}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}e^{\frac{4\pi}{3}}$</td>
</tr>
<tr>
<td>4</td>
<td>2,3,5</td>
<td>011</td>
<td>$-\frac{2}{3}V_{dc}$</td>
<td>$\frac{1}{3}V_{dc}$</td>
<td>$\frac{1}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}e^{\frac{5\pi}{3}}$</td>
</tr>
<tr>
<td>5</td>
<td>2,4,5</td>
<td>001</td>
<td>$-\frac{1}{3}V_{dc}$</td>
<td>$-\frac{1}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}e^{\frac{5\pi}{3}}$</td>
</tr>
<tr>
<td>6</td>
<td>1,4,5</td>
<td>101</td>
<td>$\frac{1}{3}V_{dc}$</td>
<td>$-\frac{2}{3}V_{dc}$</td>
<td>$\frac{1}{3}V_{dc}$</td>
<td>$\frac{2}{3}V_{dc}e^{\frac{5\pi}{3}}$</td>
</tr>
<tr>
<td>7</td>
<td>1,3,5</td>
<td>111</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
The space vectors associated to each switch state can be represented on an hexagon as shown in Figure 21.

![Figure 21 - Space vector representation of the switch states](image)

The reference space vector computed with (2.54) formula rotates with radial frequency $\omega_e$. If once every “Ts” the reference vector position and amplitude are sampled it is possible to approximate it with the 2 space vectors that delimitate the sector, tuning the time they are active, which means tuning the duty cycle of the pulses sent to the inverter legs. In order to achieve good results, the reference vector is considered fixed during Ts interval and the following formula is applied:

$$\bar{V}^* T_s = \bar{V}_1 T_1 + \bar{V}_2 T_2$$  \hspace{1cm} (2.63)

Where $\bar{V}_1$ and $\bar{V}_2$ are the vectors that delimitate the sector where $\bar{V}^*$ lays in that time instant [9].

Since the angle between the space vectors that delimitates a sector is $\frac{\pi}{3}$ and since

$$|\bar{V}_1| = |\bar{V}_2| = V = \frac{2}{3} V_{dc}$$

doing the projection of equation (2.63) along the imaginary axis:

$$V^* T_s \cos (90 - \psi) = V T_2 \cos \left(90 - \frac{\pi}{3}\right)$$
\[ V^* T_s \sin(\psi) = V T_2 \sin \frac{\pi}{3} \]

\[ T_2 = \frac{V^*}{V} \frac{\sin \psi}{\sin \frac{\pi}{3}} T_s \]  \hspace{1cm} (2.64)

Doing the projection on the real axis:

\[ V^* T_s \cos \psi = V T_1 + V T_2 \cos \frac{\pi}{3} \]

\[ V^* T_s \cos \psi = V T_1 + V \frac{V^*}{V} \frac{\sin \psi \cos \frac{\pi}{3}}{\sin \frac{\pi}{3}} T_s \]

\[ T_1 = \frac{V^*}{V} (\cos \psi - \frac{\sin \psi \cos \frac{\pi}{3}}{\sin \frac{\pi}{3}}) T_s \]

\[ T_1 = \frac{V^*}{V} \cos \psi \sin \frac{\pi}{3} - \frac{\sin \psi \cos \frac{\pi}{3}}{\sin \frac{\pi}{3}} T_s \]

\[ T_1 = \frac{V^*}{V} \frac{\sin \left( \frac{\pi}{3} - \psi \right)}{\sin \frac{\pi}{3}} T_s \]  \hspace{1cm} (2.65)

The null vectors \( \vec{V}_0 \) and \( \vec{V}_7 \) are applied to modulate the amplitude of the approximated space vector computing the time for which they are applied in the following way [9]:

\[ T_{null} = T_0 + T_7 = T_s - (T_1 + T_2) \]  \hspace{1cm} (2.66)

In order to have a switching frequency equal to \( f_s = 1/T_s \) for the switches associated to each leg, the time slices previously computed must be sequenced accordingly. Only one switch between 1 and 0 should happen each \( T_s \). A possible way to sequence the time slices is given in Figure 22.
K is a design parameter, it’s choice influence the shape of the resulting waveforms related to the line to ground voltage mean value.

The authors in [10] have demonstrated that, choosing $k = \frac{1}{2}$, which means choosing $T_0 = T_7 = \frac{T_{null}}{2}$, leads to the same results obtained by the Zero-sequence injection of the triangular waveform shown in Figure 15. Thus, all previous consideration regarding the results of the zero-sequence injection are still valid.

Defining:

$$m = \frac{V^*}{V_{dc}}$$

(2.67)

Table 2, derived applying the same method shown for the first sector, can be used to determine the time slices related to the different space vectors that delimitates each sector.

<table>
<thead>
<tr>
<th>Sector I</th>
<th>Sector II</th>
<th>Sector III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0 \leq \omega t \leq \frac{\pi}{3})$</td>
<td>$(\frac{\pi}{3} \leq \omega t \leq \frac{2\pi}{3})$</td>
<td>$(\frac{2\pi}{3} \leq \omega t \leq \pi)$</td>
</tr>
<tr>
<td>$T_1 = \frac{\sqrt{3}}{2} m T_s \cos(\omega t + \frac{\pi}{6})$</td>
<td>$T_2 = \frac{\sqrt{3}}{2} m T_s \cos(\omega t + \frac{11\pi}{6})$</td>
<td>$T_3 = \frac{\sqrt{3}}{2} m T_s \cos(\omega t + \frac{3\pi}{2})$</td>
</tr>
<tr>
<td>$T_0 + T_7 = T_s - T_1 - T_2$</td>
<td>$T_0 + T_7 = T_s - T_2 - T_3$</td>
<td>$T_0 + T_7 = T_s - T_3 - T_4$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sector IV</th>
<th>Sector V</th>
<th>Sector VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\pi \leq \omega t \leq \frac{4\pi}{3})$</td>
<td>$(\frac{4\pi}{3} \leq \omega t \leq \frac{5\pi}{3})$</td>
<td>$(\frac{5\pi}{3} \leq \omega t \leq 2\pi)$</td>
</tr>
<tr>
<td>$T_3 = \frac{\sqrt{3}}{2} m T_s \cos(\omega t + \frac{7\pi}{6})$</td>
<td>$T_5 = \frac{\sqrt{3}}{2} m T_s \cos(\omega t + \frac{5\pi}{6})$</td>
<td>$T_6 = \frac{\sqrt{3}}{2} m T_s \cos(\omega t + \frac{\pi}{2})$</td>
</tr>
<tr>
<td>$T_0 + T_7 = T_s - T_4 - T_5$</td>
<td>$T_0 + T_7 = T_s - T_5 - T_6$</td>
<td>$T_0 + T_7 = T_s - T_1 - T_6$</td>
</tr>
</tbody>
</table>

The maximum amplitude of the reference phase vector that can be reached without overmodulation can be found imposing $T_0 + T_7 = 0$.

Considering equation (2.66), in the specific case where $T_1 = T_2 = \frac{T_s}{2}$ and thus $\psi = \frac{\pi}{6}$ and applying (2.64):

$$\frac{T_s}{2} = \frac{1}{3} \frac{V^*}{V_{dc}} \sqrt{3} \frac{T_s}{2}$$
1 = \frac{V^*}{V_{dc}\sqrt{3}}

V^* = \frac{V_{dc}}{\sqrt{3}} \quad (2.68)

This result is true for all the possible angle of the reference space vector which means that, in order to work in the linear region, the reference vector must rotate inside the circle inscribed in the hexagon of Figure 21.

2.7 A brief comparison between FOC and DTC

In order to control a PMSM there are several techniques that can be used, the most popular are the FOC (Field Oriented Control) and the DTC (Direct Torque Control). Both methods are able to decouple the torque control from the flux control during transient and steady-state, but the results obtained in terms of response in time are different. It is not easy to compare these two techniques for different reasons, first of all, the switching frequency of the inverter is constant when applying FOC while it’s variable with DTC and depends on the operating point of the motor. This means that the tests must be chosen in order to meet an operating point that causes similar inverter switching frequency for both methods. Another comparison issue regards the sampling time chosen, since one of the main advantages of DTC is to require lower computational power this method should be applied setting a higher sampling time.

The authors in [2] have conduct different simulation tests according to the previous consideration which led them to precise comparison conclusions. DTC provides a quicker response for torque step transient if compared to FOC of at least an order of magnitude while, the speed step variation is track almost in the same way by the two control strategies. However, the drawback of the DTC is to be characterized by higher flux, current and torque ripple which translates in high audible noise at low speed. This makes the FOC considerable superior to DTC in terms of steady-state behaviour. In this thesis it has been chosen to focus the attention on the FOC technique also because it makes possible to improve performance acting both on current and speed control loops.
2.8 FOC control scheme and description

The FOC technique exploits the equation related to the d and q axes \((2.38)-(2.39)\) and the one related to the torque \((2.33)\) in order to apply a control similar to the one of a DC machine. Since the torque produced by the machine is directly proportional to the \(i_q\) current, and the rotor, due to the permanent magnet, generates a constant flux itself, there is no need to produce flux through the \(i_d\) current, which can be kept null. This reduce the stator losses and increase efficiency. For what concerns the d-axis the reference \(i_d\) current will be set to:

\[
i_d^* = 0 \text{ A}
\]  

Since the magnetic flux produced by the stator will be related only to the \(i_q\) current the objective angle between stator and rotor flux will be 90° which corresponds to maximum efficiency. In order to track the reference currents (\(i_d^*\) and \(i_q^*\)) two digital PI controllers (PIc) are implemented inside a close loop whose purpose is to generate the \(v_d^*\) and \(v_q^*\) input signals. These are translated in the \(v_{\alpha}^*\) and \(v_{\beta}^*\) voltages through the inverse park transformation \((2.28)\) and used to compute the reference vector \((2.54)\), input of the SVPWM algorithm. The SVPWM algorithm generates the impulses needed to control the inverter switches. In this way the 3-phase voltages are generated. Through the use of 2 transducers, the 3-phase currents are sampled (from \(i_a\) and \(i_b\), it is possible to derive \(i_c\)) and the same is done for the rotor position \(\theta_m\) using a resolver or an encoder. The rotor angle in multiplied for the number of couple of poles of the motor in order to obtain the electrical angle \(\theta_e\). This value is used to transform the 3-phase currents applying first the Clark transformation and then the Park one. Finally, the \(i_q\) and \(i_d\) currents, output of the feedback path, are compared with the reference currents in order to generate the error, input of the PIc controllers. The reference current \(i_q^*\) is the output of another digital PI controller implemented inside a speed loop (PIv). The feedback signal of the loop is the rotor angular speed \(\omega_m\) obtained doing the derivative of the rotor angular position. The scheme in Figure 23 represent the control technique actuated [11].
2.9 Feedforward compensation

The concept of feedforward compensation has been exploited in order to simplify the transfer functions between the output of the PI controllers related to the current loops and the output currents $i_d$ and $i_q$.

Let’s consider equations (2.38) and (2.39), they can be rewritten in the following form:

$$i_d = \frac{v_d}{r_s + L_q s} + \frac{L_q P}{r_s + L_d s} \frac{\omega_m i_q}{2}$$  \hspace{1cm} (2.70)

$$i_q = \frac{v_q}{r_s + L_q s} - \frac{P}{2} \omega_m \left( L_d i_d + \lambda_f \right)$$  \hspace{1cm} (2.71)

The back e.m.f contribution in each of the 2 equations can be considered as a disturbance. It is possible to compensate the effect of the disturbance applying:

$$v_d = v_d' - L_d \frac{P}{2} \omega_m i_q$$  \hspace{1cm} (2.72)

$$v_q = v_q' + \frac{P}{2} \omega_m \left( L_d i_d + \lambda_f \right)$$  \hspace{1cm} (2.73)
Replacing \( v_d \) and \( v_q \) in (2.70) and (2.71):

\[
\frac{i_d}{v'_d} = \frac{1}{r_s + L_q s} \quad \text{(2.74)}
\]

\[
\frac{i_q}{v'_q} = \frac{1}{r_s + L_q s} \quad \text{(2.75)}
\]

Since \( L_q \) and \( L_d \) are known, \( i_q \) and \( i_d \) can be computed from the 3-phase currents and the motor speed can be derived from the angular position of the motor \( \theta_m \), it is possible to modify the scheme in Figure 23 in the following way:

![Figure 24 - FOC with feedforward compensation](image)

**Figure 24 - FOC with feedforward compensation**
2.10 Flux weakening control

In order to control the motor above its rated speed (base speed) a different technique must be used. The characteristic curve of a PMSM is shown in Figure 25.

![Characteristics curve of a PMSM](image)

*Figure 25 – Characteristic curve of a PMSM*

In the constant torque region, the motor can increase its speed until the back E.M.F produced reaches the inverter output voltage limit. Once this limit has been reached, the motor is working at maximum power and the torque capability of the motor starts decreasing when speed is increased. Knowing the rated speed, torque and current it is possible to find the voltage at the base speed point and thus the minimum DC bus voltage needed to drive the motor. Equation (2.29)(2.30) are written again below for the sake of clarity:

\[
\begin{align*}
    v_q &= r_s i_q + \frac{d}{dt} \lambda_q + \frac{P}{2} \omega_m (L_d i_d + \lambda_f) \\
    v_d &= r_s i_d + \frac{d}{dt} \lambda_d - \frac{P}{2} \omega_m L_q i_q
\end{align*}
\]

From the motor datasheet taken as reference (EMJ-04APB22) the following parameters are found:

\[I_{\text{rated}} = 2.7 \, \text{A} \]
\[T_{\text{rated}} = 1.27 \, \text{Nm}\]
\[ w_{\text{rated}} = 3000 \text{ RPM} = 314.16 \text{ rad/s} \]

While \( \lambda_f \) can be computed from (2.33) \((T_e = \frac{3}{2} 0.5p[\lambda_f i_q + (L_d - L_q)i_d i_q])\):

\[ \lambda_f = 0.07846 \text{ Wb} \]

Considering the FOC strategy applied at rated speed, if the rated torque is applied to the motor:

\[ i_q = I_{\text{rated}} \]
\[ i_d = 0 \text{ A} \]  \hspace{1cm} (2.76)
\[ i_d = 0 \text{ A} \]  \hspace{1cm} (2.77)

And these values will be constant, thus \( \frac{d}{dt} \lambda_q \) and \( \frac{d}{dt} \lambda_d \) will be null.

Replacing these values in (2.29)(2.30) the following voltage values are obtained:

\[ v_q = 104.94 \text{ V} \]
\[ v_d = -22.05 \text{ V} \]

Thus it is possible to compute the voltage reference value which, according to (2.68) \((V^* = \frac{V_{\text{dc}}}{\sqrt{3}})\) can be used to obtain the DC bus voltage needed to feed the inverter.

\[ V_{\text{max}}^* = \sqrt{v_q^2 + v_d^2} = 106.94 \text{ V} \]  \hspace{1cm} (2.78)
\[ V_{\text{dc}} = V^*\sqrt{3} = 185.22 \text{ V} \]  \hspace{1cm} (2.79)

Equations (2.29)(2.30) can be further simplified neglecting the voltage contribution due to the stator resistance (which can be not considered, since its value is really low if compared to the back E.M.F. value).

\[ |v_q| = \frac{P}{2} \omega_m (L_d i_d + \lambda_f) \]  \hspace{1cm} (2.80)
\[ |v_d| = \frac{P}{2} \omega_m L_q i_q \]  \hspace{1cm} (2.81)

Combining equations (2.80), (2.81) and (2.78) the constant voltage set of locus can be found:
\[ V_{max}^2 = \frac{p^2}{4} \omega_m^2 \left( L_q^2 i_q^2 + (L_d i_d + \lambda_f)^2 \right) \]

\[ \frac{V_{max}^2}{p^2 \omega_m L_q^2} = i_q^2 + \frac{L_d}{L_q} \left( i_d + \frac{\lambda_f}{L_d} \right)^2 \]  

(2.82)

Equation (2.82) describes a set of ellipses in an \( i_d - i_q \) chart centered in \( \left(-\frac{\lambda_f}{L_d}, 0\right) \) which becomes a set of circles with radius \( R = \sqrt{\frac{V_{max}^2}{p^2 \omega_m L_q^2}} \) when \( L_d = L_q \).

Considering the rated current:

\[ I_{rated} = \sqrt{i_q^2 + i_d^2} \]  

(2.83)

which describes a circle centered in \((0, 0)\) in the \( i_d - i_q \) chart it is possible to represent both the constant voltage locus and the maximum current locus in the same graph (Figure 26) [12].

\[ Figure 26 - Limiting circles of both voltage and current \]
When the base speed is reached, \( I_q \) is maximum while \( I_d = 0 \) A. This situation is represented by the working point Q in Figure 26. In order to increase speed, the angle \( \Phi \) of the current vector must be increased, which means generating a negative \( I_d \) current whose action is decreasing the linked flux along the d-axis \( (\lambda_d = L_d i_d + \lambda_f) \).

However, in order to increase the absolute value of the \( i_d \) current the \( i_q \) current must decrease \( I_q = \sqrt{I_{rated}^2 - I_d^2} \), which means decreasing the maximum electrical torque that the motor is able to produce.

Furthermore, if \( I_{rated} < \frac{\lambda_f}{L_d} \), which is true for most of the cases, the maximum theoretical speed that the motor can reach is limited and corresponds to the operating point M in Figure 26 when \( I_q = 0 \) A and \( I_d = -I_{rated} \) [13].

### 2.11 Anti-windup PID controller

Due to their wide use and their simplicity it has been decided to study the PID controller with the anti-windup feature and to apply them for what concerns the flux weakening control. The windup it’s a phenomena that happens when the controller output saturates due to real application limitations. In the PMSM case, the current reference cannot be greater than the maximum current indicated in the motor datasheet, thus, the output of the controller related to the speed loop must be saturated. Due to this saturation, the rise time and settling time become higher and the integrated error causes an higher overshoot than the one expected in the ideal case. Different techniques can be used to improve the controller behavior known as anti-windup techniques [14]. The most common approach is the back-calculation one, which purpose is to prevent the integral term to accumulate a large value. The difference between the ideal output and the real one, multiplied by a tunable gain, is added to the input of the integral term. A scheme example is proposed in Figure 27 [15]. This technique can’t reduce the rise time but improves the behavior in terms of overshoot and settling time.

Figure 28 compares the performance over time of the same plant with a PID controller without output saturation (blue line), with output saturation (red line) and with both output saturation and back-calculation (green line).
Since the saturation constraint is known a-priori no sensors are needed to compute the difference between the saturated value and the controller output. The gain applied to this difference \( \left( \frac{1}{T_i} \right) \) define how fast the input of the integral term will go to 0. When the output of the controller is not saturated this difference is 0 and the PID works as usual.
3 Chapter III: Simulink model and PI design

In this chapter it will be shown how the previous theoretical considerations have been exploited in order to build the Simulink [13] model of the PMSM and of the control scheme shown in Figure 24. The Simulink model will be used at first to tune the controllers parameters, taking as reference the developers kit built by Texas Instrument (TMDSHVMTRPFCKIT). The kit includes all the hardware components necessary for FOC. The digital control card “Piccolo F28035” elaborates the control inputs that are sent to the inverter. The inverter is attached to the Estun PMSM (EMJ-04APB22). The PI controllers and the SVPWM algorithm in the Simulink model will be placed inside triggered layers (discrete domain) since they are implemented inside the Piccolo control card. Instead, the PMSM model will run in the continuous domain.

3.1 PMSM Simulink model

The PMSM Simulink model is designed considering the equation (2.39)-(2.40) and built inside the “PMSM” subsystem. The three phase voltages $V_{fa}$, $V_{fb}$ and $V_{fc}$ and the load torque $T_{load}$ are the inputs of the subsystem while the three phase currents vector $I_{abc}$, the rotor angular speed $w_{m}$ and the electric torque $T_e$ are the outputs. The content of the subsystem is shown in Figure 29. It is possible to notice that 3 other subsystems are designed inside the previous one, the first (light blue background on the left) implement both the Clark and Park transformations, the second (yellow background) is derived from equations (2.39), the third (grey background) is derived from equation (2.40) and the last one (light blue background on the right) implement the inverse Clarke and Park transformations. Their content is shown from Figure 30 to Figure 33, constants and gains have been highlighted in yellow.
Figure 29 – PMSM subsystem
Figure 30 – “abc-dq Transformation” subsystem

Figure 31 – “Electrical equations” subsystem
Figure 32 – “Mechanical equations” subsystem

Figure 33 – “dq-abc Transformation” subsystem
3.2 SVPWM and Inverter Design

The theory explained in chapter 2.6 has been exploited in order to implement the SVPWM algorithm in Simulink through the Matlab function block shown in Figure 34 (see appendix A for code details).

![Figure 34 - SVPWM implementation](image)

The reference vector is computed each time “ts” thanks to the current control loop, which will be described in the next chapter. Then it is used by the SVPWM to compute the inverter gate signals. The time “ts” corresponds to the $T_s$ of equation (2.63) and thus the inverter switching frequency is $f_s = \frac{1}{T_s}$. The Matlab function block is placed inside a subsystem which is triggered each ts/N. N is a design parameter that depends on the computing power of the processor that will be used to implement the control. The higher N is, the faster the algorithm will be run, which translates in sending the pulse signals with major time accuracy.

The outputs of the function are sa, sb and sc which are the pulses sent to the gates of the upper switches of the inverter legs. The outputs are only 3 because the other 3 gate pulses (related to the inverter lower switches) are computed as opposite of the upper ones inside the inverter block.
The inputs of the Matlab function block are:

- The continuous voltage \( v_{dc} \) attached to the inverter.

- The reference voltage magnitude \( ||V_{\text{ref}}|| \) and its angle with respect to the fixed reference frame \( \alpha-\beta \).

- A discretized ramp signal between 0 and \( t_s \), implemented through the “repeating sequence stair” Simulink block, which will be used to compare the actual time with the time slices computed through the algorithm. The “repeating sequence stair” block request as input a vector which as been computed as \( \text{linspace}(0, t_s*(1-1/N), N) \).

For \( N \to \infty \) this signal tends to a continuous ramp signal which means a more accurate comparison between the actual time and the time slices computed in the algorithm. Since this comparison leads to a change in the output of the function, increasing \( N \) value means having the gate pulse sent at the right time.

For what concerns the inverter, it has been implemented through the Inverter(Three phase) block of the Simscape Power System library. This makes possible to easily increase model accuracy when the inverter physical parameters are known just changing the inverter settings as shown in Figure 35.

*Figure 35 - Inverter settings, on the left the most accurate one, on the right the one used in the model designed*
Figure 37 (pp. 43) shows how the SVPWM algorithm triggered block, the inverter block and the PMSM block are linked together.

The “variable reassignment” function is just used for Simulink computational purpose since the software asks to reassign the pulses variables before sending them to the inverter. The gains highlighted with a yellow background are used to convert the line to ground voltages into the phase voltages translating equations (2.60)(2.62) in suitable Simulink representation. A filter has been used in order to remove the high order harmonics generated by the inverter at frequency $f_s$ equal to the switching frequency of the inverter (which in standard PWM corresponds to the carrier frequency). It has been designed a low pass filter with cutting frequency $f_c = \frac{f_s}{10}$ thus the filter transfer function obtained is the following:

$$\text{filter}(s) = \frac{1}{1 + \frac{s}{2\pi f_s 10}}$$

(3.1)

This filter has been applied to each of the voltages coming from the inverter. The “Filter” block shown in Figure 37 corresponds to the following Matlab code:

```matlab
tau=1/(0.1*2*pi*(1/ts));
filter =1/(1+s*tau);
Filter= [filter 0 0; 0 filter 0; 0 0 filter];
```

*Figure 36 – Filter Matlab code*
Figure 37 – Simulink model of SVPWM, Inverter and PMSM
3.3 Current and Speed control loops

The FOC scheme described in chapter 2.8 has been implemented as shown in Figure 38 and Figure 39. For what concerns the speed loop the reference signal is given as a step signal in RPM, the error between reference and actual speed is then multiplied for a constant gain to convert it to rad/s and sampled by a discrete PID controller block. The output, which is the $i^*_q$ current reference, input of the “Current loop + Feedforward control” Subsystem is saturated to ±8.1 A which is the maximum limit for the starting current stated in the EMJ-04APB22 datasheet. The two current loops have been placed in a separate subsystem in order to be able to set the sample time of the discrete current PIDs at the same value just changing the triggering signal input of the subsystem. Moreover, the PID related to the speed loop is left outside so that it possible to decide different sample times for the speed and the current loops. The three phase currents and the electrical angular speed, obtained from the angular speed of the motor, are the other inputs of the “Current loop + Feedforward control” Subsystem.

Inside the subsystem, the electrical angular position $\theta_e$ is obtained through the use of a discrete integrator and used inside the Clark-Park transformation subsystem to get, from the three phase currents, the $i_d$ and $i_q$ currents. These are multiplied for the motor speed and for the $\lambda_q$ and $\lambda_d$ linked fluxes to compute the voltage values that will be respectively added and subtracted to the output of the d and q PIDs following the basic principles of feedforward compensation described in chapter 2.9 (see equations (2.72)-(2.73)). The same $i_d$ and $i_q$ are used to compute the error signals, inputs of the discrete PIDs used for the current loops. Finally, the $v_d$ and $v_q$ output voltages are converted in the correspondent $v_\alpha$ and $v_\beta$ and used to compute the norm and the angle of the reference space vector $\vec{v_r}$, which will be the inputs of the “SVPWM algorithm” described in the previous chapter. In Figure 39 it is possible to see that the norm of the reference space vector $|\vec{v_r}|$ is saturated to $\frac{1}{\sqrt{3}}V_{dc}$, which is the limit value in order to work in the linear modulation area. The reference angle is converted from the $[-\pi \pi]$ interval to $[0 2\pi]$ interval just for computation purposes.
Figure 38 - PI cascade controller Simulink implementation
Figure 39 - Current loop + Feedforward control Subsystem content

Figure 40 - Norm and Teta computation Subsystem
3.4 PI parameters design

In order to tune the PI parameters at first the simplified model in Figure 41 has been considered.

It is possible to compute the closed loop transfer function following the procedure below.

First the parameter of the EMJ-04APB22 motor have been identified:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit of measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_s$</td>
<td>2.35</td>
<td>Ω</td>
</tr>
<tr>
<td>$L_q$</td>
<td>$6.5 \times 10^{-3}$</td>
<td>mH</td>
</tr>
<tr>
<td>$L_d$</td>
<td>$6.5 \times 10^{-3}$</td>
<td>mH</td>
</tr>
<tr>
<td>$\lambda_f$</td>
<td>7.846 $10^{-2}$</td>
<td>Wb</td>
</tr>
<tr>
<td>$J$</td>
<td>$3.169 \times 10^{-5}$</td>
<td>kg m$^2$</td>
</tr>
<tr>
<td>$B$</td>
<td>$52.79 \times 10^{-6}$</td>
<td>Ns/m</td>
</tr>
<tr>
<td>$P$</td>
<td>8</td>
<td>number of poles</td>
</tr>
</tbody>
</table>

From the above parameter it is possible to compute the torque constant and the back emf constant, considering:

$$T_e = K_t i_q \quad \text{and} \quad EMF_{back} = K_e \omega_m$$  \hspace{1cm} (3.2)
Then, from equations (2.29), (2.33):

\[ K_t = \frac{3P}{22\lambda_f} \quad K_e = \frac{P}{2\lambda_f} \quad (3.3) \]

Considering the plant transfer function:

\[ G_c(s) = \frac{i_q}{v_q} = \frac{1}{R + sL} \quad (3.4) \]

where \( L = L_q = L_d \) and \( R = r_s \)

Given the transfer function related to the PI current controller:

\[ PI_c(s) = \frac{K_p \cdot s + K_i}{s} \quad (3.5) \]

It is possible to derive the current open loop transfer function:

\[ L_c(s) = PI_c(s) \cdot G_c(s) = \frac{K_p \left( s + \frac{K_i}{K_p} \right)}{s} \cdot \frac{1}{L \left( \frac{R}{L} + s \right)} \quad (3.6) \]

Imposing:

\[ \frac{K_i}{K_p} = \frac{R}{L} \quad (3.7) \]

The current close loop transfer function is computed:

\[ W_c(s) = \frac{L_c(s)}{1 + L_c(s)} = \frac{K_p \cdot \frac{1}{s}}{1 + \frac{K_p}{L} \cdot \frac{1}{s}} = \frac{K_p \cdot \frac{1}{s} \cdot \frac{1}{L \cdot s + K_p}}{L \cdot s} = \frac{K_p}{K_p + L \cdot s} \quad (3.8) \]

The procedure is repeated for what concerns the speed loop obtaining the following transfer functions:

\[ G_v(s) = W_c(s) \cdot K_T \cdot \frac{1}{B + sj} \quad (3.9) \]
\[ P_I(s) = \frac{K_{pc} \cdot s + K_{iv}}{s} \]  

(3.10)

\[ L_v(s) = P_I(s) \cdot G_v(s) = \frac{K_{pv} \left( s + \frac{K_{iv}}{K_{pv}} \right)}{s} \cdot \frac{K_p}{K_p + L \cdot s} \cdot K_T \cdot \frac{1}{B + s} = \]

\[ = \frac{s + \frac{K_{iv}}{K_{pv}}}{s} \cdot \frac{K_p}{K_p + L \cdot s} \cdot K_T \cdot \frac{1}{J \left( B + s \right)} \]  

(3.11)

Imposing:

\[ \frac{K_{iv}}{K_{pv}} = \frac{B}{J} \]  

(3.12)

The speed open loop transfer function becomes:

\[ L_v(s) = K_{pv} \cdot \frac{K_p}{K_p + L \cdot s} \cdot K_T \cdot \frac{1}{s} \]  

(3.13)

Computing the speed closed loop transfer function the following result is obtained:

\[ W_v(s) = \frac{L_v(s)}{1 + L_v(s)} = \frac{K_{pv} \cdot K_T \cdot K_p}{s \cdot J} \cdot \frac{K_p}{(K_p + Ls)} = \frac{K_{pv}K_TK_p}{j(K_p + Ls) \cdot s} \]

\[ W_v(s) = \frac{1}{s^2 \cdot \left( \frac{1}{K_{pv}K_TK_p} + \frac{1}{K_{pv}K_T} \cdot \frac{1}{s} \right)} \]  

(3.14)

It is possible to see that a second order closed loop transfer function is obtained.

Considering the prototype second order transfer function:

\[ W_p(s) = \frac{1}{s^2 \cdot \left( \frac{1}{w_n^2} + \frac{2 \xi}{w_n} + 1 \right)} \]  

(3.15)
Knowing the objective settling time and overshoot related to a step response it is possible to compute the dumping factor $\zeta$ and the natural frequency $w_n$ of the second order system with the well known formulas:

\[
\zeta = \frac{\ln \left( \frac{\hat{s}}{100} \right)}{\sqrt{\pi^2 + \ln^2 \left( \frac{\hat{s}}{100} \right)}}
\]

\[
w_n = -\frac{\ln \left( \frac{a}{100} \right)}{\zeta \cdot t_s}
\]

Where:

$\hat{s} = \text{overshoot \%}$ and $t_{s,\alpha\%} = \text{setting time}$

Once this two parameters are defined the PI parameters can be computed combining (3.14) and (3.15).

From:

\[
w_n^2 = \frac{K_{pv} K_T K_p}{J L} \quad \text{and} \quad \frac{2\zeta}{w_n} = \frac{J}{K_{pv} K_T}
\]

\[
K_{pv} = \frac{J}{K_T} \cdot \frac{w_n}{2\zeta}
\]

\[
K_p = \frac{w_n^2 \cdot J \cdot L}{K_{pv} \cdot K_T}
\]

Recalling (3.7) and (3.12):

\[
K_i = \frac{K_p}{L} \quad \text{(3.20)}
\]

\[
K_{iv} = \frac{B}{J} \quad \text{(3.21)}
\]

Imposing:

$\hat{s} = 5\%$ and $t_{s,5\%} = 0.02 \ s$

The following PI parameters are obtained:
$K_p = 2.99 \quad K_i = 1081$

$K_{pv} = 0.0163 \quad K_{iv} = 0.0271$

The parameters are imposed both in the simplified model (Figure 41) and in the complete model in Figure 38 (setting the sample time of the discrete PI blocks of the complete model to `sample_time=ts`).

Then the simulation results are compared. Additional simulation parameter must be fixed before starting. The Vdc voltage, which depends on the inverter capabilities and on the voltage supplier, has been fixed in this case to 282.84 V since on the motor it is indicated the line-line rms voltage rating $V_{IL, RMS} = \frac{V_{dc}}{\sqrt{2}}$. The step time if fixed to `step_time=ts/N/2` where ts and N are the parameter introduced in chapter 3.2.

In the first simulation the load torque is considered $T_L=0$ Nm. The speed and the current PI are triggered at the same frequency $f=1/\text{ts}$.

It is possible to notice that in the complete model, due to the non-idealities introduced by the inverter and by the discrete PI blocks a slightly increased overshoot is obtained.

In order to reduce the overshoot in both models the settling time of the current loop is reduced of 10 times increasing the PIc parameters:

![Figure 42 - Speed step response of both simplified and complete model with $W_{ref}=3000\text{RPM}$ and $T_{load}=0$ Nm (1st attempt)](image)
\[ K_{p2} = 6 \ K_p \quad K_{i2} = 6 \ K_i \]

The following graph compares the step responses of the current loop obtained before (blue line) and after (black line) the change of the parameters.

Now the speed loop should behave like a first order system since the reference current \( i^* \) is tracked at a very high speed.

In order to verify the behavior of the new system under load condition a step load torque is introduced at time \( t=0.05 \) of amplitude \( T_{load} = T_{rated} = 1.27 \ N \). The result of the simulation is the following:

\[\text{Figure 43 - Current step response before and after changing parameters}\]

\[\text{Figure 44 – Speed step response of the complete model with 2nd attempt parameters}\]
As expected, the speed response at motor start is the one of a first order system, with no overshoot, however the load torque introduces a speed error too high, which is not acceptable, and that is rejected too slowly.

In order to improve the performance, the PIv parameters are modified by trial and error procedure noticing the following properties:

- with high $K_{iv}$, when $K_{pv}$ is increased, the overshoot at starting and the undershoot due to the load torque decrease, while the time to reach again $w_{ref}$ after the load torque is applied increases.

- increasing $K_{iv}$, the disturbance introduced by the load torque is rejected faster but the overshoot at starting increases

In order to reach good performance in terms of time to reject the load torque disturbance and, at the same time, to reduce the undershoot caused by that, $K_i$ and $K_p$ are set equal to the values computed in the second attempt ($K_{p2}$ and $K_{i2}$) while the following PIv parameters are found:

$$K_{pv2} = 5 K_{pv} \quad \text{and} \quad K_{iv2} = 1000 K_{iv}$$

The simulation results regarding both the speed and the torque output of the model can be seen in the two charts in the next page (Figure 46-Figure 45).

For what concerns speed, the high overshoot in starting condition is compensated by a low settling time ($t_{s,5\%} = 9.65 \text{ ms}$) and by good performance in terms of rejection of the disturbance introduced by the load torque. After the load torque is applied the reference speed is reached again in less than 10 ms. Looking at the torque chart (obtained computing the mean value of $T_e$ setting “ts” as integration time) it is possible to see that the torque produced at steady state by the motor is slightly greater than the load torque because it has also to compensate the friction forces.

In Figure 47 it is possible to notice the speed oscillation at frequency $f_s = \frac{1}{t_s} = 10 \text{ kHz}$ due to the high order harmonic contribution introduced in the current waveform by the inverter switching frequency.
Figure 46 – Speed output of the complete model with 3rd attempt parameters

Figure 45- Torque output $T_e$ of the complete model with 3rd attempt parameters
The inverter output was not filtered during simulation in order to highlight the controller influence on speed output and make a fair comparison between the different parameter choices.

### 3.5 H infinity controller design

In order to enhance performance, it has been decided to design a new discrete controller that will substitute the PI controller in the speed loop following the Hinfinity based approach (through the use of the related Matlab toolbox).

The Hinfinity design is based on an algorithm that takes as input the inverse of the objective sensitivity and complementary sensitivity functions, as weighting functions, and returns the controller suitable to generate with good approximation the functions given as input.
Let’s consider the following scheme:

![Diagram](image)

**Figure 48 - H\_infinity control scheme**

The open loop transfer function is given by:

\[ L(s) = G_c G_a G_p G_s G_f \]  \hspace{1cm} (3.22)

The sensitivity function can be computed as:

\[ S(s) = \frac{1}{1 + L} \]  \hspace{1cm} (3.23)

While the complementary sensitivity function is given by:

\[ T(s) = \frac{L}{1 + L} \]  \hspace{1cm} (3.24)

The first thing to do is to define the requirements the closed loop system should fulfill.

In order to obtain a close loop behavior similar to the one obtained with the PI controller, and make a fair comparison, the main objective defined is to reject in the best way possible the disturbance introduced in the speed output by the load torque. A step signal that raises from 0 to \( T_{rated} = 1.27 \) Nm at time \( t=0.05s \) has been considered.

In order to reduce the time needed to reach again the reference speed after the load torque is applied (which will be called from now on “t\_load\_rise”), it has been chosen for the design of the controller a low rise time:
\[ t_{\text{rise}} = 2.5 \times 10^{-3} \text{ s} \] (3.25)

Then a suitable overshoot and settling time are defined:

\[ \dot{s} = 5\% \] (3.26)
\[ t_{\text{setting}} = 0.02 \text{ s} \] (3.27)

From (3.25(3.27) it is possible to find the natural frequency and the damping factor of a prototype second order system that fulfill the given requirements. The following formulas are applied:

\[
\zeta \geq \frac{\ln \left( \frac{\dot{s}}{100} \right)}{\sqrt{\pi^2 + \ln^2 \left( \frac{\dot{s}}{100} \right)}}
\] (3.28)

\[
w_{n_{\text{setting}5\%}} = \frac{4.6}{\zeta t_{\text{setting},5\%}}
\] (3.29)

\[
w_{n_{\text{rise}}} = \frac{\pi - \cos^{-1}(\zeta)}{t_{\text{rise}} \sqrt{1 - \zeta^2}}
\] (3.30)

\[
w_n \geq \max \left( w_{n_{\text{setting}5\%}}, w_{n_{\text{rise}}} \right)
\] (3.31)

The following results are obtained:

\[ w_{n\text{ setting}5\%} = 333.2818 \]

\[ w_n = w_{n_{\text{rise}}} = 1.2892 \times 10^3 \]

\[ \zeta = 0.6901 \]

In order to define the steady state requirements, the PMSM control model must have the same shape of the one in Figure 48. A possible scheme is proposed in the next page.
The current closed loop is considered as the actuator transfer function, the plant is given by the transfer function related to the mechanical equation (2.36). The mechanical load is considered as a filtered disturbance added to the output. The $G_f$ and $G_s$ transfer function can be modelled according to the encoder actually used, in this case, since an ideal encoder is considered, they are just unitary gains. It is possible to derive a list of constraints from the steady state requirements.

1 – Steady state gain $K_d=1$ with step reference

$$\lim_{s \to 0} s \frac{1}{s} \frac{G(s)}{1 + H G(s)} = 1$$

(3.32)

Where $G(s) = G_c G_a G_p$ and $H = G_s G_f$

Since we expect $G(s)$ to have poles in 0 for $s \to 0$ $G(s) \to \infty$, equation (3.32) becomes:

$$\frac{1}{H(s)} = \frac{1}{G_s G_f} = 1 \quad \Rightarrow \quad G_s = 1$$

(3.33)
2 – Steady state error = 0 in presence of both step and ramp reference:
\[
e_r(s) = \lim_{s \to 0} \frac{R_0}{s^2} \frac{S^*(s)}{s^2} s^{v+p} = 0
\]
(3.34)

Where:

\[
S(s) = S^*(s) s^{v+p},
\]

\[v = \text{poles in 0 of the controller } G_c\]

\[p = \text{poles in 0 of the plant } G_p = 0\]

From equation (3.34) \( v = 2 \) is found.

3 – Steady state error = 0 in presence of a ramp or step load torque \( T_l(s) = \frac{T_L}{s^2} \)

Considering all the other inputs of the system = 0:

\[
w_m(s) = \lim_{s \to 0} \frac{T_L}{s^2} \frac{S^*(s)}{s^2} s^v \frac{1}{sJ + B} = 0
\]
(3.35)

This requirement is already met since \( v = 2 \) is imposed from the previous requirement.

For what concerns the current loop the parameters of the PI controller are computed in the following way:

\[
K_a = L \text{ current bandwidth } = L \frac{R}{L} = R = 2.35
\]

\[
K_b = \frac{R}{L} = \frac{2.35}{0.0065} = 361.54
\]

\[
K_p = 5 K_a = 11.75
\]

\[
K_I = 5 K_a K_b = 4248
\]

Once the requirements are defined it is possible to start defining the weighting function that will be used to derive a proper controller.

The first weighting function designed is \( W_s(s) \).
The inverse of this function must approximate the prototype second order transfer function \( S_2(s) \) for middle frequencies.

\[
S_2(s) = s \frac{s + 2\zeta \omega_n}{\omega_n^2 + 2\zeta \omega_n s + s^2} \quad (3.36)
\]

Substituting:

\[
S_2(s) = \frac{s^2 + 1779 s}{s^2 + 1779 s + 1.662e06} \quad (3.37)
\]

For low frequency it should approximate the following function:

\[
S_{\text{low}} = s^2 S_0 \quad (3.38)
\]

Where \( S_0 \) is a free parameter in this case.

Furthermore, the requirement on \( \zeta \) translates in the following requirement:

\[
|W_s^{-1}(s)| \leq S_p = 1.28 \quad \forall s \quad (3.39)
\]

Where \( S_p \) is found from the following chart:

![Figure 50 - Requirements on the resonance peak of T and S](image)
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The following weighting function is designed:

\[
W_s^{-1}(s) = \frac{s^2}{s + 1} S_0 \frac{1 + \frac{s}{W_1}}{1 + \frac{1.414}{W_2} + \frac{s^2}{w_2^2}}
\]  
(3.40)

Where \( w_1 \) is a design parameter and:

\[
w_2 = \sqrt{\frac{S_p}{S_0}}
\]  
(3.41)

Choosing \( w_1 = \frac{w_n}{250} \) and \( S_0 = 0.00001 \):

\[
W_s^{-1}(s) = 1.28 \frac{s^2(s + 5.157)}{(s + 1)(s^2 + 1149s + 6.6e05)}
\]  
(3.42)

\( S_{\text{low}}(s), S_2(s) \) (red lines) and \( W_s^{-1}(s) \) (black line) bode diagrams are shown in the following figure:

![Bode Diagram](image)

*Figure 51 – \( W_s^{-1} \) bode diagram*

The second weighting function to design is \( W_t^{-1}(s) \). The only requirement is:

\[
|W_t^{-1}(s)| \leq T_p = 1 \quad \forall s
\]  
(3.43)

Which comes from the chart in Figure 50.
It should have the shape of a second order transfer function, low pass filter with cutoff frequency comparable to the one of $W_s^{-1}(s)$.

The following transfer function is designed:

$$W_t^{-1}(s) = \frac{Tp}{1 + \left(\frac{s}{w_{nt}}\right)^2} = \frac{5.9829e07}{(s + 7735)^2} \quad (3.44)$$

Where $w_{nt} = 6 w_n$ and $Tp = 1$.

The following figure shows the bode diagram obtained:

![Bode Diagram](image)

*Figure 52 – $W_t^{-1}$ bode diagram*

From equation (3.44), (3.42) $W_t$ and $W_s$ are obtained, from these 2 weighting functions, W1 and W2 are derived and then tuned through an iterative procedure until the nominal requirements are met, which happens when:

$$S(s) \leq W_t^{-1}(s) \quad \forall s \quad \text{and} \quad T(s) \leq W_s^{-1}(s) \quad \forall s \quad (3.45)$$

Two modified versions of W1 and W2 are used in the Simulink model in Figure 53. This model will be used to derive the structures needed by the MATLAB function that is able to generate a suitable controller.
The W1 and W2 used in this case are obtained from:

\[
W_1^{-1}(s) = \frac{s^2(s + 5.157)}{(s + 1)(s^2 + 1015s + 5.157e05)}
\]  
(3.46)

Which is obtained from (3.40)(3.41) changing the Sp parameter to Sp=1.

\[
\text{and} \quad W_2^{-1}(s) = W_t^{-1}(s)
\]  
(3.47)

Once that W1 and W2 are found they must be modified.

For what concerns W1, the poles in zeros are substituted with low frequency poles in order to avoid computational errors related to the Hinfinity algorithm.

\[
W_{1\text{mod}} = W_1 \frac{s^2}{(s + \frac{w_n}{10000})^2}
\]  
(3.48)

For what concerns W2 it must be modified in order to obtain a proper transfer function to put in the Simulink model. This means to simplify both the zeros and then add those zeros simplified to the model through the following command lines:

```
[Am,Bm,Cm,Dm] = linmod('H_inf')
M = ltisys(Am,Bm,Cm,Dm);
M = sderiv(M,2,[1/wnt^2 1]);
```

Where ‘H_inf’ is the name of the Simulink model derived.

Thus,
\[ W_{2mod}^2 = \frac{W_2}{\left(1 + \frac{s}{W_{nt}}\right)^2} = 1 \]  

(3.49)

The “hinflmi” function takes as argument the structure “M” derived from the Simulink model and generates the controller \( G_{c\_mod} \). This controller must be modified adding a number of poles in 0 equal to the ones removed from \( W_1 \) (substituting the same amount of low frequency poles). It is also possible to remove or substitute some of the high frequency poles obtained provided that the controller is kept a proper transfer function.

In this case the output of the “hinflmi” function is:

\[
G_{cmod} = \frac{(s + 1216)(s + 400.5)(s + 348.1)(s + 1.673)(s + 1)}{(s + 4.053e06)(s + 1.937e04)(s + 361.5)(s + 5.047)(s^2 - 0.1969s + 0.01386)}
\]  

(3.50)

Which is modified in order to obtain the controller final form \( G_c \):

\[
G_c = 1.0876 \frac{(s + 1216)(s + 400.5)(s + 348.1)(s + 1.673)(s + 1)}{s^2(s + 361.5)(s + 8000)(s + 5.047)}
\]  

(3.51)

Then nominal performance are checked comparing the sensitivity and complementary sensitivity functions, computed with the formulas (3.23)-(3.24) that include the controller \( G_c \), with the weighting functions \( W^{-1}_c(s) \) and \( W^{-1}_s(s) \) as already stated in (3.45).

![Bode Diagram](image)

Figure 54 - S and Ws_inv bode diagram comparison
It is possible to notice that the constraint on T is not met, even after tuning several times the weighting functions. This could be due to the requirement defined at the beginning regarding the overshoot. This requirement, that translates first in the definition of the damping factor $\zeta$ and thus in the maximum peak of T ($T_p$), could be too stringent. The performance of the controller obtained and directly tested in the Simulink model shown in Figure 55 and verified through the use of a scope in a simplified model (Figure 49).
The simulation has been carried out with an input step reference of 3000 RPM and a load torque step signal $T_L$ introduced at $t=0.05$ s.

As expected the overshoot is greater than the one stated in the requirements but still acceptable:

$$\hat{s} = \frac{3371 - 3000}{3000} = 12.37\%$$  \hspace{1cm} (3.52)

The requirements on rise and settling time are both satisfied:

$$t_{setting,5\%} = 4.16 \times 10^{-3} < 2 \times 10^{-2}$$  \hspace{1cm} (3.53)

$$t_{rise} = 9 \times 10^{-4} < 2.5 \times 10^{-3}$$  \hspace{1cm} (3.54)

The load torque disturbance introduced at $t=0.05$ s is completely cancelled in less than 10 ms.

Now that a suitable controller has been obtained it must be tested inside the complete model. Its behavior will be compared with the one of the PI controller to understand the advantages of the Hinfinity approach. The first thing to do is to discretize the controller obtained in the continuous time domain. This can be done through the use of the “c2d” Matlab function. Since the function offers difference methods to discretize the continuous transfer function all of them have been tried and the behavior of each controller obtained in this way has been compared.

The discretization method exploited, imposing sampling time equal to $t_s$ (inverter switching period), are:

- ZOH (Zero Order Hold)
- FOH (First Order Hold)
- Tustin
- Matched
- Least-squares
All simulations have been carried both at 300 RPM and 3000 RPM considering a load torque $T_L = 1.27N$ at $t = 0.05$ s. The following graphs compare the speed responses:

**Figure 57** - Speed response (300 RPM step reference) comparison for each discretized controller obtained

**Figure 58** - Speed response (3000 RPM step reference) comparison for each discretized controller obtained
It can be seen that the controller obtained with the ZOH discretization technique shows a better behavior in terms of overshoot for what concerns the speed response with 3000 RPM step reference while at 300 RPM the performance are slightly worst then with the other discretization methods. Anyway, in both cases, the undershoot due to the load torque is lower with the ZOH controller.

In order to get an idea also of the steady state performance, the RMS value have been evaluated both at 300 and 3000 RPM, for each discretized controller obtained, considering the speed values between 0.2 and 0.5 seconds. The following chart compares the value obtained:

![Figure 59 - RMS value comparison (300 RPM)](image-url)
From Figure 59 it can be seen that the ZOH controller assures the lowest RMS value at 300 RPM while it’s still comparable with the values obtained with the other techniques at 3000 RPM. For the reasons listed above the controller obtained with the ZOH discretization method has been chosen to compare the speed response with the one obtained with the PI controller.

Two simulations have been carried out in order to evaluate the behavior of the system both at high (3000 RPM) and low speed (300 RPM), the results are shown in the next pages.

As can be seen in Figure 61 and Figure 62 the model that exploit the controller obtained through the Hinfinity approach performs better in terms of overshoot in the speed response and undershoot caused by the load torque applied while the settling time, the rise time and the time to restore the steady state value once the load torque is applied, are all comparable for both the PI and the Hinfinity models.

For what concerns the torque Figure 63 and Figure 64 show how the load torque profile is better followed in the case of the Hinfinity controller based model.
Figure 61 — Speed response comparison between Hinfinity based model and PI based model with 3000 RPM step reference

Figure 62 — Speed response comparison between Hinfinity based model and PI based model with 300 RPM step reference
Figure 63 - Torque response (Te) comparison between Hinfinity based model and PI based model with 3000 RPM step reference

Figure 64 - Torque response (Te) comparison between Hinfinity based model and PI based model with 300 RPM step reference
The advantages of the Hinfinity controller are even greater in the low speed case since the overshoot percentage value is almost half than the one in the PI controller based model:

\[
\hat{s}_{PI} = \frac{387.4 - 300}{300} = 29.1\% \quad (3.55)
\]

\[
\hat{s}_{Hinfinity} = \frac{350.7 - 300}{300} = 16.9\% \quad (3.56)
\]

Furthermore, the undershoot due to the load torque is less than half than the one produced in the case of the PI control based model, which cause the motor almost to stop.

The overshoot obtained in the case of the Hinfinity based model with step reference speed equal to 300 RPM is slightly higher than the one computed in (3.52) (which was obtained carrying simulation in a simplified model). This could be due to the non-idealities introduced by the space vector modulation algorithm used to control the inverter, by the discretization of both the speed and current loop controllers, and by the saturation block introduced to limit the current reference to 8.1 A, which is the maximum current indicated in the motor datasheet. The influence of these non-idealities becomes even stronger in the case of the high speed reference where the overshoot reaches the value:

\[
\hat{s}_{Hinfinity} = \frac{4257 - 3000}{3000} = 41.9\% \quad (3.57)
\]

For what concerns the rise time and settling time they are, in the case of the 3000 RPM reference:

\[
t_{setting,5\%} = 1.09 \times 10^{-2} \text{ s} \quad (3.58)
\]

\[
t_{rise} = 3.24 \times 10^{-3} \text{ s} \quad (3.59)
\]

Greater than the ideal case values but still acceptable.

In the case of the 300 RPM step reference:

\[
t_{setting,5\%} = 7.65 \times 10^{-3} \text{ s} \quad (3.60)
\]
\[ t_{\text{rise}} = 1.8 \times 10^{-3} \, s \]  

(3.61)

These values are really close to the ones found in the ideal case (3.53 (3.54), which suggest that, the less is the speed, the more the model behavior is closed to the ideal case.

Finally, in order to have a comparison between the PI controllers-based model and the Hinfinity controller based model, also in terms of steady state value, the RMS speed values are compared, both at 300 and 3000 RPM.

![Figure 65 - RMS value comparison](image)

It is well evident that the amplitude of the oscillations around the steady state value is reduced using the Hinfinity controller, and this effect is enhanced when a low speed reference is imposed.
3.6 Flux weakening control implementation

In order to implement the control algorithm needed to work in the flux weakening area it has been made reference to the theory explained in chapter 2.10. The main idea considered in this implementation is to increase the current vector angle $\Phi$ when the base speed is reached in order to further increase the motor speed. This is done multiplying the complementary angle $\pi - \Phi$ for a gain $\beta_c$. This gain should be 1 when the motor is working below its base speed and should tend to 0 when the motor is reaching its limit speed. The current vector and the complementary angle are represented in Figure 66.

![Figure 66 - Current vector representation](image)

In order to generate the $\beta_c$ reference, an integral action has been implemented that receives as input the difference between the modulation index $M$ and a tunable parameter $M^*$ where:

$$M = \frac{V_{ref}}{V_{dc}} = \frac{\sqrt{V_q^2 + V_d^2}}{\sqrt{3} V_{dc}}$$

(3.62)

It is known that the reference voltage $V_{ref}$ should reach its absolute value limit at the base speed, when a load torque equal to the rated one is applied. In the case of the *EMJ-04APB22* this value has been computed in chapter 2.10 and it is equal to:
\[ V_{ref} = \sqrt{V_q^2 + V_d^2} = \frac{V_{dc}}{\sqrt{3}} = \frac{185.22}{\sqrt{3}} = 106.94 \text{ V} \] (3.63)

Which means that the modulation index should be \( M = 1 \) in the condition just described. Since \( \Phi \) should start increasing (and thus \( \beta_c \) should start decreasing) when the motor is close to the base speed, the tunable parameter \( M^* \) is chosen to be:

\[ M^* = 0.99 \] (3.64)

Moreover, since the parameter \( \beta_c \) is saturated to 1 as upper limit and to 0 as lower one, an anti-windup back calculation scheme has been designed in Simulink (Figure 67). The \( K_f \) and \( K_w \) gains have been tuned by trial and error procedure, the final value chosen are listed below:

\[ K_f = 2000 \] (3.65)
\[ K_w = 0.5 \] (3.66)

The \( \beta_c \) value is sent to the Current loop + Feedforward control subsystem as well as the reference value for the current vector. This value is the output of a discrete PI block that has been tuned with the same values previously used in chapter 3.4 computed with (3.18) and (3.21) formulas. The PI block has been modified adding an anti-windup feature through back calculation technique in order to avoid big overshots around the base speed that, due to the flux-weakening algorithm, would cause oscillation around the base speed for a while before reaching the steady state value. In this case back calculation gain \( K_b \) has been chosen:

\[ K_b = 2000 \] (3.67)

Figure 68 represent the speed control loop of Figure 38 updated with the \( Bc \) computation and the anti-windup feature.
Figure 68 - PI cascade controller updated to operate in the flux-weakening area

Also the current loop has been modified in order to compute the \( I_q \) and \( I_d \) reference current from the new inputs \( I_{\text{ref}} \) and \( \beta_c \), and to return as output the \( V_d \) and \( V_q \) voltages, used to compute \( \beta_c \). The new "Current loop + Feedforward control" subsystem is shown in Figure 69.
\( I_{\text{ref}} \) and \( \beta_c \) are the inputs of the “Current vector computation” subsystem, which is shown in Figure 70.

The \( I_{\text{ref}} \) is first used as \( I_{q0} \) reference while the \( I_{d0} \) reference is set to 0. The norm and the angle (with respect to the d-axis) of the current vector are computed. Then the angle is modified in two different ways on the base of the sign of \( I_{\text{ref}} \).

If \( I_{\text{ref}} > 0 \), \( I_{q0} > 0 \) and thus \( \Phi > 0 \):

The complementary angle is multiplied for \( \beta_c \) and reduced (\( \beta_c < 1 \)). Then the complementary angle is subtracted from \( \pi \) the final value is used to compute the final \( I_q \) and \( I_d \) references.

If \( I_{\text{ref}} < 0 \), \( I_{q0} < 0 \) and thus \( \Phi < 0 \):

It means that the motor speed is greater than the reference value. In order to reduce it, a negative \( I_q \) current is desired, thus, the angle is kept negative (-90\(^\circ\)) without multiplying it for \( \beta_c \).

For what concerns the PI controllers inside the current loop, a modified back-calculation technique has been applied. When the rated condition are met the reference voltage is saturated (see (3.63) formula), which means that the PI controller outputs, \( V_{q_{\text{ref}}} \) and \( V_{d_{\text{ref}}} \) can’t be applied. Thus, the error between the saturated reference voltage \( V_{\text{ref}}^* \) and the objective value \( V_{\text{ref}} \) is computed, multiplied for a tunable gain (\( Kz \)) and fed back in order to reduce the error integrated by the current PI controller (Figure 69).
The final gain chosen through trial and error procedure is:

\[ K_z = 0.5 \]  

(3.68)

Figure 71 shows the current PI controller subsystem.

Multiple simulation with different reference speed profile have been carried out. The speed and torque outputs of the first one are shown in Figure 72 and Figure 73
This first simulation highlights the advantages of the anti-windup technique applied to the speed PI controller. The overshoot when a 3000 RPM step reference is applied is 0%. Furthermore, the settling time is reduced to $t_{\text{settling,5\%}} = 5.4 \text{ ms}$. For what concerns all the other changes in the value of the reference speed, the settling time is always below 10 ms. For what concerns the $T_e$ graph it has been decided to plot the mean value of the torque generated by the motor computed over the time interval $t_s$ in order to better identify the torque profile.

In the second simulation the reference profile has been built through the use of the Signal Editor tool, to test the motor behavior when ramps reference signals are applied. In addition, a load torque $T_l = \frac{1}{2}T_{\text{rated}} = 0.635$ has been applied at $t=0.12$.

The speed and torque outputs are shown Figure 74 and Figure 75.

In this case the overshoot due to the ramp reference signal from 0 to 3000 RPM is the highest one and it’s equal to

$$\hat{s} = \frac{3224.7 - 3000}{3000} = 7.5 \%$$  \hspace{1cm} (3.69)
It can be seen that the speed reference is followed with good accuracy and the load torque disturbance is cancelled in less than 10 ms.

Figure 75 - Output speed $w_m$ with flux weakening control and multiple speed ramp references (load torque applied at $t=0.12$)

Figure 74 - Output torque $T_e$ with flux weakening control and multiple speed ramp references (load torque applied at $t=0.12$)
Finally, 2 other simulations, one with step reference equal to 3500 RPM (in the flux-weakening area) and one at 300 RPM have been carried out. The load torque has been set respectively equal to $T_l = \frac{1}{2}T_{\text{rated}} = 0.635 \text{ Nm}$ and $T_l = T_{\text{rated}} = 1.27 \text{ Nm}$ in order to compare the steady state RMSE value with the previous simulation related to the Hinfinity controller and to the first implementation of the FOC. The results, for what concerns the speed output, are shown in Figure 77 and Figure 76.

![Figure 77 - Output speed with flux weakening control and 3500 RPM speed step references ($T_L=0.635 \text{ Nm}$)](image)

![Figure 76 - Output speed with flux weakening control and 300 RPM speed step references ($T_L=1.27 \text{ Nm}$)](image)
For what concerns the simulation with reference speed equal to 3500 RPM the RMSE value, computed analyzing the data between t=0.12 and t=0.19 is:

\[ RMSE_{3500} = 1.1485 \text{ RPM} \]  

(3.70)

Which is comparable with the results obtained in Figure 65.

The simulation with 300 RPM step reference shows results comparable with the one carried out with the standard PI controllers. The flux weakening control at low speed is not active and the outputs of the PI controllers are not saturated, that is why the results are comparable with the one shown in Figure 62 (black line related to the first PI model). In this case, the following RMSE value has been found analyzing performance in steady state:

\[ RMSE_{300} = 0.4405 \text{ RPM} \]  

(3.71)

Which means that the oscillations around the steady state value have amplitude in between the one found with the standard PI model and the one related to the Hinfinity model (see Figure 65 for further details).
4 Conclusions

During the development of this thesis it has been decided to focus attention on the theory and the mathematical models behind the control of a PMSM. In “Chapter II – Theoretical basic concepts”, it is given the theoretical background necessary to develop the different control techniques proposed and an accurate model of the motor. In the next chapter it has been decided to show the design work developed in MATLAB and Simulink, step by step. Finally, the results obtained with the different controllers applied are presented and compared. The use of an Hinfinity controller have led to better performance in terms of overshoot and rejection of the load torque disturbance at low speed, which makes it particularly interesting in case of low speed application such as materials handling, warehousing and related industrial applications. On the contrary, the PI controller are easier to design and anti-windup methods can be applied, which makes them more suitable for high speed application with limited DC voltage supply (thus, working in the flux weakening area). All the models developed are thought for a future digital implementation of the controllers designed. For this reason, the different domains (continuous for the PMSM model and the inverter and digital for what concerns the control algorithms) have been separated, leaving the user the possibility to decide different sampling time for the speed and current loops on the base of the hardware computational power available.
5 Appendix

5.1 SVPWM: “Switch_Signal_Generator” MATLAB function

```matlab
function sf = aaa(vdc, u)

{%
Matlab Code to generate Switching functions
Inputs are:  u1(:) magnitude of reference space vector
            u2(:) angle of reference space vector
            u3(:) ramp time signal for comparison from 0 to ts
%

ts=0.0002;  %Inverter switching period
x=u(2);
y=u(3);
sa=0;
sb=0;
sc=0;
generic_space_vector_module=2/3*vdc;

%note that |Vref| (u(1)) can't exceed Vdc/sqrt(3)
mag=u(1)/generic_space_vector_module * ts/sin(pi/3);

%sector I
if (x>=0) & (x<pi/3)
    ta = mag * sin(pi/3-x);
tb = mag * sin(x);
t0 = (ts-ta-tb);

t1=[t0/4 ta/2 tb/2 t0/2 tb/2 t0/4];
t1=cumsum(t1);

v1=[0 1 1 1 1 1 0];
v2=[0 0 1 1 1 0 0];
v3=[0 0 0 1 0 0 0];

    for j=1:7
        if(y<t1(j))
            break
        end
    end

    sa=v1(j);
sb=v2(j);
sc=v3(j);
end

% sector II
if (x>=pi/3) & (x<2*pi/3)

```
adv = x - pi/3;
tb = mag * sin(pi/3 - adv);
ta = mag * sin(adv);
t0 = (ts - ta - tb);
t1 = [t0/4 ta/2 tb/2 t0/2 tb/2 ta/2 t0/4];
t1 = cumsum(t1);

v1 = [0 0 1 1 1 0 0];
v2 = [0 1 1 1 1 0];
v3 = [0 0 0 1 0 0 0];

for j = 1:7
    if (y < t1(j))
        break
    end
end

sa = v1(j);
sb = v2(j);
sc = v3(j);

% sector III
if (x >= 2*pi/3) & (x < pi)
    adv = x - 2*pi/3;
    ta = mag * sin(pi/3 - adv);
    tb = mag * sin(adv);
    t0 = (ts - ta - tb);
    t1 = [t0/4 ta/2 tb/2 t0/2 tb/2 ta/2 t0/4];
    t1 = cumsum(t1);
    v1 = [0 0 0 1 0 0 0];
    v2 = [0 1 1 1 1 0];
    v3 = [0 0 1 1 1 0 0];

    for j = 1:7
        if (y < t1(j))
            break
        end
    end
    sa = v1(j);
    sb = v2(j);
    sc = v3(j);
end

% sector IV
if (x >= pi) & (x < 4*pi/3)
    adv = x - pi;
    tb = mag * sin(pi/3 - adv);
    ta = mag * sin(adv);
    t0 = (ts - ta - tb);
    t1 = [t0/4 ta/2 tb/2 t0/2 tb/2 ta/2 t0/4];
    t1 = cumsum(t1);
    v1 = [0 0 0 1 0 0 0];
    v2 = [0 0 1 1 1 0 0];
v3=[0 1 1 1 1 1 0];
for j=1:7
    if(y<t1(j))
        break
    end
end
sa=v1(j);
sb=v2(j);
sc=v3(j);
end

% sector V
if (x>=4*pi/3) & (x<5*pi/3)
    adv = x-4*pi/3;
    ta = mag * sin(pi/3-adv);
    tb = mag * sin(adv);
    t0 =(ts-ta-tb);
    t1=[t0/4 ta/2 tb/2 t0/2 tb/2 ta/2 t0/4];
    t1=cumsum(t1);
    v1=[0 0 1 1 1 0 0];
    v2=[0 0 0 1 0 0 0];
    v3=[0 1 1 1 1 1 0];
    for j=1:7
        if(y<t1(j))
            break
        end
    end
    sa=v1(j);
    sb=v2(j);
    sc=v3(j);
end

%sector VI
if (x>=5*pi/3) & (x<2*pi)
    adv = x-5*pi/3;
    tb = mag * sin(pi/3-adv);
    ta = mag * sin(adv);
    t0 =(ts-ta-tb);
    t1=[t0/4 ta/2 tb/2 t0/2 tb/2 ta/2 t0/4];
    t1=cumsum(t1);
    v1=[0 1 1 1 1 1 0];
    v2=[0 0 0 1 0 0 0];
    v3=[0 0 1 1 1 0 0];
    for j=1:7
        if(y<t1(j))
            break
        end
    end
    sa=v1(j);
    sb=v2(j);
    sc=v3(j);
end

sf=[sa, sb, sc];
5.2 Hinfinity controller MATLAB code

close all
clear all
clc

% Defining motor current PI controller parameters
s=tf('s');

L=6.5*10^-3
R=2.35;
Phi_pm= 0.07846;
P=8;
J=0.00003169;
B=52.79*10^-6;
Kp=11.75;
Ki=4248.08;

% Design of the Wu weighting function to verify robust stability

Jn=0.00003169;
% considering 55% uncertainty on J
J_low=0.55*Jn;
J_high=1.45*Jn

Bn=52.79*10^-6;
% 50% for B
B_low=0.5*Bn;
B_high=1.5*Bn;

Kt=3/2*0.5*P*Phi_pm;

Ga=(Kp*s+Ki)/(s^2*L+(Kp+R)*s+Ki);
Gpn=Kt/(s*Jn+Bn);

w=logspace(-3,3,200);
maxim=zeros(200,1);
N1=20;
for J=J_low:(J_high-J_low)/N1:J_high
  for B=B_low:(B_high-B_low)/N1:B_high
    Gp=Kt/(s*J+B)
    delta=Gp/Gpn-1;
    [d,f]=bode(delta,w);
    d=squeeze(d);
    figure(1),
    loglog(w,d,'b')
    hold on
    for i=1:200
      if(d(i)>maxim(i))
        maxim(i)=d(i);
      end
    end
  end
end
\[ J = J_n; \]
\[ B = B_n \]

```matlab
figure(10),
magg = vpck(maxim,w);
Wa = fitmag(magg);
[A,B1,C,D] = unpck(Wa)
Wu = zpk(ss(A,B1,C,D));

figure(1),
[wu,f] = bode(Wu,w);
wu = squeeze(wu);
loglog(w,wu,'r')
```

%% Defining constraints
\[ s_{hat} = 0.05; \]
\[ t_{settling} = 0.02; \]
\[ zeta = \frac{\text{abs}(\log(s_{hat}))}{\sqrt{\pi^2 + (\log(s_{hat}))^2}}; \]
\[ t_{rise} = t_{settling}/8; \]
\[ w_{n_{rise}} = \frac{1}{t_{rise}/\sqrt{1-zeta^2}*(\pi - \text{acos}(zeta))} \]
\[ w_{n_{settling}} = 4.6/t_{settling}/zeta; \]
\[ w_{n} = \max(w_{n_{rise}},w_{n_{settling}}); \]
\[ G_f = 1; \]
\[ G_s = 1; \]
\[ T_p = 1.0; \]
\[ S_p = 1.28; \]

%% Designing \( W_s \)
\[ S_2 = (s+2*zeta*w)/(w^2+2*zeta*w*n+s^2); \]
\[ S_0 = 0.00001 \text{ free parameter} \]
\[ w_1 = wn/250 \]
\[ w_2 = sqrt(w_1*S_p/S_0); \]
\[ W_s\_inv = s^2*S_0*(1+s/w1)/(1+1.414/w2*s+s^2/w2^2)/(s+1); \]
\[ S\_low = s^2*S_0; \]
\[ wlow = \logspace(-3,-2,300); \]
\[ whigh = \logspace(2,3,300); \]
\[ wmid = \logspace(1,4,300); \]
\[ w = \logspace(-3,5,300); \]

%% Plotting \( W_s^{-1}, s*S_0 \) and \( S_2 \)
figure(20),
bodemag(S_low*1.1,wlow,'r')
hold on,
bodemag(S2,wmid,'r')
yline(20*log10(Sp));
bodemag(Ws_inv,w,'k')
grid on

%% Designing and plotting \( W_t \)
\[ w_{nt} = wn*6; \]
\[ w_{nt} = \text{linspace}(62000,100000); \]
\[ W_t\_inv = 1/(1+s/wnt)^2; \]
figure(2),
hold on
grid on
yline(20*log10(Tp),'r');
bodemag(Wt_inv,'k')

%% Defining W1, W2, W1_mod and W2_mod
wnt2=wnt;
W2_inv=1/(1+s/wnt2)^2;

w11=w1;
S02=S0;

w22=sqrt(w11*1/S02);
W1_inv=s^2*S02*(1+s/w11)/(1+1.414/w22*s+s^2/w22^2)/(s+1);

W1=inv(W1_inv);
W2=inv(W2_inv);

% W2_mod=minreal(W2/(1+s/wnt2)^2,1e-3);
W1_mod=minreal(W1*s^2/(s+wn/10000)^2,1e-3);

%% Use of the hinflmi function to compute the controller Gc_mod

[Am,Bm,Cm,Dm] = linmod('H_inf')
M = ltisys(Am,Bm,Cm,Dm);
M = sderiv(M,2,[1/wnt2 1]);
M = sderiv(M,2,[1/wnt2 1]);
[gopt,Gcmod] = hinflmi(M,[1 1],0,1e-2,[0 0 0]);
[Ac,Bc,Cc,Dc]=ltiss(Gcmod);

Gcmod = zpk(ss(Ac,Bc,Cc,Dc))

%% Getting Gc from Gcmod

Gc=minreal(Gcmod*(s^2 - 0.1969*s + 0.01386)*(1+s/4.053e06)*(1+s/1.937e04)/(1+s/8000)/(s^2,1e-3);

%% Verifying nominal requirements

L=Gc*Gpn*Gs*Gf*Ga;

T=L/(1+L);
S=1/(1+L);

% Ws^-1 vs S
figure(5),
bodemag(S,'k')
hold on,
bodemag(Ws_inv,'r')

% Wt^-1 vs T
figure(6),
bodemag(T,'k')
hold on,
bodemag(Wt_inv,'r')

%% Nichols chart of the open loop t.f. compared with Tp and Sp locus

figure(7),
myngridst(Tp,Sp)
hold on
w=logspace(-2, 5);
nichols(L,w)
%% Checking controller stability in presence of parameter uncertainty
figure(12),
bodemag(inv(Wu),{0.001,10^5},'r')
hold on
bodemag(T,'b')
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